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ABSTRACT To improve the fusion quality of infrared and visible images and highlight target and scene
details, in this paper, a novel infrared and visible image fusion algorithm is proposed. First, a method for
combining dynamic range compression and contrast restoration based on a guided filter is adopted to enhance
the contrast of visible source images. Second, guided filter-based image multiscale decomposition is used
to decompose images into base layers and detail layers. For base layer fusion, a fusion strategy based on
the detail and energy measurements of the source image is proposed to determine the pixel value of the
fused image base layer such that the energy loss of the fusion can be reduced and the texture detail features
are highlighted to obtain more source image details. Finally, recursive separation and weighted histogram
equalization methods are applied to optimize the fused image. Experimental results show that the fusion
algorithm and fusion strategy proposed in this paper can effectively improve fusion image clarity, while
more detailed target and scene information can still be retained.

INDEX TERMS Image fusion, highlighted details, multiscale decomposition, guided filter, fusion strategy.

I. INTRODUCTION
The fusion of infrared and visible images has been widely
used in military, medical, remote sensing and many other
fields in recent years [1]. Processing the source image
from different sensors on the same target or scene accord-
ing to a certain strategy, removing redundant information,
and performing multidirectional and multiangle fusion can
obtain a more accurate fusion image that reflects the tar-
get scene information [2]. With the development of image
fusion technology, the cost of hardware equipment is reduced,
and more comprehensive and reliable detailed information
can be obtained [3]. Therefore, infrared and visible light
image fusion technology has been extensively studied by
scholars [4].

Although the imaging mechanisms are quite different in
infrared sensors and visible sensors, they complement each
other to some extent [5]. Infrared sensors can perceive heat
radiation of different wavelengths, which can capture hid-
den target contour information, and they have great night
vision and fog penetration capabilities, but they cannot obtain
detailed information and have poor resolution [6]. Visible
light sensors characterize objects through spectral reflection,
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and the results have high resolution and rich background
information, which are suitable for human visual perception,
but the image quality is easily affected by the environment,
especially at night and under low visibility conditions [3].
If the images from these two sensors are fused, i.e., the
main target information is obtained from the infrared image,
while the main detailed background information is obtained
from the visible image, then the fused image can provide
better target features andmore detailed scene information [3].
Therefore, infrared and visible image fusion technology is a
research hotspot, and it plays a key role in target tracking and
detection, face recognition and other fields [7], [8].

According to the differences in image representation,
image fusion technology can be divided into three levels:
pixel-level fusion, feature-level fusion, and decision-level
fusion [9]. Among them, the pixel-level image fusion method
is currently the most common fusion method due to its rel-
ative source image information completeness [10]. Among
the pixel-level image fusion methods, multiscale decomposi-
tion (MSD) has played a very important role and has proven
to be extremely useful for image fusion [11].

For those methods based on MSD, generally, the visible
source images are directly fused with the infrared images
without being preprocessed. Therefore, under weak light or
extreme weather conditions, the fusion effect of the visible
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source images and the infrared images cannot be guaranteed,
as the detailed scene information is severely lost. In this
regard, we propose that contrast enhancement in visible
images should also be an important part of image fusion.
At present, the enhancement algorithms for the visible images
include histogram equalization, automatic color enhancement
(ACE), and multiscale retinex (MSR) [12]–[14], but these
algorithmsmay produce artifacts or tend to be over-enhanced.
Liu et al. [15] presented an algorithm based on an adaptive
threshold to improve contrast, but it cannot fully display
detailed information. Zhou et al. [16] presented a guided
filter-based enhancement method, which can achieve some
effects in dark areas of visible images, but over-enhancement
occurs in bright areas. This means that visible images cannot
be adaptively enhanced.

In image fusion schemes, fusion strategies play an impor-
tant role. Averaging methods are adopted to fuse the base
layer in most of the methods based on MSD [17]. However,
because most of the energy is contained in the base layer,
it is likely to cause energy loss during the averaging process,
which eventually results in lower contrast [18]. In recent
years, due to the research of many researchers, many infrared
and visible image fusion methods have been proposed.
Wei et al. [19] proposed a method based on robust princi-
pal component analysis (RPCA) and a nonsubsampled shear
wave transform (NSST). They decomposed the source images
by RPCA to obtain a sparse matrix, and then the source
images were decomposed by the NSST transform to obtain
the corresponding high-frequency and low-frequency compo-
nents. The high-frequency part obtained was combined with
a large absolute value and a sparse matrix, the low-frequency
part was guided by a sparse matrix to the low-frequency
part, and the fusion image was obtained through the NSST
inverse transformation. However, this method easily loses
visible detail information. Deng et al. [20] proposed amethod
based on a nonsubsampled shear wave transform. In this
method, NSST is used for source image decomposition. For
the fusion of high-frequency sub-band images, a fusion rule
based on improved regional contrast is adopted by combin-
ing human visual characteristics. A fusion rule based on a
saliency map is adopted for low-frequency sub-bands. After
NSST inverse transformation, the fused image is obtained.
However, this method may alter part of the image structure.
Huang et al. [21] proposed an infrared and visible image
information fusion method based on phase consistency and
image entropy. In this method, the nonsubsampled contourlet
transform (NSCT) is used for source image decomposi-
tion. The pulse coupled neural network (PCNN) fusion rule
is used for the top layer of the high-frequency sub-band,
and the absolute maximum rule is used for the remaining
decomposition layers of the high-frequency sub-band. For
the low-frequency sub-bands, the low-frequency fusion rules
are designed according to activity measures such as phase
consistency (PC), sharpness change (LSCM) and local sig-
nal strength (LSS). Li et al. [22] proposed an image fusion
framework based onmultilevel image decomposition of latent

low-rank representation (MDLatLRR). This method uses
MDLatLRR to decompose the source image into detailed and
base parts. For the detailed parts, a fusion strategy based on
the kernel norm and a reshape operator is used. The average
fusion rule is adopted for the base parts. However, the fusion
performance of this method is excessively dependent on
the number of decomposition layers. When the number of
decomposition layers increases, the algorithm complexity
increases, and the time consumption is large. Nie et al. [23]
proposed a fusion method based on total variation (TV).
In this method, the weighted fidelity term is used to fuse
the targets in the infrared image and the salient scenes in
the visible image, and a weight estimation method based
on the saliency of global brightness contrast was proposed.
Additionally, l2,1,rc is introduced to provide structure group
sparsity for fidelity items, l1/2 provides better gradient spar-
sity for detail preservation items, and l2 is used for brightness
degradation prevention items. However, the ability of this
method to retain detailed information is limited.

The performance of current fusionmethods is continuously
improving, but there are still some problems, such as loss
of visible image detail information and contrast degradation.
To address the above problems, a method for highlighting
details is proposed in this paper. The main contributions of
the proposed method are as follows:

1) By taking advantage of the combination of dynamic
range compression and contrast restoration based on a
guided filter, the contrast in the visible images can be
increased adaptively to improve the quality of the fused
input source images.

2) To fuse the detail layers, a multiscale gradient function
is used to generate a saliency map, fromwhich a weight
map is derived after normalization such that the com-
plexity of the algorithm can be greatly reduced, thereby
reducing time consumption.

3) For base layer fusion, a fusion strategy is presented to
determine the pixel value of the base layers of the fused
image by calculating the detail and energy measures of
the source image, which aims to prevent energy loss,
highlight texture details, and obtain more source image
details so that the fusion image information is richer
and consistent with the human visual effect.

4) Recursive separation and weighted histogram equal-
ization are applied to the fused image to optimize the
image contrast as much as possible, maintain a higher
level of brightness, and avoid artifacts and unnatural
enhancement caused by excessive equalization, thereby
improving the quality of the fused image and getting
closer to the human visual effect.

The rest of this article is organized as follows. The second
section introduces in detail the acquisition and fusion rules
of the detail and base layers, image reconstruction and other
related theories. In the third section, the experimental simula-
tion is carried out, and the results of infrared and visible light
image fusion are analyzed subjectively and objectively. The
fourth section is the conclusion of this article.
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FIGURE 1. Overall framework of the fusion method.

II. FUSION METHOD
The overall process of the fusion method proposed in this
paper is illustrated in Fig. 1. First, adaptive enhancement
based on a guided filter is used before fusion. Second, using
the guided filter-based image MSD method, the infrared and
enhanced visible images are divided into base layers and
detail layers, which can extract texture details while main-
taining good edge features. Then, to fuse the detail layer,
a multiscale gradient function is used to generate a saliency
map, from which a weight map is derived after normalization
such that the complexity of the algorithm can be greatly
reduced. For base layer fusion, a fusion strategy is presented
to determine the pixel value of the base layer of the fused
image by calculating themeasures of details and energy of the
source image, which aims to prevent energy loss, highlight
texture details, and obtain more source image details. Finally,
recursive separation and weighted histogram equalization are
applied to the fused image for further optimization.

A. GUIDED FILTER
The guided filter (GF) is a type of good edge-preserving fil-
tering method [24] that utilizes a box filter implemented with
integral image technology to achieve rapid implementation
instead of directly performing convolution. When the input
image p and the guided image I are identical, the guided
filter can effectively maintain the edge features, which is
equivalent to the bilateral filter at this time. When the ε value
is large enough, the guided filter can replace the Gaussian
filter. Currently, GF is widely used in saliency detection [25]
and image fusion [26].

Assuming that GF is in the local window ωk centered at
pixel k , the guided image I can be linearly transformed by
Eq. (1) to obtain the filtered output image q.

qi = ak Ii + bk , ∀i ∈ ωk (1)

where ωk is a local window with radius r , and ak , bk are
constant coefficients over ωk . By minimizing Eq. (2), q can

be approximated the most to the input image p in ωk .

E(ak , bk ) =
∑
i∈ωk

(
(ak Ii + bk − pi)2 + εak2

)
(2)

Here, ε is a regularization parameter to prevent ak from
being too large, and it can be deduced that ε is less than 1,
and its value range is between 0 and 1. In addition, the smaller
ε is, the smaller the overlay smoothing factor, the larger ak ,
and the clearer the image edge that is maintained; the larger
ε is, the larger the overlay smoothing factor, the smaller ak ,
the lower the edge retention of the image, and the image area
is smoothed. Therefore, ak and ε are used to jointly determine
the edge retention and smoothness of the output image in the
guided filter. Then, ak , bk can be solved as

ak =
1
|ω|

∑
i∈ωk Iipi − Īk p̄k

σ 2
k + ε

bk = p̄k − ak Īk (3)

where |ω| is the number of pixels in ωk , Īk and σ 2
k are

the average value and variance in the guide image I in ωk ,
respectively, and p̄k is the average value of the input image p
in ωk .

Regarding the pixels i in different local windows, the fil-
tered output image qi will change with respect to the window.
This problem can be solved by calculating the average of all
possible values through

qi = āiIi + b̄i (4)

where āi = 1
|ω|

∑
k∈ωk

ak , b̄i = 1
|ω|

∑
k∈ωk

bk are the average

coefficients.

B. AN ADAPTIVE ENHANCEMENT ALGORITHM FOR
VISIBLE IMAGE
Tao et al. [27] proposed an enhancement method com-
posed of dynamic range compression and contrast enhance-
ment to improve the visibility in visible images. However,
Liu et al. [28] found that although this method can
achieve some effects in the dark areas of visible images,
over-enhancement occurs in the bright areas, which means
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that the visible images cannot be adaptively enhanced. There-
fore, a hybrid method to adaptively improve the contrast of
visible images is used here.

First, the input visible image I is normalized to the
range [0, 255] by

I1 =
I −min(I )

[max(I )−min(I ) ]
(5)

I1 is processed by using a guided filter. Then, we obtain
filtered image Ib by Ib = GFr,ε(I1), where r , ε are
the GF size and edge-preserving degree. According to
Durand et al. [29], it is transformed into the logarithmic
domain to acquire the basic layer by

Îb = log (Ib + ξ) (6)

and the detail layer by

Îd = log (I1 + ξ)− Îb (7)

respectively, where log represents the natural logarithm algo-
rithm. Here, let ξ = 1 to prevent the result from being
negative and the unreasonable situation of log 0.

Since the dynamic range of the base layer is relatively high,
we set the scale factor β and the restoration factor γ and
use them to perform dynamic range compression and contrast
restoration on Îb. They can be expressed as

û = β Îb + Îd + γ (8)

Generally, we can define a target contrast T to which the
contrast of the base layer is reduced; then, the value of β can
be expressed as

β =
log(T )

max
(
Îb
)
−min

(
Îb
) (9)

where max
(
Îb
)
and min

(
Îb
)
represent the maximum and

minimum intensities of Îb. The overall contrast is reduced
because the dynamic range is compressed, and the contrast
needs to be restored. γ is calculated as

γ = (1− β)max
(
Îb
)

(10)

Finally, the enhanced image can be obtained by

u = exp
(
û
)

(11)

The size of the guided filter is r = bεT max(ω, h)c, where
ω, h are the width and height of the image, respectively. Since
the target contrast T determines the effect of enhancing the
image, different T values can be set through experiments. The
experimental results are shown in Fig. 2. Under low illumina-
tion conditions, setting the parameters T = 4 and ε = 0.01
can effectively enhance the visible images. Additionally, due
to the adaptive enhancement effect of this method, the visible
images are prevented from being over-enhanced under better
lighting conditions.

FIGURE 2. Enhancement results at different T values.

C. MULTISCALE DECOMPOSITION BASED ON A GUIDED
FILTER
Using GF, multiscale decomposition can be performed. The
flowchart of the guided filter multiscale decomposition of
image I is shown in Fig.3. According to the Li et al. [26],
the guided filter operator is denoted as GFr,ε().
GF-based multiscale decomposition of I1 and I2 is per-

formed to obtain base layers B11, B
1
2 and detail layers D1

1, D
1
2

as follows:

B11 = GF
(
I1, I2, r1, ε1

)
, B12 = GF

(
I2, I1, r1, ε1

)
(12)

D1
1 = I1 − B11,D

1
2 = I2 − B12 (13)

The continuous base layers Bk1, B
k
2 are expressed as:

Bk1 = GF
(
Bk−11 ,Bk−12 , rk , εk

)
,

Bk2 = GF
(
Bk−12 ,Bk−11 , rk , εk

)
,

k = 1, . . . , n (14)
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FIGURE 3. GF-based multiscale decomposition of image I .

where Bk−11 , Bk−12 are base layers of I1 and I2 at the k−1 level
and depend on the preceding level Bk−21 , Bk−22 , respectively.
In addition, rk = 2 ∗ rk−1, εk = εk−1/4. It can be noted that
B01, B

0
2 represent two source images I1 and I2.

With the same Eq. (13), the consecutive detail layers Dk1,
Dk2 are generated as:

Dk1 = Bk−11 − Bk1, Dk2 = Bk−12 − Bk2 (15)

D. DETAIL LAYER FUSION
1) VISUAL SALIENCY DETECTION (VSD)
Amultiscale VSDmethod is used for image fusion. The brief
steps are described as follows. First, use Eq. (12) and Eq. (13)
to obtain base layers Bk1, B

k
2 and detail layersD

k
1,D

k
2. Second,

visual mapsSk1 , S
k
2 are obtained by taking the absolute value

of the magnitude of detail layers Dk1, D
k
2. Third, Sk1 , S

k
2 are

averaged to find the visual maps S1, S2 corresponding to
the source images. Finally, the final visual saliency S of the
entire scene can be determined by taking the maximum value
of S1, S2. It can be summarized as

Sk1 =
∣∣∣Dk1∣∣∣ , Sk2 =

∣∣∣Dk2∣∣∣
S1 =

1
k

n∑
k=1

Sk1 , S2 =
1
k

n∑
k=1

Sk2

S = max (S1, S2) (16)

2) WEIGHT MAP CALCULATION
Unlike existing fusion methods based on guided filters,
a novel weight map structure operation that obtains saliency
maps directly from the detail layers is used here, which
greatly reduces the intricacy of the algorithm. Weight maps
W k

1 , W
k
2 can be obtained by normalizing Sk1 , S

k
2 , which can

be expressed as

W k
1 =

Sk1∑2
i=1 S

k
i

, W k
2 =

Sk2∑2
i=1 S

k
i

, ∀k = 1, . . . , n (17)

Detailed layer information of each pixel can be inte-
grated by saliency information-based weight map structure
operation.

3) FUSION STRATEGY
The detail layers are integrated at each scale k with the help
of weight mapsW k

1 andW k
2 as follows:

DkF = W k
1D

k
1 +W

k
2D

k
2 (18)

The final detail layer DF can be obtained by combining
each integrated detail layer:

DF =
n∑

k=1

DkF (19)

E. BASE LAYER FUSION
Regarding image fusion, the intensities of different source
images may vary significantly even at the same location [18].
Thus, the averaging-based base layer fusion strategy can
often cause the loss of energy in fused images [17] and
distortion of the fusion image, which results in inferior visual
perception. To obtain a better fusion effect, a method to pre-
vent energy loss and highlight the features of texture details is
proposed. First, we define the energy level of the base layer,
named EB, where the energy comes from Parseval’s theorem
(also known as the Rayleigh energy theorem). Specifically,
the energy of a frequency band is defined as the sum of the
squares of all frequency band coefficients. The formula is as
follows:

EBS (i, j)

=

L∑
m=−L

L∑
n=−L

W (m+ L + 1, n+ L + 1)BS (i, j)2 (20)

where S ∈ {1, 2},W is a (L − 2)× (L − 2) weighting matrix
with radius L, where L is the layer number of guided filter
decomposition. Each element’s value in W is set to 2L−2d ,
where d is the distance from its surrounding elements to the
center. BS (i, j) is the gray value at the pixel point (i, j) of the
base layers of I1 and I2 at the L level.

Second, due to computational efficiency, there are limi-
tations in the GF-based decomposition levels. Accordingly,
detailed information exists in the base layer. To obtain more
details, a measurement named DB is defined as

DBS (i, j)

=

L∑
m=−L

L∑
n=−L

W (m+ L + 1, n+ L + 1)ABS (i, j) (21)

where S ∈ {1, 2}, W has the same definition as that in
Eq. (20). Compared with the original modified Laplace (ML),
AB considers the influence of the diagonal coefficient to
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make full use of neighborhood information. In addition,
the value of AB is as follows:

ABS (i, j) = |2BS (i, j)− 2BS (i− 1, j)|

+ |2BS (i, j)− 2BS (i, j− 1)|

+
2
√
2
|2BS (i, j)− 2BS (i− 1, j− 1)| (22)

With the help of the multiplication of EB and DB, the final
base layer is determined by the following strategy:

BF (i, j) =


B1 (i, j) , if EB1(i, j) · DB1(i, j)

� EB2(i, j) · DB2(i, j)
B2 (i, j) , otherwise

(23)

F. FUSED IMAGE RECONSTRUCTION AND FURTHER
OPTIMIZATION
Because the detail layers are obtained by subtracting the base
layers from the source images, to reduce the computational
complexity, the final fused image can be obtained by linearly
combining the fusion results of the detail layers and the base
layers. The final fused images are integrated by the linear
superposition of the final detail layer DF and the final base
layer BF .

F = DF + BF (24)

To allow a higher level of brightness maintenance, avoid
artifacts and unnatural enhancement due to over-equalization,
and enhance the contrast in the image as much as possible,
in this paper, recursive separation and weighted histogram
equalization methods are used to further optimize the final
fused images to achieve an effect as close as possible to
human visual perception.

The main steps of the proposed method are summarized
in Algorithm 1.

III. EXPERIMENTS AND RESULTS ANALYSIS
In the experiments, we use the dataset collected from
the website http://www.imagefusion.org/, which has been
widely used in image fusion testing [30]. We select seven
pairs of image samples, including the low visibility visi-
ble images. Other classic or newly released fusion algo-
rithms, including the fusion method based on NSST [31],
the fusion method based on GF multiscale decomposition
(MGFF) [32], the fusion method based on infrared image
structure extraction and visible image information reten-
tion (IFEVIP) [33],the multiscale fusion method through
Gaussian and bilateral filters (HMSD) [34], the fusion
method based on the convolutional neural network method
(CNN) [35], the fusion method based on target-enhanced
multiscale transform decomposition (TE-MSD) [36], and the
fusion method based on multiscale transformation and norm
optimization (MST-NO) [37], are compared with the pro-
posed method on some image samples. The experimental
parameters of the proposed method in this paper are set

Algorithm 1 Proposed Infrared and Visible Image Fusion
Algorithm
Input: the source images: I1 and I2.
Parameters: GF size r , edge-preserving degree ε and
number multiscale decomposition levels k .
Part 1: Adaptive enhancement for the visible image
01: Obtain new visible image I1 by using Eq. (5)-(11).
Part 2: Multiscale decomposition
02: For each image IS = [I1, I2]
03: Perform GF-based multiscale decomposition on S to
obtain DkS ,B

k
S ;

04: End
Part 3: Detail layer fusion
05: For each level l = 1 : k
06: For each detail layer DkS = [Dk1,D

k
2]

07: Obtain visual saliency Sk1 , S
k
2 by using Eq. (16);

08: Obtain Weight mapsW k
1 , W

k
2 by using Eq. (17);

09: Merge Dk1 and D
k
2 by using Eq. (18) to obtain DkF ;

10: End
11: End
12: Obtain final detail layer DF by using Eq. (19);
Part 4: Base layer fusion
13: For base layer BS = [B1,B2]
14: Calculate the EBS of BS by using Eq. (20);
15: Calculate the DBS of BS by using Eq. (20);
16: End
17:Merge B1 and B2 by using Eq. (23) to obtain final detail
layer BF ;
Part 5: Fused image reconstruction and further opti-
mization
18: Obtain fused image F by using Eq. (24);
19: Obtain final fused image F by using recursive separa-
tion and weighted histogram equalization methods;
Output: the fused image F .

as follows. Set the magnitude of GF in the enhancement
before fusion as r = b0.04max(ω, h)c, where ω, h are the
image width and height respectively. The performance of the
proposed method depends on free parameters: GF size r ,
edge-preserving degree ε and number multiscale decomposi-
tion levels k . Through a large number of experiments, as in the
early stage, these parameters are tuned to r = [2, 4, 8, 16],
ε = [10−2, 2.5 × 10−3, 6.25 × 10−4, 1.5625 × 10−4], and
k = 4. The remaining parameters of the comparison methods
are consistent with the literature [31]–[37]. The fusion results
of eight methods for seven pairs of image samples are shown
in Figs. 4–10. To better observe, two local windows in each
image are labeled and enlarged.

Overall, the seven fused images obtained by the proposed
method have better visual quality and are more suitable for
human visual perception than the fused images obtained by
the other seven methods. Specifically, NSST-based fusion
images are not capable of highlighting details, and the
background is too blurry. In MGFF-based fusion images,
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FIGURE 4. The results of the first group of comparative experiments. FIGURE 5. The results of the second group of comparative experiments.
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FIGURE 6. The results of the third group of comparative experiments. FIGURE 7. The results of the fourth group of comparative experiments.
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FIGURE 8. The results of the fifth group of comparative experiments. FIGURE 9. The results of the sixth group of comparative experiments.
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FIGURE 10. The results of the seventh group of comparative experiments.

the brightness of the infrared salient target is low, and
insufficient detailed information is retained. There are clear
halos in most IFEVIP-based fusion images, which lead to

FIGURE 11. Quantitative evaluation of different methods for seven image
pairs.

obvious discontinuity. In the fusion images based on HSMD
and CNN, the details in dark areas of the visible images are
lost. The TE-MSD-based fusion images have the same effects
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TABLE 1. Quantitative evaluation of different methods for seven image pairs.

as the NSST under the condition of high brightness of the
source images, which are in low contrast. Under low illumina-
tion conditions, the effects of preserving detailed information
are not good. The fusion images based on MST-NO have
a better ability to highlight infrared targets, but the ability to
retain visible source image information is poor. Additionally,
many artifacts are added in the fusion process, which results
in poor visual quality. In contrast, the background information
and details are better retained in the proposed fused images,
such as the billboard information in Fig. 3 (j) and the facial

expressions and clothing logos in Fig. 9. Most of our fusion
images exhibit good continuity without any halos. Therefore,
the method in this paper demonstrated outstanding advan-
tages in the fusion of infrared images and visible images,
such as clearer fused images, more details and background
information of the visible images retained, and higher overall
visual quality.

To further assess the proposed method, we introduced
seven well-known objective evaluation indicators based
on the statistical characteristics of the fusion image,
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TABLE 2. Running Time with the different methods on 360 × 270 source images.

i.e., average gradient (AG) [38], standard deviation (SD) [39],
information entropy (IE) [40], spatial frequency (SF) [41],
total fusion performance parameter (QAB/F ) [42], fusion arti-
facts (NAB/F ) [42], and fusion loss (LAB/F ) [42], in addition
to subjective human visual effect analysis. The experimental
evaluation indicators are shown in Table 1, where the value
marked in red indicates the best performance of all methods,
and the value marked in blue indicates the second-ranked
performance. The proposed method occupies the top two
positions in almost all metrics scores, and most of them rank
first. To obtain a more intuitive grasp of the quantitative eval-
uation of various methods, the values in Table 1 are visualized
in Fig. 11. In AG, the proposed method and MST-NO-based
method are significantly ahead of the other six methods,
but MST-NO is 1.04% higher than the proposed method on
average. The proposed method has an average improvement
of 41%, 41%, 10%, 26%, 28%, 37% and 12%, in SD. In IE,
the proposed method has an average improvement of 14%,
12%, 8%, 7%, 9%, 15% and 5%. In SF, the proposed method
andMST-NO are significantly ahead of the other sixmethods,
but compared with MST-NO, the proposed method has an
average increase of 0.07%. In QAB/F , except for the rela-
tively small values of NSST and MST-NO, the other meth-
ods are not much different from the proposed method. The
proposed method has an average increase of 1.7% over the
second-ranked IFEVIP. In NAB/F , NSST has a substantial
advantage, and the other methods are not much different.
Therefore, it can be concluded that the proposed method
has obvious advantages over the other five selected meth-
ods in fusing infrared images and visible images, including
retaining more information, better image quality, and higher
definition.

Finally, the time spent with the different methods on
360 × 270 source images is provided in Table 2. All the
experiments are performed using MATLAB R2019(a) on a
laptop with a 2.67 GHz Intel Core CPU and 4 GB RAM.
IFEVIP has an absolute advantage in time consumption,
followed by MGFF. In addition, the method in this paper is
slightly slower than HMSD and TE-MSD. From the overall
point of view of the proposed method, GF is a simple local
linear filtering method. The algorithm process does not need
to be iterated, and the local sliding window strategy inside
the algorithm can be efficiently implemented by a box filter,
so the algorithm is very efficient and can reach the O(N) level.
In the fusion process of the detail layers, the weight coef-
ficient is directly obtained from the detail layer, which also
shortens the time. Therefore, the reason the proposed method
consumes considerable time is mainly due to the need to
judge each pixel value in the fusion of the base layers.
The improvement of the base layer fusion rules will be one
of the main works in the future.

IV. CONCLUSION
In this paper, an efficient infrared and visible image fusion
algorithm for highlighting details was proposed. First,
a method combining dynamic range compression and con-
trast restoration based on a guided filter was introduced to
adaptively increase the contrast of visible source images. Sec-
ond, the infrared and enhanced visible images were divided
into base layers and detail layers by using a GF-based image
multiscale method. Then, to fuse the detail layer, by taking
advantage of a multiscale gradient function, the saliency map
was generated and then normalized to formulate the weight
map, which greatly reduces the complexity of the algorithm.
For base layer fusion, a fusion strategywas proposed in which
the measures of details and energy of the source image are
calculated to determine the pixel value of the base layer of the
fused image to prevent energy loss, highlight texture details,
and obtain more source image details. Finally, recursive sep-
aration and weighted histogram equalization were applied to
the fused image for further optimization. The experimental
results showed that the proposed method is not only subjec-
tively consistent with the human visual effects but also highly
evaluated in terms of the excellent scores on the quantitative
evaluation index, which further proves its advantages and
effectiveness over other methods.

The performance enhancement of the time-consuming pro-
cedures in the fusion will be pursued in future work.
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