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ABSTRACT Decision making is one of the most frequently performed processes nowadays. Our
future or other people’s future may depend on the decision we make, therefore we try to take it as good
as possible. The rapid development of technology facilitates it for us, as we are able to store, process and
analyse more and more data. However, the power of human knowledge extended by experience and intuition
still overperforms computer systems in solving such problems. The power of the combined knowledge of a
group of people is known as a collective intelligence. In this paper, an analysis of one of the properties
describing the consensus is presented, id est the influence between its members. The work is based on
graph theory and a multi-agent system approach to formalise the problem. The new measures describing
the collective and the accuracy of the final prediction were proposed. Experimental evaluations, based on
the developed environment, followed by the statistical analysis of the obtained results allowed to observed
four relationships between the considered measures describing the collective and the accuracy of collective
prediction. The independence of the collectivemembers plays a crucial role in the decision-making, therefore
it should be carefully considered when selecting people for the collective, especially the large ones.

INDEX TERMS Collective intelligence, independence, knowledge management, multi-agent system,
prediction.

I. INTRODUCTION
One of the most common processes performed nowadays
by everyone is decision making. It regards every aspect of
our life. The decisions may have a little importance, such as
which movie should we watch in the evening or what should
we eat for a dinner, as well as can be very essential and
influence a lot on our future, a company or country future, etc.
Therefore, it is important for us to consider all possibilities
and predict the most probable and beneficial solution and
based on that make the best decision.

The rapid development of technology facilitates decision-
making processes. A huge amount of data is stored, pro-
cessed, analysed and used by decision support systems to
make our life easier. However, in spite of a wide range of
different methods, algorithms and models there is still an
extensive set of problems that cannot be solved automatically.
Human’s knowledge, experience, assumptions and instinct
overperform computer systems in solving problems such as
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stock exchange trading, medical diagnosis, presidential elec-
tion forecast.

Usually, during making a decision, people rely on the
opinions of experts as they are authorities in a given domain.
However, acquiring a group of experts could be a really
difficult task because of costs and their accessibility. Luckily,
it is not a great problem, since the collective intelligence has
been discovered. A group of people, called a collective, that
are not considered as experts, could make a more accurate
decision than smaller groups of specialists [1].

A prediction problem, solved using collective intelligence,
is presented in the Fig. 1 and could be described as follows.
The whole process starts with a selection of the collective
members. Then, each person tries to solve the problem on his
own using his knowledge and assumptions. Such provided
answers are collected and passed as an input to some inte-
gration algorithm, based on a Consensus Theory. As a result,
we obtain a single collective prediction, that becomes the
solution to the considered problem. After some time, when
a real outcome of the event could be observed, the predicted
value is compared with the real one and the accuracy, denoted
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FIGURE 1. A collective prediction problem.

as acc in the Fig. 1 and defined formally in Section III-A,
is computed. It describes how good the prediction was (how
close to the real outcome), so the goal is to maximize this
value.

The use of the collective intelligence in forecasting became
the subject of sociological researches where authors wanted
to find a relationship between the parameters describing a
collective and the accuracy of their decisions. They have dis-
tinguished four main factors: collective cardinally, diversity,
independence, decentralization and aggregation.

In this paper, we would like to focus on a property that
has appeared least frequently in research, namely indepen-
dence. It is defined as the strength of the relationship between
the members of the collective and their impact on decision-
making by a single individual. If the decision of one of the
members is made separately from the others, without any
relationships, the independence in such a situation is high, if it
is based on the others opinions and knowledge, independence
decreases. The high independence could be observed in a
group of strangers, much lower in a team at work. Since its
essence is not yet well known, therefore we have focused on
the following goals:
• Introducing the representation of the collective in a
formal way since in most similar studies it is not
considered.

• Defining formally measures of the collective properties
as well as the accuracy of prediction in comparison to the
real outcome. Based on them, further statistical analysis
could be conducted.

• Adapting a multi-agent system approach for collective
prediction simulations and development of a dedicated
environment as such a solution in the literature has been
used just once, but in very basic form and with strict
limitations.

• An experimental evaluation supported by statistical
analysis that verifies whether the influence of the collec-
tive members’ independence on the prediction accuracy
is significant and how the combination of the indepen-
dence, group size and members’ relationship density
affects the final outcome.

Determining the relationships between the aforementioned
properties can be valuable, as based on them the first step of
prediction solving, the selection of collective members can be

significantly improved. It will bring many benefits in real-life
applications, thus it is worth considering it in details.

The remaining sections of this paper are structured as fol-
lows. In the next part, an overview of related works is given.
In Section III we briefly describe a collective prediction prob-
lem and multi-agent system, also we introduce the collective
properties andmeasures that are used in this paper. Section IV
is a main part of this article. It describes our approach and
assumptions, experimental evaluation, achieved results and
their statistical analysis. Section V gives brief summary and
overviews our upcoming research plans.

II. RELATED WORKS
The prediction problem is well known in the literature. Even
in the 80s of the previous century scientists become interested
in an analysis of personal prediction. In [2] author verified the
influence of historical, sociological, psychological, clinical
and emotional impact on peoples and the quality of their
decisions. As a result, the proposed 5 counsels how to make
more conscious and vigilant decisions. Also in [3] author
verifies and disproves the seven most deadly sins in this area,
based on a trading and investment background. Presented
analysis shows how to improve efficiency in financial strat-
egy, marketing, and human resource management.

Such presented researches took into account only the pre-
diction of a single individual. This approach is not sufficient
in most cases, as the quality of the proposed predictions was
not good enough. The presented analysis in [4], [5] shows,
that formal and statistical methods overperform predictions
made by a qualified specialist. Therefore, scientists began
to focus on using the knowledge of a group of people,
which was called a collective prediction phenomenon. It was
proved that collective prediction superiors previously men-
tioned approaches. It really quickly become an applied tool in
wide range of areas: economy [6], predictions of sport events
results [7], [8] and political elections [9], [10].

In order to get more benefits from the collective intelli-
gence, the authors began to analyze it very thoroughly to
discover the most important properties influencing the accu-
racy of the prediction. In [11] author presented four main
crowd characteristics that may impact its performance: cardi-
nality - the size of a group of people, diversity - the variety
of answers provided by participants related to the different
state of knowledge they have and the diverse knowledge
sources, independence - the strength of the relationship and
their impact on decision-making, and decentralization - the
ability of a member to specialise and rely on his own experi-
ence, assumptions and personal point of view. Initially, only
sociologists conducted researches around these relationships,
but this field quickly became the interest of mathematicians
and computer scientists who wanted to formalize already
described phenomenon.

The first two properties become the most popular in the
researches. In [12]–[15] authors analysed how the size of
the collective influences on the quality of the final result.
All the studies consistently show, that better results were
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obtained with increasing the size of the population, however,
from some extent, the results given by the collectives of
subsequent sizes, did not differ statistically. This shows that
the large size of a collective has a positive impact, as we avoid
getting stuck in local extrema, but a too big number of experts
is not necessary to solve the problem appropriately.

The second most frequently analyzed factor is diversity.
The vast majority of researches show, that the diversity of
the collective’s members contributes to obtaining predic-
tions with higher accuracy and better group performance
[1], [16], [17]. In [18] author focused on the cognitive
diversity of collective agents. His researches confirmed the
previously stated thesis, that the higher diversity brings bene-
fits, but also notices that it is applicable only for intermediate
and complex tasks. However, not all the researches around
diversity are consistent and lead to the same summaries. A bit
different conclusion was drawn in [19]. Using a prediction
market-based game as an experimental method they have
proved, that indeed the higher diversity influences better per-
formance, but after exceeding a threshold it starts decreasing
and overall only the medium value of diversity has a positive
impact. It shows, that it is vital to carry on researches in this
area with deeper analysis, as there seem to be still a lot of
undiscovered relations.

The independence factor is considered much less fre-
quently. In [20] the authors conducted an experimental eval-
uation consisting of 5 phases in which 144 participants solved
the estimation tasks. During the first stage, they estimated
independently, in each of the next stages they were provided
with answers given by the others. Results have shown that
predictions made independently turned out to have the best
accuracy, with each step their quality decreased. It indicates
that increasing the influence between members of the collec-
tive negatively affects the final outcome.

Similar investigations to our could be found in [21], [22].
Based on the experimental evaluation and use of StockTwits
data, they analysed the influence of participants indepen-
dence, network decentralization and crowd size. However,
in comparison to our studies, the authors focused only on the
probability that the predicted value is right, not on the accu-
racy. Moreover, they did not take into account the structure of
the collective and its connections density.

The collective intelligence is primarily related to peo-
ple. However, the rapid development of technology, modern
methods, algorithms and models allows us to replace real
collective members with computer agents. More and more
researchers [23], [24] adopt this approach in their inves-
tigations as it is cheaper and easier to manipulate during
experimental evaluation preserving all the properties of the
human collective. Especially the power of Artificial Intelli-
gence, designed based on the human way of thinking, gives
beneficial results. In the researches [25] the authors compared
collectives consist of people, artificial agents and a hybrid
one. The result showed that the accuracy of artificial intel-
ligence predictions does not differ statistically from human
decisions. In some plays AI agents gave worse decisions and

the calibration of this approach was slightly lower, but after
statistical analysis of all samples, the mean of the accuracy
was statistically equal.

As a combination of computer systems and the features of
collective intelligence, a multi-agent system has been intro-
duced to researches for experimental purposes [26]–[28].
It faithfully mimics the structure of the collective and the
single agent represents exactly the behaviour of a person.
The systems introduced so far compose a good foundation,
nevertheless, they do not take into account all the properties
of the collective, for example, independence or density of
connections, so it would be worth improving them for use
in more detailed analysis.

As it could be observed, the described domain is popular
in researches, however, some gaps still exist. Only a few
researchers focused on the independence influence, however,
they did not analyse the correlation between its value and
outcome accuracy. Moreover, they did not take into account
the structure of the collective (e.g. an average number of
neighbours, a density of relationship), only the size was
analysed. The aim of our researches is to verify the hypothesis
stated by sociologists in a more formal way and to fulfill the
uncovered areas.

III. COLLECTIVE PREDICTION PROBLEM
The collective prediction phenomenon is well known in the
literature [20], [21], [29]. It uses the power of the collective
(crowd), its diverse knowledge, experience and intuition in
decision-making processes. It has been proved that a group
of people, who are not experts in a given domain, often
makes a better decision than a smaller group of experts [1].
Surowiecki [11] stated that a collective (crowd) is more
intelligent than single individuals (from this collective).
A crowd could be described using a set of properties and
measures however that requires a more formal definition of
the collective.
Definition 1: A collective could be represented as a

directed weighted graph [30]. Let’s define a graph: G =
(V ,E,w) where V is set of vertexes representing collective
members, E is a set of edges representing collective mem-
bers’ connections and satisfying E ⊆ {(v, u)|(v, u) ∈ V 2

∧

v 6= u} condition and w : E → [0, 1] is an edge weight
function that represents the strength of members’ relation.

Mentioned representation is presented in the Fig. 2.
Members of the collective are presented as A1-A9, arrows
represent the connection between members and w1-w11 their
strength.

A. COLLECTIVE PROPERTIES AND MEASURES
A formally defined collective could be described using many
different properties [11], [31]. This paper is devoted to
independence analysis (influence of members’ connections
strength) therefore only some of them are taken into account.

A vertex degree represents the number of neighbours of
vertex v (edges that starts in v).
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FIGURE 2. A collective as a graph.

Definition 2: A vertex degree denoted as deg(v) is defined
as follows:

deg(v) = |N (v)|

N (v) = {u|v ∈ V ∧ u ∈ V ∧ (v, u) ∈ E}. (1)

Also, the properties of this measure could be defined:
• min deg(v) = 0⇔ N (v) = ∅,
• max deg(v) = |V | − 1⇔ N (v) = V \ {v}.
The mentioned measure identifies influencers, vertexes

with high degree, that represent authorities, teachers, experts,
people who are worth following. Mostly they reveal a high
level of influence on their recipients. The maximum value of
the vertex is assigned to the person who is respected by all
members of the group. If someone does not have an audience
his degree is minimum and equal to 0.

The vertex degree also allows us to define a measure
that provides information about a graph density, number of
connections between vertexes.
Definition 3: An average vertex degree of the graph G,

that represents the density of it, denoted as avgdeg(G) is
defined as:

avgdeg(G) =
1
|V |

∑
v∈V

deg(v). (2)

Such introducedmeasure satisfies the following properties:
1) min avgdeg(G) = 0,
2) min avgdeg(G) =

|V |−1
|V | for consistent and acyclic

graphs,
3) max avgdeg(G) = |V | − 1,
4) G1 = (V1,E1,w1), G2 = (V2,E2,w2):

avgdeg(G1) > avgdeg(G2)⇔
|E1|
|V1|

> |E2|
|V2|

.
Let us consider the properties in details.
1) In general, when no additional assumptions are stated,

the minimum value of an average vertex degree of
graphG is 0. It could be noticed only if there is no edges
in the graph.

Proof: Let E = ∅, then:

∀
v∈V

deg(v) = 0.

That implies that:

min avgdeg(G) =
0 ∗ |V |
|V |

= 0.

FIGURE 3. A graph with min avgdeg(G) and max avgdeg(G).

FIGURE 4. A polytree.

The analysed case, illustrated at the Fig. 3a, repre-
sents the situation in which all collective members are
strangers, no one knows each other, so there are no
connections between them.

2) In our researches, as we aim to verify the indepen-
dence influence, we analyse consistent acyclic directed
graphs to ensure, that collectivemembers are connected
(the influence between them exists). In that case the
least dense graph is represented as a polytree (Fig. 4).

Proof: Let G be a polytree. From a definition we
know, that:

|E| = |V | − 1.

We can notice as, that:⋃
v∈V

{(v, u)|u ∈ N (v)} = E,

which implies:∑
v∈V

|N (v)| = |E| = |V | − 1.

Based on the above and Definition 1 we get:

avgdeg(G) =
1
|V |

∑
v∈V

deg(v) =
|V − 1|
|V |

.

A graph with the analysed structure can describe a
group of people at the training, where everyone listens
to the tutor, but the participants do not have mutual
relations. However, in real life, such a collective is
really rare.

3) A maximum average vertex degree occurs for a com-
plete graph inwhich each pair of vertexes are connected
with an edge (Fig. 3b).
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Proof: A maximum average vertex degree of a
graph requires that:

∀
v∈V

deg(v) = max deg(v).

From properties of the vertex degree measure
(Definition 1) we know that:

max deg(v) = |V | − 1.

Therefore we get:

max avgdeg(G) =
1
|V |

∑
v∈V

|V − 1|

=
|V | ∗ (|V | − 1)

|V |
= |V | − 1. (3)

A complete graph perfectly reflects the relationships
in a group of friends or workmates, where everyone
knows each other, cooperates, exchanges knowledge
and opinions.

4) The last property is intuitive. The graph density
depends on the ratio between the number of edges and
vertexes. Among two graphs with the same number of
vertexes, the denser is the one with the higher number
of edges. Similarly, when the number of edges is equal,
the graph with fewer vertexes is denser.

The next measure, required for conducted analysis, deter-
mines the influence between collective members. Firstly,
the definition of vertex average dependence based on the
strength of its connections is needed. As an inspiration of epi-
demiological systems, we have introduced the novel measure.
Definition 4: As a vertex average dependence, denoted as

d(v), we mean a measure:

d(v) =


1

|N ′(v)|

∑
u∈N ′(v)

w(u, v), if |N ′(v)| > 1

0, otherwise

N ′(v) = {u|v ∈ V ∧ u ∈ V ∧ (u, v) ∈ E}

w(u, v)− an edge weight. (4)

Thanks to this, it could be observed how the knowl-
edge, conducted decisions, observations and cooperationwith
neighbours influence a prediction made by a single collec-
tive member. It allows verifying whether a single individual
makes decisions on his own or is under pressure from the
crowd. Also, it fulfills the following conditions:

1) min d(v) = 0,
2) max d(v) = 1.
The first condition occurs when a member is not under any

influence.
Proof: Let us consider two case: when a vertex v does

not have any influencers and second, when there are some
edges ended in v.

1) The value of d(v) in case of |N ′(v)| = 0 is given in the
definition and is equal to 0, so it satisfies the condition.

2) When |N ′(v)| > 1 then:

d(v) = min d(v)⇔ ∀
u∈N ′(v)

w(u, v) = min w(u, v).

From the definition of wwe know thatminw(u, v) = 0,
so:

min d(v) =
1

|N ′(v)|

∑
u∈N ′(v)

0 =
|N ′(v)| ∗ 0
|N ′(v)|

= 0.

The minimum value characterizes influences who set
trends up, scientists, explorers and who do not rely on the
others opinions. Moreover, it describes the influence between
people who hold opposite beliefs, even if the relationship
exists between them.

A similar inference could be conducted for the maximum
value.

Proof: Similarly as before, the maximum value of d(v)
could be reached only if:

∀
u∈N ′(v)

w(u, v) = max w(u, v).

We know, that the value of w(u, v) = 1 could reach up to 1,
therefore:

max d(v) =
1

|N ′(v)|

∑
u∈N ′(v)

1 =
|N ′(v)| ∗ 1
|N ′(v)|

= 1.

Such a value of d(v) tells us, that a person v is totally
dependent on int influencers. That case could be noticedwhen
in a specific domain exists only a few sources of knowledge,
consistent with each other, and the person follows all of them
without self-reflection and opinion.

Based on the aforementioned vertex average dependence
we proposed a measure representing an average dependence
level of a whole graph.
Definition 5: An average dependence avgd (G) is repre-

sented in a following way:

avgd (G) =
1
|V |

∑
v∈V

d(v). (5)

Since it is a standard arithmetical mean of numbers from
the range between 0 and 1 inclusively, therefore the minimum
and maximum value of it is 0 and 1 respectively:
• min avgd (G) = 0,
• max avgd (G) = 1.
The higher the value, the stronger relationships exist in the

collective. The value of the average dependence close to the
maximum is typical for groups in which members collaborate
a lot, exchange their insights and knowledge, follow the same
principles and are usually at the same level of hierarchy.
This could be seen within the teams at work. An opposite
situation characterises groups where relations are weaker.
A worldwide conference can be considered as an example.
All members could be connected as they conduct researches
in similar fields and read each other’s articles, however, each
of them may come from a different country, have a different
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background so the influences between them, apart from well-
known and followed Professors, are much weaker.

Finally, for the evaluation of the obtained collective pre-
diction, the accuracy measure is proposed and defined as
follows:
Definition 6: Let x be an real event outcome value and x∗

be a predicted value. As the accuracy of a prediction we call
the following value:

acc(x∗) = 1− min(1, |
x − x∗
x
|). (6)

It allows us to verify how good the final prediction is in
comparison to the real outcome. The distance function is
commonly used for such purposes in the literature, therefore
we adapted it also in this considerations. The normalisation
of its values was used in order to simplify results comparison.

Same as previously, we can distinguish the following prop-
erties of the measure:
• min acc(x∗) = 0,
• max acc(x∗) = 1.
The minimum value, when the predicted value is opposite

to the real one or evenmore distant, tells us, that the prediction
is completely wrong. Proof: To minimise the value of
acc(x∗) we have to maximise

min(1, |
x − x∗
x
|).

Both of the arguments are non-negative, because of the
absolute value of the second. Moreover, it could reach only
up to 1, because of the first argument, so the maximum value
of the statement is 1. Therefore:

min acc(x∗) = 1− 1 = 0.

Similar consideration was conducted for the maximum
value.

Proof: In the analogical way, to maximise the value of
acc(x∗) we have to minimise

min(1, |
x − x∗
x
|).

To get the minimum value we need to focus on the second
argument of min function. We know, that the value is non-
negative, therefore the lower bound of possible values is 0 and
is reached only if x = x∗. Thus,

min acc(x∗) = 1− 0 = 1.

From the proof, we can notice that the maximum accuracy
is reserved for the perfect prediction. Consequently, our goal
is to achieve a prediction which value is as close as possible
to the real outcome.

IV. EXPERIMENTAL ACCURACY ANALYSIS
Themain part of our researches was devoted to an experimen-
tal analysis of the collective members’ independence and its
influence on the prediction accuracy using an aforementioned
collective model, properties describing it and a specially
designed simulation system. However, before we carried out

the simulation, we had stated the hypothesis, that the high
level of the collective members’ independence positively
affects the prediction accuracy and its value is especially
important for a collective with a large number of connections
between members (high collective cardinality or connections
density).

A. SIMULATION SYSTEM DESIGN
Nowadays, acquiring people, especially experts, to solve
problems, for example, prediction ones, is an expensive and
time-consuming process. Engaging them for research pur-
poses is really problematic as we would have to canvass a lot
of them to verify many different sets of parameters describing
them. To cope with that, for an experimental evaluation we
can take the advantage of the power of technology develop-
ment and use a computer system that imitates a real group of
people preserving its structure, relationships, behaviours and
other properties. In our analysis, we decided to use a multi-
agent system.

FIGURE 5. General overview of a multi-agent system [37].

Multi-agent system is a system composed of multiple com-
puting elements, known as agents, which has two important
capabilities. Each of them could solve the problem indepen-
dently on its own, for example, make a decision. Moreover,
agents can interact with the others exchanging the data,
analysing others opinions or assumptions and so on [32].
A general overview of the system structure is presented in the
Fig. 5. The behaviour of agents is similar to social activities.
Therefore, such a designed system is used to solve problems
that are difficult or impossible for a monolithic system to
solve. In the literature, we can find many examples of its
application in many various domains [33]–[36].

As an inspiration for our researches, we have found
A-Trader system [27], [28]. It’s a multi-agent system, that
uses the power of the collective intelligence, dedicated to
support decision-making in financial markets. Based on pro-
vided data agents predict stock exchange rates and decide
whether it is worth buying, selling or leaving them as is.
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However, the system is a significant simplification as the
interactions between agents are not taken into account and
have no impact on a single decision. Moreover, it analyses
only ’current’ values, does not support historical data. Also,
it leaves out the strength of the relationships, therefore for our
purpose, it is not sufficient as there is no opportunity to verify
the dependency of the agents.

B. ENVIRONMENT
All the experiments were conducted using a specially imple-
mented environment. The developed multi-agent system is
extended in comparison to the previously presented A-Trader,
in particular by the usage of historical data and the ability to
define the strength of agents’ relationships. There is a possi-
bility to define different methods used by agents within the
system. Each of them also has a specified set of knowledge
sources from which it receives the data during the simulation.
At the beginning of the single evaluation, each agent receives
historical data to enable a learning phase for some of the
algorithms. Then at each time tick, it receives actual values
from its knowledge sources and influencers, base on which
it makes a prediction and sends its answer to neighbours.
All of them are collected and the final collective prediction
is estimated. The achieved value is compared to the real one
and the accuracy of a single decision is computed.

FIGURE 6. Overview of the simulation system.

FIGURE 7. Simulation system data flow schema.

The schematic functional principle of the system is pre-
sented in the Fig. 6. Also, the Fig.7 shows an overview of a
data flow in the system, where nodes of the graph, denoted
as A, represent agents, blue arrows represent connections

between them with a given influence rate w. Knowledge
sources are marked with green dashed arrows. The final
collective decision is presented using the yellow dotted arrow.
As it could be seen, the multi-agent system schema and
collective representation using a graph look exactly the same,
therefore such kind of a system fits perfectly for a simulation
purpose.

The simulation system allows defining the following
properties of the evaluation:
• Collective size - number of used agents
• Prediction period - a period from which an agent takes
data during a single prediction

• Set of training data - a historical data provided to an
agent for learning purpose

• Time of prediction - for how far in the future the predic-
tion is made (e.g. system tries to predict the value that
will be in an hour or the next day)

• Inputs for agents - knowledge sources of agents
• Prediction methods - methods used by agents
• Average vertex degree - an average number of agent’s
neighbours

• Average dependence level - an average value of the
influence between agents

In addition, we have equipped the system with the
possibility of generating graphs using the aforementioned
parameters. For generating vertex degrees we have used
Gamma or Poisson distributions according to [38], [39] as
they could be used to simulate a people connections graph
(small-world networks). For a connections’ weights genera-
tion, we have used Log-normal distribution.

The computational complexity of such a presented system
is really difficult to estimate. Many of the aforementioned
parameters strongly affect the time and efficiency of a sin-
gle execution. One of the main aspects influencing this are
methods chosen for agents. Agents could use simple methods
such as calculating an average, however, they could also
use very complex one, such as deep neural networks. The
first set of algorithms does not require any training data,
the second one needs it which also makes the whole process
more complex and time-consuming. The more historical data
is used and the more inputs are considered as knowledge
sources for agents, the harder the execution is. Moreover,
collective size also plays a crucial role in overall environment
performance. Therefore, there is no possibility to compare
the complexity of the developed system with other similar
systems (for example with ATrader) since each of them has
slightly different assumptions and in most cases, it is not
possible to define different methods for agents (e.g. ATrader
has a strictly hard-coded method for each agent, and the
structure of the collective is predefined, not randomly chosen
as in this environment).

C. EXPERIMENTAL EVALUATION
At the beginning of our researches, we have made some
assumptions. Firstly, we have assumed that each agent will
use exactly the same method, a neural network with the same
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structure, to reduce an undesired influence of decentraliza-
tion. Additionally, we have provided each agent with exactly
the same sources of knowledge, during an evaluation as well
as a learning phase, to avoid the impact of diversity of collec-
tive members. As a source of data, we have used gold prices
from Foreign Exchange Market. Parameters like prediction
period, set of training data and time of prediction were fixed
during testing of a single set of other parameters, however,
they were changed between different executions to avoid
overfitting with one specific set of data. We have used three
different sizes of the collective: 5, 10 and 50. Very often for a
jury, a committee or a group of judges 5members are selected.
The second group was selected twice as big as the first one,
and normally it is difficult to select more experts due to their
availability. The last group was chosen on the basis of other
researches which show, that the greater size of the collective
does not significantly affect the prediction accuracy. Next
parameter, the average influence level avgd (G), was verified
in the following variants: 0.3, 0.5 and 0.7. The boundary val-
ues such as 0 and 1were omitted as this is not so common case
in the real scenario, therefore some intermediate values were
selected. The last but not least parameter, an average vertex
degree of the collective avgdeg(G), was set to 1 and 2 for the
smallest collective, 2 and 5 for medium one and 2 and 10 for
the largest consecutively. The smaller values were chosen to
mimic a standard small-world network that often represents a
group of people. It was also important to verify the constant
value of avgdeg(G) for each collective size to check how the
number of connections (the more vertexes, the greater the
number of edges) affects the final result. The second group of
values represents collectives whose members are more likely
to know each other. For each set of such defined parameters,
the evaluation of the aforementioned method was repeated
100 times. All the achieved results were statistically analysed
at the significance level α = 0.05.
We have kicked off our analysis of the accuracy for the

collective with a size of 5 and an average vertex degree
equal to 1. At the beginning, we have verified if samples for
different dependency levels come from the normal distribu-
tion. According to the Shapiro-Wilk test, we could not reject
the null hypothesis stated that values come from a normal
distribution for each of them as we have achieved p− values
greater than 0.05. Thus, for groups comparison, we have used
a one-way ANOVA test for independent samples. According
to p − value = 0.017 and F = 4.34 we have accepted
the alternative hypothesis that samples do not come from the
same distribution. Afterwards, we have compared an aver-
age for the samples in pairs. Conducted computations have
shown, that the accuracy achieved at dependency level 0.3 is
greater than accuracy at dependency level 0.5 by 0.27% and
by 0.96% than at dependency level 0.7. The accuracy at the
medium dependency level (0.5) is greater than achieved for
the highest level (0.7) by 0.69%. It shows, that the higher level
of dependency between collectivemembers negatively affects
the prediction accuracy.

Similar considerations were conducted for an average ver-
tex degree equal to 2. Also in this case all samples come
from the normal distribution according to the Shapiro-Wilk
test. Same as previously, we have proved using the ANOVA
test that samples do not come from the same distribution.
Comparison in pairs has shown that the accuracy difference
between the lowest dependency level and the medium is
equal to 0.57% and 1.01% in comparison to the highest
one. For dependency level 0.5 achieved results are better by
0.43% than for dependency level equal to 0.7. A conclusion
is exactly the same as above, however, it could additionally
be noticed, that the higher average vertex degree implies
greater differences of accuracy between different dependency
levels. The averages of achieved results for avgdeg(G) equal
to 1 and 2 are presented in the Fig. 8.

FIGURE 8. An average accuracy for collective size equal to 5.

In the next phase, we have focused on medium-sized col-
lectives, where the size was equal to 10. Firstly, we have
analysed low-density networks. According to the Shapiro-
Wilk test, we could not reject the null hypothesis, there-
fore for further analysis, we have assumed, that all samples
come from a normal distribution. A comparison using the
ANOVA test has proved that at least one sample did not
come from the same distribution as the others, as we have
obtained p − value = 0.039 and F = 3, 41. Thus, we have
compared samples in pairs. An accuracy achieved for the
lowest dependency level was greater by 0.27% than for a
medium level and by 1.13% in comparison to collective with
the lowest independency. The accuracy for dependency level
0.5 is greater than achieved for 0.7 level by 0.87%. Taking
into account also the previous considerations, we can draw
another conclusion, that the bigger collective is, with a con-
stant average vertex degree, the higher impact on prediction
accuracy the dependency level exerts.

In the same way, we have considered an average vertex
degree equal to 5 for medium-sized collectives. The verifi-
cation of normal distribution of the samples has allowed us
to use the ANOVA test for samples comparison and also in
this case the alternative has been accepted due to achieved
p−value = 0.014 andF = 4.573. As before, the accuracy for
the lowest dependency level was the highest and was better by
0.92% than for the medium level and by 1.29% in comparison
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to the highest one. Collectives with a dependency level equal
to 0.5 were able to make better predictions by 0.38% than
their counterparts with higher dependency. Thanks to that
we can realise, that for a collective with a low average
vertex degree greater differences we can observe between
higher values of dependency (between 0.5 and 0.7 difference
is greater than between 0.3 and 0.5), for higher average
vertex degree this relationship is exactly the opposite. The
achieved results for medium-sized collectives are presented
in the Fig. 9.

FIGURE 9. An average accuracy for collective size equal to 10.

The last part of our investigations was devoted to large
collectives. Statistical analysis has been performed in the
same way as for smaller networks. This time all samples also
come from a normal distribution for avgdeg(G) equal to 2 as
well as 10. For both cases, the ANOVA test has rejected the
null hypothesis that samples came from the same distribu-
tion. The comparison of the achieved accuracy in pairs has
shown that its value for 0.3 dependency level was better by
0.39% and 1.23% compared to 0.5 dependency level and in
comparison to the highest dependency by 1.24% and 1.45%
for an average vertex degree equal to 2 and 10 consecutively.
Collectives with medium dependency gave predictions better
than with higher dependency one by 0.85% and 0.22% for
avgdeg(G) = 2 and avgdeg(G) = 10. These results, presented
in the Fig. 10, emphasise all four already drawn conclusions.

V. FUTURE WORKS AND SUMMARY
This article presents the experimental considerations about
the influence of collectivemembers independence on the final
prediction accuracy. The mathematical representation of the
collective as a graph allowed us to accurately evaluate this
impact in isolation from diversity and decentralization, taking
into account various factors describing the collective. The
obtained results are a good indicator of selecting a group of
people to solve the prediction problem.

Presented researches have shown, that the independence
level significantly impacts the accuracy of the predictions.
The higher the level is the more reliable prediction obtained.
It’s the most important especially for large groups of peo-
ple between whom there is a high density of connections.
The conducted researches have proved that an increase in
both of mentioned factors negatively affects the forecast.

FIGURE 10. An average accuracy for collective size equal to 50.

Additionally, for such communities, a particularly large dif-
ference in quality can be observed when the influence level
varies for relatively small values (from 0.3 to 0.5), whereas
smaller differences are observed for higher levels of impact
(from 0.5 to 0.7). For low-density collectives, this relationship
is exactly the opposite. It suggests that for prediction tasks
a relatively large collective with a low degree of influence
should be chosen and, above all, with a low density of connec-
tions. As a conclusion, we should note that to solve prediction
problems we should choose a relatively large collective with
a small degree of influence between members and, above all,
with a low density of connections.

The approach proposed in the article also has some disad-
vantages. The use of the multi-agent system, in which agents
use a neural network as prediction methods, requires some
historical data to perform the learning phase and then make
reliable decisions. In the real world, people are able to make
decisions based only on some assumptions without previous
knowledge. Also, only one source of knowledge was used.
For future considerations, it would be vital to extend it with
wider background (for example economical considering gold
price).

In the future, we would like to conduct similar investiga-
tions for decentralization and diversity comparison. As an
extension to current researches, we intend to identify the syn-
ergistic influence of all known factors describing collectives
on the prediction accuracy, taking into account also wider
background and set on knowledge sources. We also plan to
verify drawn conclusions using collectives consist of real
people.
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