
Received July 19, 2021, accepted July 27, 2021, date of publication August 3, 2021, date of current version August 13, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3102308

A Robust Timing and Phase Offset Estimation
Technique for CPM-DSSS-Based Secured
Communication Link
SAIMA SHEHZADI 1, SHAHZAD AMIN SHEIKH 1, FARZANA KULSOOM 2,
MUHAMMAD ZEESHAN 1, AND QASIM UMAR KHAN 1
1Department of Electrical Engineering, College of Electrical and Mechanical Engineering, National University of Science and Technology, Islamabad 44000,
Pakistan
2Department of Telecommunication Engineering, University of Engineering and Technology, Taxila 47050, Pakistan

Corresponding author: Saima Shehzadi (saima.shahzadi@ceme.nust.edu.pk)

ABSTRACT Continuous PhaseModulation–Direct Sequence Spread Spectrum (CPM-DSSS) is a promising
scheme for a secured Point-to-Point (P2P) communication system having Anti-Jamming (AJ) capabilities.
However, like other communication systems, synchronization of CPM-DSSS based systems is required for
reliable detection of data. This paper presents a novel algorithm for estimating the timing and phase offset for
binary full-response CPM-DSSS based systems. A burst mode transmission is considered here, and within
each burst, a training sequence is embedded along with data. Firstly, the entire burst is spread using DSSS and
then modulated with CPM, which is later upconverted and passed on to the channel. After down-conversion
at the receiver, the proposed algorithm estimates timing and phase offset from the received spread training
sequence. Then estimation accuracy of the proposed algorithm is compared with the state-of-the-art. The
results indicate that the proposed joint estimator is superior by 9 dB and 10 dB for the estimation of timing
and phase offset, respectively, as compared to the existing algorithm. Furthermore, the estimator’s variance
for three different frequency pulses is compared with Modified Cramer-Rao Bound (MCRB). The results
suggest that the phase offset estimator’s variance approaches MCRB for all Signal-to-Noise Ratios (SNRs).
The effectiveness of the proposed algorithm in the multipath fading channel is also demonstrated.

INDEX TERMS Timing offset, carrier phase offset (CPO), continuous phase modulation-direct sequence
spread spectrum (CPM-DSSS) scheme, point-to-point (P2P) communication.

I. INTRODUCTION
In Point-to-Point (P2P) communication, machines and equip-
ment communicate with each other directly, without or with
very little involvement of any network infrastructures. It is
usually based on short-range communication and demands
low latency and high throughput. With the technological
advancements, 5G promises to offer connection anywhere,
anytime within cellular network: smart objects in smart
cities, vehicles, and machines. For example, in 5G its poten-
tial applications are Machine-to-Machine (M2M), Device-
to-Device (D2D), Vehicle-to-Vehicle (V2V) communication.
The application areas span from controlling autonomous
vehicles, traffic lights, smart healthcare devices, smart home
appliances, military vehicles, and to all type of machine
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communication which require low latency and high through-
put. In P2P links, the devices frequently enter and leave the
network; therefore, the security requirement of such trans-
mission links is of paramount importance as they are more
prone to security risks, including eavesdropping, jamming
and denial of service attack. Each of these risks impact
the performance and reliability of the communication link.
For example, in eavesdropping, an intruder can listen to the
exchange of information in a communication link, which
could be severe security threat depending on the information
and motives of the intruder [1]. The Anti-Jamming (AJ)
induces an ability in the communication link to prevent
itself from being blocked by tuning into the transmitter’s
frequency [2], [3].

The above-mentioned security threats have been dealt
in the literature by employing encryption, Frequency Hop-
ping Spread Spectrum (FHSS), or Direct Sequence Spread
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Spectrum (DSSS). Although the encryption techniques are
considerably effective in acquiring security, they require a
lot of processing and power consumption. In contrast to that,
most of the devices in P2P communication are assumed to be
battery-held and low-powered. The FHSS divides the avail-
able spectrum into separate bands and hops the frequencies
among these bands. On the other hand, DSSS encodes each
data bit into chips and spreads it over the entire bandwidth.
At high data rates FHSS is an expensive option for which
DSSS provides a viable solution [4]. Although FHSS and
DSSS provide AJ, however, both are incapable of utiliz-
ing the spectrum efficiently. Orthogonal Frequency Division
Multiplexing Access (OFDM) is a well-known technique
to enhance spectral efficiency and system throughput [5].
OFDM is very successful in utilizing the spectrum efficiently;
however, it is prone to security concerns, sensitive to fre-
quency and timing offsets. Therefore, FHSS is employed in
literature along with OFDM to provide spectral efficiency
and anti-jamming capabilities. Another useful feature of
FHSS-OFDM based system is for battery held devices since
they provide better power efficiency.

Besides all the benefits of FHSS, it suffers several prob-
lems, including the overhead of frequency hopping, syn-
chronization, and reconnections. The FHSS-OFDM based
scheme is also sensitive to disguised jamming scenarios [6].
The alternative choice DSSS does not have frequency
and synchronization overheads; therefore, it is much faster
as compared to FHSS based systems. It also has higher
throughput due to better processing efficiency. Nevertheless,
the DSSS suffers inefficient spectral utilization and high
power consumption. A combination of Continuous Phase
Modulation (CPM) and DSSS can be employed to overcome
these drawbacks [7]. A CPM-DSSS offers several valuable
features: firstly, the constant envelope of CPM enables the
utilization of nonlinear amplifiers, which are more econom-
ical and power-efficient [8]. Secondly, the spread spectrum
signal yields a low probability of intercept, anti-jamming,
anti-interference, and high-frequency efficiency [9]. Finally,
in terms of the band-limited case, the narrow Power Spectral
Density (PSD) of CPMwill enhance the processing gain [10].
The increased processing gain provides interference tolerance
to the CPM-DSSS scheme.

However, the synchronization of CPM-DSSS system is
complex due to inherent memory of CPM Modulation. Non-
ideal conditions of the channel and noise affect the clock
and phase between transmitter and receiver in communication
systems. The knowledge of synchronization parameters such
as carrier phase and timing offset are vital for the reliable
detection of signals [11], [12]. If the received signal is not
synchronized accurately it can degrade the received signal by
amplitude reduction or phase rotation.

In this paper, a robust Data Aided (DA) algorithm is
proposed for the estimation of timing and phase offset of
CPM-DSSS scheme, applicable to next-generation P2P com-
munication systems as well as military Software Defined
Radios (SDRs) for example, the proposed CPM-DSSS

scheme combines the benefits of CPM and DSSS schemes,
i.e., higher spectral efficiency and strong anti-jamming
capability [13], to make it a strong candidate for tactical
wideband SDR waveforms and other secure and high
throughput networks. Also the proposed algorithm can be
used to estimate the constant sampling clock offsets (SCOs)
in such systems. The SCO is mainly produced by the differ-
ence in the frequency of the transmitter sampling clock of
digital-to-analog converter and the receiver’s sampling clock
of analog-to-digital converter [14].

Data aided and non-data aided schemes have been com-
monly used in the literature. In this work, a data-aided
approach has been utilized to estimate our desired parameters.
Although a non-data-aided approach seems attractive from
a security perspective because it avoids sending the known
data [15]. Alternately, the data-aided method is better in
terms of Bit-Error-Rate (BER) performance than the non-
data-aided approach [15]. Therefore, data aided approach has
been considered and the security aspect is incorporated with
the employment of DSSS. Our main contributions are listed
as follows:
• A novel DA algorithm is proposed for the joint esti-
mation of timing offset and carrier phase offset for the
CPM-DSSS scheme.

• A novel usage of above algorithm for finding the
constant sampling clock offset in physical layer of
CPM-DSSS based SDR waveforms is proposed.

• The effectiveness of the proposed algorithms for
CPM-DSSS is verified through simulations in multipath
channel.

A. RELATED WORK
Some research work related to estimate symbol timing and
phase for the CPM system is already done in the litera-
ture. For example, Morelli and Vitetta [16] presented novel
Non-DA algorithms forMSK-typemodulations which jointly
estimates timing and carrier phase. MSK-type modulation is
subclass of CPM with alphabet size equal to 2 and modu-
lation index of 0.5 [17]. This algorithm is based on Maxi-
mum Likelihood (ML) method and it is suitable for digital
implementation as it has a feed forward structure. Huber and
Liu [18] proposed a DA ML joint timing and phase syn-
chronization algorithm. This algorithm uses non-orthogonal
exponential basis functions for the transformation of the CPM
signal. Then, Tang and Shwedyk [19] estimate the symbol
timing and carrier phase for CPMmodulation by signal space
decomposition of the CPM signal in the Walsh signal space.
In another work, Zhao and Stuber [20] proposed a DA algo-
rithm for joint phase and timing estimation. This algorithm is
based on the Minimum Mean-Square Error (MMSE) criteria
and it is robust in time-variant channels. However, its Mean
Square Error (MSE) performance is shown to be much larger
than the Cramer-Rao Bound (CRB) even at higher Signal-to-
Noise Ratios (SNRs). Hosseini and E. Perrins in [21], [22]
presents DA ML, a feed-forward algorithm for burst mode
CPM system over Additive White Gaussian Noise (AWGN).
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FIGURE 1. CPM-DSSS burst formation.

This algorithm estimates the symbol timing, frequency offset,
and carrier phase jointly. The estimator’s MSE performance
is quite close to the CRB for all above mentioned param-
eters at SNRs as low as 0 dB. The [23] presents the three
synchronization techniques which have employed statistical
aspects of the full-response CPM signals considering modu-
lation index h equal 1. The algorithms presented in this paper
are non-DA, have feed-forward structure, suitable for burst-
mode transmissions, and are used to estimate the symbol
timing, carrier frequency offset and carrier phase. These three
schemes are: the sample-point scheme, the mean-function
scheme, and the correlation function (CF) scheme. Among
three schemes the CF scheme is most effective in terms of
computation complexity. The algorithms are claimed to work
forM-ary CPM signal but the simulation results are presented
for binary CPM signals with Rectangular (REC) and Raised-
Cosine (RC) frequency pulses. The MSE performance of all
the synchronization parameters as a function of SNR is com-
pared with the modified-CRB (MCRB) and it is concluded
that the performances of only the frequency offset estimator
and timing offset estimator are close to the theoretical limits
at high SNR. Similarly, in [24] authors discussed the joint
frequency and timing recovery schemes for full-response
CPM signals with modulation index of 1 by investigating
the property of the two different types of the auto correla-
tion functions for CPM scheme. Although all the algorithms
mentioned above are designed for the CPM system, they
do not have any anti-jamming capability, which effectively
means a system with compromised security. A CPM-DSSS
based work [25] presents an interference-insensitive synchro-
nization schemes by employing Pseudo-Noise (PN) preamble
of arbitrary length for Transmit Only (TO) Wireless Sensor
Networks (WSNs). In that research work, frame synchro-
nization, fractional timing offset, and carrier synchronization
have been performed separately. On the other hand, we have
jointly estimated the synchronization parameters with theML
algorithm in our work. In essence, their system and algo-
rithm to determine synchronization parameters are entirely
different than the work given in this paper. Thus in the light
of the above discussion, we conclude that the joint timing
and carrier phase offset estimation with a burst mode for
CPM-DSSS based P2P systems is an open research problem
to the best of the author’s knowledge.

The rest of the paper is organized as follows: Section II
presents the systemmodel, Section III illustrates the proposed
estimation algorithm, Section IV gives the results and discus-
sion part, and finally, Section V concludes the paper.

II. THE SYSTEM MODEL
In this work, a burst mode transmission model is considered
for P2P communication. Each burst comprises of training
sequence and data. The formation of CPM-DSSS burst is
depicted in Fig. 1. It can be seen that the binary data stream is
first passed through a 2-PAM encoding block where 2 is the
alphabet size and its values are from the set {−1, 1}. Then a
known training sequence is added to the encoded bit stream
in the framing block to form a burst. At this stage, the length
of the training sequence consists of L0 symbols, each with the
duration Ts such that the size of the whole training sequence is
T0 = L0 Ts. The training sequence used for burst formation
is similar to burst mode CPM as given in [21], [22]. Each
symbol in the training sequence is also in 2-PAM form.
Then, each symbol in the burst is mapped to chips called
di using the direct sequence spreading by employing Golay
complementary sequence [26], [27] of the length Lc = 8
so that each bit per symbol interval Ts can be transmitted.
After spreading of whole burst, the length of spread training
sequence is represented as T ′0 = L0 LcTc = WTc. Where,
Tc is chip interval and W = L0 Lc. Finally, the chips di are
transformed to CPM phase function as presented in [28]. This
phase function for the spread form of the training sequence is
given in (1),

ϕ(t,d) = 2πh
LcL0−1∑
i=1

diq(t − iTc) (1)

where, d , (d1, d2, . . . , dL0 Lc−1) is a vector and di is specific
element of the vector. The q(t) in (1) is a phase smoothing
response function with the restriction that q(t) = 0, t < 0
and q(t) = 1/2 for t > LTc. This function describes how the
underlying phase evolves with time. Basically, q(t) is integral
of frequency pulse g(t) utilized i.e., q(t) =

∫ t
0 g(τ )dτ with

the duration LTc [29], [30]. It is important to mention that
when L = 1 the CPM signal is full-response signal and if
L > 1 it is called partial response signal. In (1) h is the
modulation index. In this work, we have assumed only binary
full-response case with the value of modulation index 0.5.
The three types of frequency pulses g(t) which are considered
in this work are Gaussian pulse with time bandwidth product
(BTc) of 0.3, REC pulse, and RC pulse.
Now the baseband representation of CPM modulated

spread training sequence is given in (2)

s(t,d) = ejϕ(t,d) (2)
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Let r(t) represents the complex baseband received signal in
AWGN and can be put down as in [31].

r(t) = s(t,d, θ, τ )+ w(t) (3)

r(t) =

√
Ec
Tc
ejθejϕ(t−τ,d) + w(t) (4)

where, Ec is the energy per transmitted chip, θ is the dif-
ference between the phase of the transmitting carrier and
the receiver’s oscillator, τ is the timing difference between
the transmitter and receiver. Then, w(t) is complex baseband
AWGN with zero mean and N0 PSD. The unknown timing
offset is limited to the interval 0 ≤ τ̃ < Tc and the
unknown carrier phase is limited to the interval (0, 2π ). The
information carrying phase ϕ(t,d) in the nth chip duration
[nTc, (n+1)Tc], whichwill be denoted as ϕ(t,dn) and defined
as

ϕ(t,dn) = 2πh
n∑

i=−∞

diq(t − iTc) (5)

where, dn , (. . . , dn−1, dn) is vector that is containing all the
chip values starting from −∞ up till the current time i.e., n.
These chips are selected from M-ary information-carrying
chips selected from the alphabet ±1,±3, · · · ,±(M − 1).
Where M is the alphabet size, in our case M = 2.

III. THE PROPOSED ESTIMATION ALGORITHM
The log likelihood function [31] for the unknown parameters
θ and τ for the time span of training sequence is given as
in (6),

3(τ̃ , θ̃ ) = Re

{
e−jθ̃

∫ WTc+τ̃

τ̃

r(t)e−jϕ(t−τ̃ ,d)dt

}
= Re

{
e−jθ̃Z (d, τ̃ )

}
(6)

where τ̃ , θ̃ are the trial values for the timing offset, carrier
phase offset respectively, also

Z (d, τ̃ ) ∼=
∫ WTc+τ̃

τ̃

r(t)e−jϕ(t−τ̃ ,d)dt (7)

andW is number of chips used on which estimation is based.
As mentioned earlier, we have usedW = LcL0. It is assumed
that the spread training sequence d is known at the receiver
and that θ and τ can be considered constant over the period
of observation intervalWTc. Since the CPM-DSSS scheme is
wide band in nature resulting in high throughput [13] there-
fore the bit duration (Tb) and consequently the chip duration
(Tc) is very small i.e., in order of µ sec. Because of this
small observation interval, we have assumed that the timing
and phase offsets are constant throughout the observation
intervalWTc. From the above equation the ML estimates [31]
of θ is simply

θ̂
1
= arg{Z (d, τ̂ )} (8)

provided that Z (d, τ̂ ) is known. Where τ̂ is the value that
maximizes |Z (d, τ̃ )| in the joint estimation i.e.

τ̂ = arg max
τ̃
|Z (d, τ̃ )| (9)

In general, it is difficult to obtain Z (d, τ̃ ) for CPMmodula-
tion, but we can obtain its approximate form by approaching
the phase response of RC and Gaussian pulse to the REC
frequency pulse phase response as done in [21], [22]. Let’s
re-write the approximate form of (7) i.e. Z (d, τ̃ ) for the
duration of training sequence as

Z (d, τ̃ ) ≈
W−1∑
n=0

∫ (n+1)Tc

nTc
r(t)e−jϕ(t−τ̃ ,dn)dt (10)

The rectangular frequency pulse phase response during the
chip interval is given as in [32]

ϕ(t,dn) = φn + πhdn
t − nTc
Tc

nTc ≤ t ≤ (n+ 1)Tc (11)

where, φn is the initial phase at the current chip interval. Thus
we have,

ϕ(t − τ̃ ,dn) = φn + πhdn
(t − nTc − τ̃ )

Tc
(12)

Putting (12) in (10)1

Z (d, τ̃ ) ≈
∑W−1

n=0

∫ (n+1)Tc
nTc

r(t)s∗(t)ej
(
πhdn τ̃

Tc

)
dt (13)

The computation of (9) requires different trial values of
τ̃ and its values lie in the interval [0,Tc). Once the τ̂ is
estimated using (9) and (13) then the phase estimates are
found using (8). It is worth mentioning that our proposed esti-
mation algorithm and the algorithm presented in [21], [22] are
both ML algorithms but the main difference between the two
algorithms is that in case of [21], [22] the training sequence
is approximated with 1-REC frequency pulse phase response
at symbol level. While in our case, the training sequence is
initially spread using DSSS followed by the approximation
of the phase response of the training sequence with 1-REC
pulse phase response at the chip level.

The overall system description for the joint estimation of
timing and phase offset is outlined in the Framework, and
its block diagram is drawn in Fig. 2 where the discrete time
version of (13) is used in which the integrals are replaced
with the summation. We also assume that the r(t) in above
equation is sampled N times per chip interval i.e., r[k] =
r(kTc/N ). Based on the block diagram drawn in Fig. 2,
the computational complexity can be calculated in terms of a
number of multiplications and number of additions as in [33].
Our joint phase and timing offset estimator requires 3 NW
complex multiplications and 2 NW complex addition, where
W = LoLc. In [22], which is an extended version of [21] com-
putational complexity has been calculated in terms of number
of operations. The algorithm presented in [21] and [22] are
computationally more extensive as it aims to jointly estimate

1Please see appendix for derivation
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FIGURE 2. Block diagram of the proposed timing and phase offset estimator.

Framework : Joint Estimation of Timing and Phase Offset
Step-1: CPM-DSSS burst is formed at transmitter side as
shown in Fig. 1.
Step-2: After passing through channel, r(t) is the received
signal.
Step-3:(Timing Offset) Next, the known CPM-DSSS train-
ing sequence at the receiver s∗(t) is multiplied by the received
training sequence r(t) for full length of the received training
sequence. Now the first the timing offset τ is estimated in two
steps
(a) Given d, the function |Z (d, τ̃ )| is evaluated for different

trials value of τ i.e. τ̃ using (13).
(b) Next the estimates of timing offsets τ̂ is found using (9)

i.e., the value of τ̃ that maximizes the absolute value of
the (13) is chosen as timing offset estimates.

Step-4:(Phase Offset) The phase offset estimates are evalu-
ated as follows
(a) Given d, the function Z (d, τ̂ ) is evaluated for estimated

value τ i.e. τ̂ using (13).
(b) Next the estimates of phase offsets θ̂ is found using (8).

Step-5: The estimated values are used to compensates the
timing and phase offset.
Step-6: After the compensation the reverse operations of
Fig. 1 are performed to get the original bit stream.

three parameters with a highly optimized training sequence
specific to the algorithm. On the other hand, our proposed
algorithm uses a more generic training sequence for the joint
estimation of the timing offset and carrier phase, without
using a highly complicated FFT operation. In [22] the joint
estimation algorithm requires 2NLo + 3 complex multiplica-
tions and NLo + 1 addition. In addition to that their system
requires NLo real multiplications and Kf NLo additions where
the complexity due to FFT operation is not included.

IV. RESULTS AND DISCUSSION
This section elaborates simulation results for the proposed
estimation algorithm. The parameters used for the simu-
lation are as follows: for spreading, Golay code has been
used [26], [27] and the spreading sequence length is taken as
Lc = 8. The training sequence used in this work is similar
as in [21], [22] for CPM burst with the length of training
sequence given as L0 = 64 symbols. The spread training
sequence is modulated with full-response CPMhaving binary
alphabet and modulation index 0.5. The performance metric
used is the estimators’ variance [34] and it is given in (14),

var(ε̂) =
1
M

M∑
i=1

(ε̂i − Ê(ε̂)) (14)

where, Ê is the sample mean of the estimate ε̂ and is given
in (15).

Ê(ε̂) =
1
M

M∑
i=1

ε̂i (15)

where, M is the number of realizations. For instance, in this
work M = 2000 is considered.

A. PERFORMANCE OF PROPOSED TIMING OFFSET
ESTIMATOR
This subsection presents the performance comparison of the
proposed timing offset estimator with other works in litera-
ture i.e. [21], [22], [34]. Furthermore, the proposed timing
offset estimator’s performance is presented for various fre-
quency pulses such as Gaussian, REC, and RC. The estima-
tor’s variance versus SNR are compared with the respective
MCRB. Finally, to investigate the robustness of the proposed
timing offset estimator in multipath channel, Stanford Uni-
versity Interim (SUI)-3 channel is employed and compari-
son of its performance is done with AWGN channel. Fig. 3
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FIGURE 3. Comparison of the variance of timing offset estimator for the
proposed algorithm of CPM-DSSS system versus SNR and ML algorithm of
CPM system [21] and MSTR algorithm for DSSS system [34] when the
timing offset value to be estimated is chosen randomly from [0, Tc ) at
each SNR.

shows the comparison of variances versus SNR of the pro-
posed timing offset estimator for the CPM-DSSS system,
ML estimator for burst mode CPM system [21], [22] and
Modified Square Timing Reovery (MSTR) Algorithm for
standard DSSS system [34]. The value of timing offset is
randomly chosen for each SNR from range [0, Tc). It can
be noticed that when the SNR increases, the mean square
error starts decreasing, which indicates the improvement in
timing offset estimation. For example, at SNR = 1 dB the
variance of proposed timing offset estimator for CPM-DSSS
system is 0.59× 10−3 dB whereas variance of ML estimator
for CPM system [21], [22] is 4.9 × 10−3 dB. Because the
variance of the proposed algorithm for CPM-DSSS system
is smaller than the ML algorithm for the CPM system [21],
[22]. Therefore, it can be inferred that the proposed algorithm
for the CPM-DSSS system is outperforming its counterpart.
Next, we compare the proposed algorithm performance with
the Modified Square Timing Recovery (MSTR) algorithm
given in [34]. As can be seen in the Fig. 3, the estimation per-
formance of the proposed algorithm is approximately 0.1 dB
better than MSTR algorithm for BPSK-DSSS systems at all
SNRs.

Later, Fig. 4 shows the comparison of variance of tim-
ing offset estimates versus SNR with MCRB for different
frequency pulses [35]. The fractional delay or timing offset
and phase offset are considered to be 0.25Tc and π

2 radi-
ans in this case. The proposed timing offset estimator for
Gaussian frequency pulse is showing 2 dB degradation in
performance than MCRB. On the other hand, when the REC
frequency pulse is used, it is showing 8 dB poor performance
as compared to MCRB. However, when RC frequency pulse
is used [35] this degradation in performance is 2 dB worst
when the REC pulse is used.

FIGURE 4. Comparison of variance of timing offset estimator for different
CPM-DSSS system versus SNR with MCRB for different frequency pulse
shapes.

FIGURE 5. Performance of the timing offset estimator in terms of
variance of timing offset estimator versus SNR for AWGN and multipath
SUI-3 channel.

Finally, Fig. 5 shows the performance comparison of the
proposed timing offset estimator for both AWGN and multi-
path SUI-3 fading channel model. The SUI-3 channel repre-
sents a terrain with moderate to high tree density and weak
Line-of-Sight (LOS) [36]. The specifications of the SUI-3
channel model are given in Table 1. The K-factor in this table
represents the ratio of LOS components to Non-LOS (NLOS)
components. For LOS, the K-factor is non-zero. It can be seen
in Fig. 5 that the multipath SUI-3 channel performance degra-
dation is almost 2 dB at low SNRs as compared to AWGN
channel, whereas it reduces to 1 dB at high SNRs. Thus we
conclude that our proposed timing offset estimator is robust
in multipath fading channel as well.
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TABLE 1. SUI-3 channel model specification.

FIGURE 6. Comparison of variance of carrier phase offset estimates
versus SNR for proposed estimator for CPM-DSSS system with other
works in literature. The phase offset to be estimated is selected randomly
from the range (0,2π).

B. PERFORMANCE OF PROPOSED PHASE OFFSET
ESTIMATOR
Similar to the previous subsection, this subsection presents
the performance of the proposed phase offset estimator. First,
its performance is compared with other research works in
the literature [21], [22] and [32]. Then its performance is
realized for several frequency pulses such as Gaussian, REC,
and RC and compared with their respective MCRBs. Finally,
the performance of the proposed estimator is observed for
AWGN and multipath SUI-3 fading channel.

Fig. 6 shows comparison of variance versus SNR plots of
the proposed phase offset estimator for CPM-DSSS system,
ML algorithm for CPM system [21], [22] and FFT based
phase offset estimator given in [32] applied to CPM system.
The value of phase offset is selected randomly for each SNR
from range (0, 2π ). Similar to the previous subsection, it can
also observed from the plots that with the increases in SNR,
the variance starts decreasing, which leads to improvement
in phase offset estimation. Also the proposed phase offset
estimator for the CPM-DSSS system has greater than 10 dB
better performance than the ML estimator for the CPM sys-
tem [21], [22] and FFT based phase offset estimator given
in [32] applied to CPM system. Therefore, it can be deduced

FIGURE 7. Comparison of variance of phase offset estimator versus SNR
with MCRB for different g(t) pulse shapes.

FIGURE 8. Performance of proposed estimator in terms of variance of
phase offset estimator versus SNR for AWGN and multipath
SUI-3 channel.

that the proposed estimator for the CPM-DSSS system is
performing better than its counter parts.

Following that, Fig. 7 shows the comparison of proposed
phase offset estimator performance to MCRB for phase esti-
mation [35] for three frequency pulses, namely Gaussian,
REC, and RC. The fractional delay or timing offset and phase
offset are considered to be 0.25Tc and π

2 radians in this case
as well. It can be observed that variance of the proposed phase
offset estimator approaches theMCRB at all SNRs for all type
of frequency pulses considered.

The Fig. 8 indicates the performance of the proposed
estimator for the AWGN and SUI-3 multipath fading chan-
nel. It is noticed that in comparison to the AWGN channel,
the performance degradation for the SUI-3 multipath channel
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FIGURE 9. Comparison of BER versus SNR plots of the proposed
estimator performance for CPM-DSSS system versus ML estimator [21] for
CPM systems in AWGN where the parameters used in estimation are
taken randomly for each realization.

is almost 1-2 dB at low SNRs, whereas it reaches the perfor-
mance of AWGN at high SNRs. Hence, the proposed phase
offset estimator is robust in multipath channels.

C. BIT ERROR RATE PERFORMANCE
The Fig. 9 shows the system’s BER performance compari-
son of our proposed system with [21]. In both cases, CPM
and CPM-DSSS system, the comparison is made with the
ideal cases, i.e., when there is no timing and phase offset in
the system. The Fig. 9 reflects that the performance of the
proposed algorithm coincides with the ideal curve up to the
SNR of 2 dB. While ML estimator for the CPM system [21]
performance is farther from the ideal curve at almost all
SNR as compared to the proposed system. Overall, if two
systems are compared, it can be seen that our proposed system
performance is approaching more closely to the ideal case at
most of the SNR as compared to [21].

V. CONCLUSION
We have presented a novel algorithm to jointly estimate the
timing and phase offset for burst mode binary full-response
CPM-DSSS system. The performance comparison of the pro-
posed algorithm is done using simulation with other works
found in the literature. It is revealed that the proposed estima-
tor outperforms its counterparts. Further, the performance of
the joint estimator is compared with MCRB. It is shown that
the in case of phase offset estimator its variance coincides
with MCRB at all SNRs for all types of frequency pulses
considered. Robustness of above algorithm is also tested in
SUI-3 multipath fading channel where it is observed that
although there is few dB degradation in performance at low
SNRs but the performance of SUI-3 channel approaches the
AWGN channel performance at high SNRs.

APPENDIX. DERIVATION OF EQUATION
Putting (12) in (10)

Z (d, τ̃ )

≈

W−1∑
n=0

∫ (n+1)Tc

nTc
r(t)e−jϕ(t−τ̃ ,dn)dt

≈

W−1∑
n=0

∫ (n+1)Tc

nTc
r(t)e−j(φn+πhdn

(t−nTc−τ̃ )
Tc

)dt

≈

W−1∑
n=0

∫ (n+1)Tc

nTc
r(t)e−jφne−j

(
πhdn(

t−nTc
Tc

)
)
ej
(
πhdn τ̃

Tc

)
dt

≈

W−1∑
n=0

∫ (n+1)Tc

nTc
r(t)e−j

(
φn+πhdn(

t−nTc
Tc

)
)
ej
(
πhdn τ̃

Tc

)
dt

≈

W−1∑
n=0

∫ (n+1)Tc

nTc
r(t)e−jϕ(t,dn)ej

(
πhdn τ̃

Tc

)
dt (16)

Using (2), we have

Z (d, τ̃ ) ≈
∑W−1

n=0

∫ (n+1)Tc
nTc

r(t)s∗(t)ej
(
πhdn τ̃

Tc

)
dt (17)
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