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ABSTRACT In the online social networks, blogs, microblogs, social bookmarking services and sharing
sites, and various web forum pages; the sharing of knowledge, opinions, ideas, etc. are spreading very
quickly. This situation brings very dangerous problems in social networks. One of these problems is
hate speech detection (HSD) problem which is covering issues such as insults, swearing, humiliation,
discrimination, exclusion, detest, abhor, blast, damn, and intolerance. These can be reactions to a person,
a group, an organization, an order, or an event. Although few machine learning methods have been used in
the literature to solve this important problem in online social media, the performance of the HSD models in
terms of many metrics needs to be increased. In this study, an automatic HSD system based on metaheuristic
methodology was proposed for better results in this new and important problem. In the proposed optimization
approach, Ant Lion Optimization (ALO) algorithm and Moth Flame Optimization (MFO) algorithm were
designed for the HSD problem. This is the first attempt to use optimization algorithms as solution search
strategies for automatic HSD. An efficient representation scheme and flexible fitness function were designed
for this purpose. Many metrics can easily be embedded into the designed fitness function in order to be
simultaneously optimized. Firstly, the basic natural language processing (NLP) steps were carried out.
Feature extraction was performed using Bag of Words (BoW), Term Frequency (TF), and document vector
(Word2Vec). Then, the performances of the proposed novel approaches were analyzed in detail on the
three different real-world data. The obtained results were also checked against eight popular supervised
machine learning algorithms, Social Spider Optimization (SSO) algorithm, and state-of-the-art Tunicate
Swarm Algorithm (TSA). Considering the evaluation criteria for three sets of experiments, it was observed
that the accuracy, sensitivity, precision, and f-score results of the ALO and MFO algorithms were superior
to machine learning methods. As a result of the experimental studies, the highest accuracy value was 92.1%
for ALO, while this value was 90.7% for MFO. Other numerical values obtained in the study were given in
the experiments and results section with tables and graphics in detail. Due to the promising results of the
proposed approaches, they are anticipated to be used in the solution of many social media and networking
problems.

INDEX TERMS Hate speech detection, metaheuristic optimization, natural language processing, social
network analysis, text mining.

I. INTRODUCTION

Hate speech is a new concept in social network terminology.
Hence, hate speech does not have a universal definition. Hate
speech is a wide field of study, including racist hatred, xeno-
phobia, anti-Semitism, aggressive nationalism and immigrant
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nationalism, discrimination, sexual orientation, asylum, and
refugee. The person(s) who disseminate, provoke, promote
or legitimize content that includes one of these issues is
defined as guilty. In fact, hate speech is widely accepted as
a problem confused with freedom of expression. It would be
more accurate to evaluate hate speech as spiritual violence.
Especially with the increase in the use of online social
networks, it has increased the publishing of disturbing content
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targeting personal, national, ethnic, and religious groups,
etc. These shared contents are called hate speech, which
is considered a digital crime. It is a new subject of study
discovered by computer and data scientists. There are many
social media and networking problems in the literature such
as sentiment analysis [1], fake news detection [2], rumor
detection [3], cyberbullying detection [4], customer satisfac-
tion detection [5], link prediction [6], etc. The most important
feature that distinguishes hate speech from other problems is
that people who post on social networks think that they use
their freedom of expression deliberately or unintentionally.
However, content shared with the aim of destroying funda-
mental rights and freedoms cannot be considered within the
scope of freedom of expression due to the fact that it is an
abuse of the right and that expression containing hate and
other rights and freedoms conflict. This is because attacks on
the autonomy and self of the person or group targeted with
hate speech will be paved and the discriminatory attitude of
the discourse owners by not struggling with this discourse
will result in the normalization of the discourse in the long
run.

Automatic HSD is necessary to protect the areas, people,
or groups that are targeted by hate speech. Therefore, auto-
matic HSD is also important to protect against the abuse
of hate speech. Moreover, automatic HSD is an important
system to prevent acts that incite violence, discrimination,
and hatred based on nationality, race, and religion.

HSD is a new social media analysis problem and limited
works are consisting of supervised machine learning algo-
rithms. However, the obtained values of different metrics
according to the problem are not at desired level. The design,
development, and implementation of new and efficient meth-
ods are important task under the philosophy of continu-
ous improvement and always searching for better in many
problems such as HSD.

Optimization techniques are used to solve problems by
determining the best values for a goal function considering a
set of available parameters satisfying the constraint eauality
and inequality functions [7]. Metaheuristic techniques are
more popular over classical optimization techniques due to
simplicity and robustness [8]. Metaheuristic techniques are
general purposed methodologies and they can easily and
efficiently be used in different fields [9], [10].

To the best of our knowledge, optimization has never been
used for solving the HSD problem in the literature. Therefore,
this study is a reference resource that seeks to solve the HSD
problem with optimization perspective. In addition, with this
study, a new direction was developed for the solution of the
HSD problem, which is one of the social network problems.
The fundamental contributions of this study to the literature
and science can be summarized as follows;

(1) Metaheuristic optimization algorithms that can solve
many complex real-time world problems are used for
the first time to automatically solve the HSD problem.

(2) Together with this study, a new solution search method
for social network problems is proposed.
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(3) A new form of representation is proposed for the solu-
tion of optimization algorithms on textual documents.

(4) A flexible fitness function is designed in this
study. Many metrics can easily be embedded in the
designed fitness function in order to be simultaneously
optimized.

(5) With the proposed representation scheme and fitness
function, many social network problems seem to be
easily and efficiently be solved by the improved meta-
heuristic algorithms.

(6) A new problem field for the optimization algorithms is
also introduced by this study.

(7) The results obtained are also compared with SSO and
state-of-the-art TSA.

The remaining of the study is organized as follows: In
the second section, the literature about the topic is searched.
The most important reason for the shortness of literature is
that the number of studies on this topic with metaheuristic
optimization approach is very low. The characteristics and
working features of the metaheuristic methods used in the
study are mentioned in the third section. The algorithms
are chosen based on their success in real-world problems.
In the fourth section, used datasets and NLP methods with
data pre-processing steps are explained. The methods used
for feature extraction are explained in this section. Then,
the machine learning methods used in the study are listed
under the subtitle. Finally, in this section, how the intelligent
optimization algorithms are modeled for the HSD problem
is stated. Algorithm parameters are shown in this subtitle.
Numerical information about the experimental studies con-
ducted is given in the fifth section. The information obtained
is shown in detail in tables and graphics. The success and
ranking of the algorithms are performed in this section. In the
last section of the study, conclusions and recommendations
are presented. The strengths and weaknesses of the study
are emphasized. Inferences are also made regarding future
studies.

Il. RELATED STUDIES
Recently, studies on online social networks related to the
HSD problem have been increasing in the literature. The
HSD, which has become a popular study area, is an issue
that requires automatic detection to prevent all people from
being harmed. Santosh and Aravind used multi-language
data in their HSD study on mixed social media text [11].
They obtained an accuracy of 70.7% on average using the
word n-gram method. Rohan et al. used the transformed
word embedding model in their HSD study on Twitter. They
obtained an accuracy of 92% in this study [12]. Zeerak con-
ducted a study on Twitter about racism and sexism [13]. In his
study on 130K tweets, he achieved high performance in the
recall, precision, and f-score by the token uni-gram method.
Aymé conducted HSD studies on 6 different datasets to
show that HSD is not as easy as think. Researchers using
deep learning algorithms obtained an f-score between 23%
and 96% in the study [14]. Juan et al. used 6K data in their
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HSD study on Twitter [15]. The LSTM+MLP neural network
methodology proposed by the team achieved an accuracy
value of 83%. Shervin and Marcos used the support vector
machine classifier on the data consisting of 15K tweets in
their HSD study. Using the n-gram method, they obtained
an accuracy of 78% [16]. In his Ph.D. thesis, Shanita sought
solutions to the HSD problem by using NLP techniques [17].
91% accuracy value was achieved using the convolutional
neural network. Michele er al. used supervised machine
learning algorithms such as support vector machines, neural
networks, and logistic regression. The obtained f-score on the
three different datasets was 80% [18].

David et al. used seven different datasets for HSD on
Twitter. They achieved more than 90% accuracy in their study
using support vector machines and deep neural networks [19].
William and Julia conducted the HSD study on Yahoo using
uni-gram, bi-gram, and tri-gram techniques. As a result of
their work, they obtained an accuracy of 94% and recall
at 60% [20]. Zeerak and Dirk used the n-gram method for the
HSD problem [21]. Using 136K data in total, they achieved
an f-score of 74% and a precision value of 72% on Twitter.
Valentino et al. conducted the HSD for the Italian language.
The team used the support vector machines and worked on
a total of 1234K Italian tweets. In addition, they obtained
f-score values above 80% [22]. Nina and Els used support
vector machine methods in the HSD problem [23]. They
reached an f-score of approximately 79% using 10K tweets.

One of the review articles for HSD was prepared by
Macavaney et al. [24]. They explained common definitions
used for hate speech in his work. The authors defined
the datasets used for HSD to cover the year in which the
study was conducted. They listed the approaches (word-
based approaches, machine learning approaches, etc.) used
for HSD. Finally, they presented a reference paper for future
studies by comparing the experimental results of previous
studies.

HSD system supporting multi languages was proposed
by Aluru et al. [25]. They used deep learning tech-
niques in a total of 9 languages including Arabic, English,
German, Indonesian, Italian, Polish, Portuguese, Spanish,
and French. The datasets, they used in their work, were
obtained from social networks such as Twitter, Facebook,
and Stormfront. They used 4 different models: MUSE+CNN-
GRU, Translation+BERT, LASER+LR, and mBERT. They
achieved the highest performance values in Arabic, English,
Indonesian, Italian, and Spanish datasets with their proposed
mBERT model.

Sigurbergsson et al. aimed to HSD study on Danish
and English datasets [26]. They used Logistic Regression
and Bi-LSTM methods on the data collected from Twitter,
Facebook, and Reddit social networks. The highest results
were obtained with the Bi-LSTM method. In the Danish
dataset, they achieved the highest recall value as 70%.
In the English dataset, the precision value was 77%. Further-
more, an f-score value of 72% was obtained in the English
dataset.
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Garcia-Diaz et al. conducted an HSD study on misog-
yny against women on Spanish tweets [27]. They divided
into 3 sub-dataset as violence against women, harass-
ment against women, and misogyny against women. They
used Random-Forest, Sequential Minimal Optimization, and
LSVM machine learning classifier methods. Among all these
methods, they achieved the highest 85.2% accuracy with the
Sequential Minimal Optimization algorithm. Word embed-
dings and NLP techniques were used, which raised awareness
of violence against women in social networks.

Mossie and Wang proposed an HSD study on the Amharic
language in Ethiopia [28]. They created a dataset as Amharic
texts with hate speech data collected from Facebook pages.
They completed their studies using GBT, RF, RNN, and
RNN+LSTM classifiers. They used TF-IDF, Word2 Vec, uni-
gram, and bi-gram feature models in their experiments. They
achieved 92% accuracy by using the RNN architecture and
Word2Vec embedding feature.

Djuric et al. conducted an HSD study on the data collected
from the Yahoo Finance website for 6 months [29]. They
carried out their studies by proposing the BoW+TF, BoW+
TF-IDF, and paragraph2vec models. In the study, they con-
ducted using 5-fold cross-validation. They obtained an accu-
racy of 74% with BoW models. With the paragraph2vec
model, they achieved the highest accuracy value on this
dataset.

Ghosh-Roy et al. proposed an HSD model using the
Perspective API [30]. Ghosh-Roy et al. conducting HSD
studies using English, German, and Hindi languages used
the deep multi-layer perceptrons method. They obtained the
highest 91% accuracy in the English dataset, the highest 82%
in the German dataset, and the highest 75% accuracy in the
Hindi dataset, respectively.

The remarkable studies on HSD in recent years with the
gradual advancement, as well as the current level of the
state-of-the-art and the differenet metrics are summarized
in Table 1. When the literature is examined, different HSD
problems have been solved with very different methods.
However, to the best of our knowledge there is not intelligent
optimization based model for HSD problems. We adapted
intelligent ALO and MFO methods as solution search strategy
for HSD problem in order to increase the success of the
HSD model in terms of different metrics. It is aimed to bring
a new breath to the literature with the proposed methods.
In addition, a different perspective is aimed to be presented
to the solution of other social network and media problems
such as the HSD problem.

IIl. OVERVIEW OF METAHEURISTIC OPTIMIZATION
ALGORITHMS

Metaheuristic optimization algorithms are a sub-branch of
artificial intelligence and are inspired by the intelligent
behavior of living creatures, ant colonies, insects, bees, and
various fish species. There are many metaheuristic opti-
mization algorithms in the literature such as swarm-based,
physics-based, hybrid-based, chemistry-based, sports-based,
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TABLE 1. Literature research on HSD studies.
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Ref.

Classifiers/Algorithms

Obtained Metrics (max.

No Year /Frameworks/Tools/Models Dataset values) Used Feature Methods Definition
Accuracy: 0.7027
Support Vector Machine, Naive Precision: 0.70 Uni-gram, bi-gram, and tri- . ~
[31] 2017 Bayes, k-Nearest Neighbors Kenya Hate Speech Dataset Recall: 0.70 gram features and TF-IDF TF-IDF + n-grams based approach for HSD
F-score: 0.70
. . . Annotation category ~ B B . . .
[32] 2017  Twitter API Tool Italian Twitter Corpus accuracy ratio: 0.54 Cohen’s kappa Creating an HS dataset with Italian twitter corpus
. German Hate Speech Twitter ~ Macro-averaged Uni-gram, bi-gram, and tri- Examining the effect of implicit on automatic
133] 2017 Support Vector Machine Corpus F-score: 0.65 gram features HSD
Precision: 0.93
[34] 2017 FostTextFramework, CNNsand 1 oied tweets Recall: 0.93 TF-IDF and BoW Deep learning approach for HSD
LSTMs. )
F-score: 0.93
Log?s?lc Regression, Naive Bayes, Hate speech and offensive Precm_on: 0.91 Lemalfbasm melhofis (Uni- Machine learning approach for HSD (Lexical-
[35] 2017  Decision Trees, Random Forests, language dataset Recall: 0.90 gram, bi-gram, and tri-gram based)
and LinearSVMs. suag F-score: 0.90 features, TF-IDF)
Logistic Regression, Multilayer Wikipedia and Twitter Hate n-gram features on both the HSD with character-level features and word-
[36] 2018  Perceptron, LSTM, and F-score: 0.86
. . Speech Dataset character-level and word-level level features
CNN+GRU
Random Forest, Support Vector Three Different Twitter Hate Precision: 0.883 Sentlmgm»based-featgres, .
1371 2018 s Recall: 0.877 semantic-features, uni-gram- A pragmatic approach for HSD
Machine, and J48 Speech Dataset N
F-score: 0.878 features, and pattern-features
. . Precision: 0.81
[18] 2018 N.e ural Network and The I?allan Twitter and Recall: 0.793 n-gram-based features Supervised approaches to HSD
LinearSVC Facebook Posts
F-score: 0.80
Short Hate Speech Messages Precision: 0.930 Use of recurrent neural networks for HSD
[38] 2018 RNNs > © 5p & Recall: 0.930 BoW ’
From Twitter solution
F-score: 0.932
Indonesia Twitter Hate Accuracy: 0.8947
[39] 2018  ANN (Backpropagation) . Precision: 0.8066 TF-IDF HSD using backpropagation neural networks
Speech Dataset N
Recall: 0.9007
Support Vector Machine, LSTM, Hate Speech Dataset in Accuracy: 0.70.7
[11] 2019  Random Forest, Hierarchical Eneli ]l;’ Hindi L. | Recall: 0.451 Word n-grams based features HSD for English-Hindi languages
attention-LSTM nglish-Hincl Languages F-score: 0.487
Support Vector Machine, Precision: 0.809
151 2019 LSTM+MLP, Random Forest, HaterNet Hate Speech Recall: 0.789 Frequency-based and HSD on Twitter using hybrid LSTM+MLP
Quadratic Discriminant Analysis Twitter Dataset F-score: 0.611 embeddings-based features model
and Linear Discriminant Analysis AUC: 0.828
ST HatEval task dataset of Macro-averaged Linguistic features and lexicons ~ HSD on Twitter using machine learning
123] 2019 Support Vector Machines SemEval-2019 F-score: 78.59 features approaches
Reddit and Facebook Hate Macro-averaged Linguistic Features, GloVe
[26] 2019  Logistic Regression and Bi-LSTM  Speech Dataset in Danish N ) S & . ’ HSD FOR Danish language
. F-score: 0.74 and word embeddings
and English L
Two Different Twitter Hate Precision: 0.81
[40] 2019 BERT+LSTM and BERT+CNN Recall: 0.793 WordPiece tokenization BERT + deep learning approaches for HSD
Speech Dataset )
F-score: 0.80
Italian Language from Macro-averaged
[41] 2019  ALBERTo+Bert classifier model Twitter and Facebook Hate & SentencePiece tokenizer HSD through ALBERTo
F-score: 0.841
Speech Dataset
. Two Different English Hate Macro-averaged ELMo (word vector .
[42] 2019  Bi-LSTM models Speech Dataset F-score: 0.78 " ion) Transfer learning approach for HSD
[43] 2019  Support Vector Machine, Naive Indonesia Twitter Hate Averaged-Accuracy: Word n-gram, ortography, Multi-layer HSD with machine learning
Accuracy: 0.7027
Support Vector Machine, Naive Precision: 0.70 Uni-gram, bi-gram, and tri- g ~
[31] 2017 Bayes, k-Nearest Neighbors Kenya Hate Speech Dataset Recall: 0.70 gram features and TF-IDF TF-IDF + n-grams based approach for HSD
F-score: 0.70
[32] 2017  Twitter API Tool Italian Twitter Corpus Annotation (_:afegory Cohen’s kappa Creating an HS dataset with Italian twitter corpus
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. German Hate Speech Twitter ~ Macro-averaged Uni-gram, bi-gram, and tri- Examining the effect of implicit on automatic
133] 2017 Support Vector Machine Corpus F-score: 0.65 gram features HSD
Precision: 0.93
(34 2017 FastTextFramework, CNNsand | oied tweets Recall: 0.93 TE-IDF and BoW Deep learning approach for HSD
LSTMs.
F-score: 0.93
LngsFIC Regression, Naive Bayes, Hate speech and offensive PreClSl‘()n: 0.91 LeXlCalTbaSed methofis (Uni- Machine learning approach for HSD (Lexical-
[35] 2017  Decision Trees, Random Forests, language dataset Recall: 0.90 gram, bi-gram, and tri-gram based)
and LinearSVMs. suag F-score: 0.90 features, TF-IDF)
Logistic Regression, Multilayer Wikipedia and Twitter Hate n-gram features on both the HSD with character-level features and word-
136] 2018 Perceptron, LSTM, and Speech Dataset F-score: 0.86 character-level and word-level level features
CNN+GRU P
Lo . Precision: 0.883 Sentiment-based-features,
1371 2018 Rdnd(?"‘ Forest, Support Vector Three Different Twitter Hate Recall: 0.877 semantic-features, uni-gram- A pragmatic approach for HSD
Machine, and J48 Speech Dataset .
F-score: 0.878 features, and pattern-features
. . Precision: 0.81
[18] 2018 N.e ural Network and The I}almn Twitter and Recall: 0.793 n-gram-based features Supervised approaches to HSD
LinearSVC Facebook Posts
F-score: 0.80
Short Hate Speech Messages Precision: 0.930 Use of recurrent neural networks for HSD
[38] 2018 RNNs € 5p & Recall: 0.930 BoW °
From Twitter solution
F-score: 0.932
Indonesia Twitter Hate Accuracy: 0.8947
[39] 2018  ANN (Backpropagation) Precision: 0.8066 TF-IDF HSD using backpropagation neural networks
Speech Dataset )
Recall: 0.9007
Support Vector Machine, LSTM, Hate Speech Dataset in Accuracy: 0.70.7
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attention-LSTM DEAISH-Hlind! ~anguages F-score: 0.487
Support Vector Machine, Precision: 0.809
151 2019 LSTM+MLP, Random Forest, HaterNet Hate Speech Recall: 0.789 Frequency-based and HSD on Twitter using hybrid LSTM+MLP
Quadratic Discriminant Analysis Twitter Dataset F-score: 0.611 embeddings-based features model
and Linear Discriminant Analysis AUC: 0.828
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FIGURE 1. Intelligent metaheuristic optimization algorithms.

biology-based, math-based, ecology-based, etc. [53]. In fact,
all of these algorithms have a common structure in perform-
ing [54]. These algorithms can be summarized as in Fig. 1.
ALO and MFO algorithms based on ecology intelligence
have recently been reported to work well for different prob-
lems [55], [56]. They have been evaluated to give better
results for HSD in this paper. The biological structures
and mathematical models of ALO and MFO algorithms are
explained in the next subsection. SSO algorithm is a powerful
algorithm used in recent studies, which is inspired by the
intelligent behavior of spiders [57]-[59]. The other state-of-
the-art TSA is bio-based algorithm inspired by the feeding
behavior of turnicates [60]-[63].

A. ANT LION OPTIMIZATION ALGORITHM (ALO)

Antlions are one of the insect groups in the Myrmeleontidae
family. Their life cycle has two main phases: the larval stage
and the adult stage. These creatures are often called ““doodle-
bugs” because of the traces left in the sand when searching
for a good place to set up traps. ALO was proposed inspiring
by antlions hunting behavior. During the hunting process,
the antlion absorbs the funnel pits into soft sand and then
patiently waits at the bottom of the pit. Prey slides down and
is quickly caught by the antlion. If prey tends to escape from
the trap, the antlion throws sand at the edge of the trap to slide
its victim towards the bottom of the pit. This causes the trap
to collapse and the prey comes to the antlion [64].

There are many parameters in the mathematical modeling
of ALO, which is developed inspired by these behaviors of ant
lions and ants. Among these parameters, the random walks
of ants while searching for foods in nature can be defined
as in (1):

Xnn (t) = [0, cumsum 2r (1) — 1),
x cumsum (2r (tp) — 1), ..., cumsumQ2r(t,) — 1) (1)
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Here cumsum calculates the cumulative total, n represents
the maximum number of repetitions, ¢ represents the steps of
random walking, and r(¢) is the scholastic function is defined
in (2):

1 if rand > 0.5
r(t) = ) (2)
0 if rand <0.5

Here ¢ is the step of random walking and rand is a random
number generated with a uniform distribution in the interval
[0, 1].

The position of the ants in the ALO algorithm is expressed
in (3):

A1 A2 ... A1g
A2’1 Az’z - Az,d

Mant = (3)

An1 Anp - And
Here My is the position matrix of each ant, A; j presents
the value of ith variable for jth ant. n is the number of the ant,
and d presents the number of variables. The fitness function

of each ant is stored in the M4 matrix as in (4). In (4), f is
the objective function.

F([An1. A2, ... ALa])

f([A21, 422, ..., A2a])

Mos = 4

f ([An,lvAn,Zv s An,d])

Equation (5), Manion is the matrix of each ant lion. AL;
presents the current value of ith variable for jth antlion. n is the
number of the antlion, and d presents the number of variables.
AL11 ALy ... ALy 4
ALy 1 ALy ... ALy 4

o ) (5)

Mantiion = : : ) :
AL,1 AL,p ... ALy 4
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Similarly, the M4 matrix in (6) stores the fitness function
of each ant lion:

f (A1, A2, . Ava))

f ([Az,l, Az,?, e A[yd]) ©)

Moar =

f ([An,la An,27 AR aAn,d])
Equation (7) is used to keep the ants walking randomly
within the search area:
Xt — X! —ap(d; — )
! d! —ay)
a; presents minimum random walk of ith the variable. ¢!
presents ith minimum value in #h iteration. di’ presents ith
maximum value in ¢4 iteration.
Mathematical modeling of the capture of ants in ant lion’s
trap pits is given in (8) and (9):
= Antlion]’- +c (8)
dl-[ = Antlion]’- +d O]

+ci )

Here ¢} is the minimum value of all variables in the
1th iteration. d is the maximum value of all variables in the
tth iteration. Finally, Antlion} refers to the jth chosen position
of the ant lion in the #th iteration.

The ant lion’s hunting abilities are modeled by the roulette
wheel selection. The mathematical model that explains how
the trapped ant will slide towards the ant lion is given in (10)
and (11) as follows:

t
, C

= — 10

€ =7 (10)
dt

d = — 11

7 (11)

I ratio is calculated as in (12):

t

I=10"= 12

T (12)

Here ¢ is the current iteration, 7' is the maximum number
of iterations, and w is the constant depending on the current
iteration and is defined in (13).

2 ift>0.1T
3 ift>05T

w=1_4 ift>0.75T (13)
5 ift>09T
6 ift>095T

In each iteration, the best ant lion is considered the result.
This means that each ant walks randomly around the selected
antlion and is expressed in (14).

13 1
Antt = w (14)

R, is expressed as the random walking of the ant-lion
chosen by the roulette wheel in the #h iteration and R},
is expressed as the best result walking randomly in the
tth iteration.

The pseudo-code of ALO is illustrated in Fig. 2.
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Initialize the first population of ants and antlions randomly
Calculate the fitness of ants and antlions
Find the best antlions and assume it as the elite (determined optimum)
while the end criterion is not satisfied
for every ant
Select an antlion using Roulette Wheel
Update operators
Create a random walk and normalize
Update the position of ants
end
Calculate the fitness of all ants
Replace an antlion with its corresponding ant it if becomes fitter
Update elite if an antlion becomes fitter than the elite
end
return elite

FIGURE 2. The pseudo-code of ALO.

B. MOTH-FLAME OPTIMIZATION ALGORITHM (MFO)
The MFO algorithm is a new method of metaheuristic opti-
mization based on the simulation of specific navigation
behavior of moths at night. Moths use a mechanism referred
to as “transverse routing” for navigation. In this algorithm,
a moth flies at a constant angle to the moon. It is a very
effective method for long-distance travel on a straight road.
Because the moon is far from the moth. That is, it guarantees
that the moths fly along the straight line throughout the
night. However, everyone usually observes that moths spiral
around the lights. Because moths are deceived by artificial
lights. Since these lights are extremely close to light sources,
maintaining a constant angle to the light source causes moths
to follow a spiral flight path [65].

In the mathematical model of the MFO algorithm, the set of
moths is represented in an M matrix. The matrix M is shown
in (15).

MiigMip... Mg
My Myp ... My

Months = ( 1 5)

Mn,l Mn,2 ce Mn,d

Here n is the number of the moths, and d presents the
number of dimensions. For all moths, there is an OM matrix
to store fitness values. This matrix is illustrated in (16).

f{om ]

f([OM2])
M= (16)

F(OM,])

n represents the number of months. The second important
component in the algorithm is flames (F). The F matrix
can be considered a matrix similar to the moth matrix. The
matrix F is defined by (17).

Fii1Fi2...Fiq

Fr1 Frp ... Fhy
= . .. . (17
Fn,l Fn,2 ---Fn,d
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It is also assumed that there is an OF matrix to store fitness
values for flames. This matrix is defined in (18).

JF({OF ]

f([OF2])
F= (18)

FAOF,D)

MFO algorithm is a triple function defined as in (19) to
solve optimization problems:

M =I,P.T) (19)

Here [ is the function that generates a random population
of moths and the corresponding fitness values. The mathe-
matical model of this function is as in (20):

I:¢ — {M,OM) (20)

The P function is the basic function for MFO. This func-
tion allows moths to be moved within the search area. This
function takes the matrix M and returns the updated new M
as in (21):

P:M—>M 21

The T function returns true if the termination criteria are
met. If not provided, returns false. The T function is defined
in (22).

T : M — {true, false} (22)

The general structure of the MFO algorithm created by 7,
P, and T functions can be summarized as in Table 2.

TABLE 2. Creation of MFO algorithm with /, P, and T functions.

M = I();
while T (M) if equal to false
M = P(M);
end

For the sake of mathematically simulating the behavior of
moths, the position of each moth is updated using (23), taking
into account a flame:

M; =S (M;, Fj) (23)

In (23), M;, Fj, and S respectively indicates the ith moth,
jth flame, and spiral function. The following restrictions
should be taken into account when creating the S function:

(1) The starting point of the spiral must start from the
moths.

(2) The endpoint of the spiral should be the position of the
flame.

(3) Fluctuation in the spiral range should not exceed the

search area.

Considering these conditions, a logarithmic spiral is
defined for the MFO algorithm as in (24):

S (M;, Fj) = D;.e" cos 2nt) + F; (24)
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Here D denotes the distance of the jth moths for the
ith flame. b is constant to describe the shape of the logarithmic
spiral, and ¢ is a random number between [—1, 1]. D is
calculated as in (25).

D; = |Fj — M;| (25)

Equation (24) describes the spiral flight path of moths.
From this equation, the next position of a moth is defined
with respect to a flame. The parameter ¢ in the spiral equation
defines how close the next position of the moth must be to the
flame.

Equation (26) is used to prevent the MFO algorithm from
getting stuck to the local optimum.

flame_no = round ((N —-1). <¥)) (26)

In (26), I indicate the current number of iterations. N and T
represent the maximum number of moths and the maximum
number of iterations, respectively.

The pseudo-code of the MFO algorithm, which is devel-
oped from the moths’ behavior inspiration, is illustrated
in Fig. 3.

Update the number of flames (FlameNumber)
Initialize the population of moths
Calculate the objective values
for all moths
for dll parameters
Update rand t
Calculate D with respect to the corresponding moth
Update the matrix M with respect to the corresponding moth
end
Calculate the objective values
Update flames
end
Print the best solution

FIGURE 3. The pseudo-code of MFO.

IV. USED METHODOLOGIES
In this section, information about datasets, NLP steps, meta-
heuristic algorithms, and other algorithms was explained.

A. COLLECTION OF DATA

In this study, three different experimental datasets were
used. These experimental datasets constituted from real-
world problems related to HSD. The data collected from
Twitter and online web forums were pre-labeled. General
characteristics of the data are listed in Table 3. These datasets
that address the most important problems related to the real
world. These issues are very important topics that directly
target a person, formation, state structure, racism, and sexism.
Detailed information about the datasets and the HSD study
performed on the datasets were explained in section 5. These
datasets with different characteristics were chosen because
they were prepared to most suitable for the theme of the HSD
problem.
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TABLE 3. Properties of the used datasets.

Ref. Names Text Number
No. of Contents Languages Size Source Type of Direct Access Link
DataSet y Labels
Hate speech
and . . https://github.com/t-davidson/hate-speech-and-
[66] Datasetl . English 25K Twitter Tweets 3 -
offensive offensive-language
language
Community-
directed . Web https://www.kaggle.com/c/detecting-insults-in-
[35] Dataset2 English 4K Comments 2 >
personal Forum social-commentary
insults
Hate speech
against English . https://competitions.codalab.org/competitions/19935
[67] Dataset3 | g &it 13K Twitter Tweets 2
immigrants Spanish
and women
Data collection Text Feature Feature vector Model
from social media parser engineering : evaluation
Supervised Machine
Learning Algorithms Model performance
f— - | R | Term frequency RN
Preprocessing : e KNN
weghting 5
Training hate speech document > ¢ Accuracy
o e . SMO o
| | © -
— T . T o
— | — D: Wi Wiz Wir « RF
— (0| M W Wor S [+ Ridor
Training hate speech document —— -
Removing stop words D Wins W Whar Adapted Metaheuristic
| Stemming I Algorithms metrics
Construction e ALO . TP
— | Lemmatization I document term e MFO e FP
— ] matrix . SSO « TN
— o TSA o FN
Training hate speech document
Dy l
= |- | Preprocessing | e - =
Testing hate speech document Predicted hate speech document
b, | Tokenization | Ds
= =
j— | Removing unnecessary T: L Tr —
= punctuation. tags | D W Wiz Wir = —
— Y TF-IDF _— | 0: Way Wi W | — —
Testing hate speech document | Removing stop words | Predicted hate speech document
D, £opwore Ou | Was Wi Wi
Construction
| Lemmatization | term —_—
Testing hate speech documen Predicted hate speech document

Dy

FIGURE 4. The structure of proposed HSD.

B. STEPS OF NLP AND DATA PRE-PROCESSING

In the pre-processing phase, our goal was to convert textual
data to numerical form in order to create a document vector
(Word2Vec). These steps are shown in Fig. 4. Before the
document vector was created, many pre-processing steps had
performed such as punctuation erasure, number filter, stop-
word filter, case converter, n-char filter, snowball stemmer,
row filter, etc. BoW is an NLP method that extracts all word
roots in each data. Word roots in each sentence were listed and
the next step was taken. After the pre-processing steps was
completed, tokenization was performed on a sentence basis.
Then the most repetitive terms were calculated according to
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Dy

the Term Frequency (TF) value. Finally, a document vector
was created. Thus, the feature extraction process representing
datasets was completed. Then HSD problem became a classi-
fication problem. After the data are ready, other process steps
are started with supervised machine learning and metaheuris-
tic optimization algorithms. The proposed general structure
of the HSD problem is demonstrated in Fig. 4.

As shown in Fig. 4, we split our datasets with 70% training
and 30% test data. First, NLP steps were applied to de-noise
on both training and test data. Then the term frequency value
was calculated to extract the features that would represent
the data. After the BoW process was completed, our data
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became a document matrix. Twelve algorithms were used in
the classification stage. Four of them (ALO, MFO, SSO, and
TSA) were metaheuristic algorithms. They were run in the
fitness function designed for the HSD problem. The success
of the algorithms was evaluated with the complexity calcula-
tion obtained on the test data. The adjustment of the fitness
function modeled for the proper process of ALO, MFO,
SSO, and TSA algorithms in HSD problem was explained in
subtitles D and E in detail.

C. SUPERVISED MACHINE LEARNING ALGORITHMS
BASED ON ARTIFICIAL INTELLIGENCE

In order to compare the performance of metaheuristic opti-
mization algorithms, various supervised machine learning
algorithms were used for the HSD problem. Eight different
supervised machine learning algorithms were used in the
study. These algorithms have higher success in classifica-
tion problems. Moreover, they are the most widely used
algorithms in the literature. k-Nearest Neighbor algorithm
(KNN), Decision Table (DT), Sequential Minimal Optimiza-
tion (SMO), Multi-Class Classification (MCC), J48, Naive
Bayes (NB), Random Forest (RF), and Ridor algorithms were
used in this study.

D. MODELING OF HSD WITH OPTIMIZATION
ALGORITHMS

In the modeling stage of the optimization algorithms for the
HSD problem, it was necessary to set the initial parameters
of the algorithms firstly. The values of the initial parameters
of the ALO, MFO, SSO, and TSA algorithms are listed
in Table 4.

TABLE 4. Initial parameters of the ALO, MFO, SSO, and TSA algorithms.

Dimension (d) = number of features obtained for each dataset
Lower bound (/b) =0
Upper bound (ub) =1
Maximum number of iterations = 1000
Number of populations = 30
Number of experiments = 10

The total number of experiments for each dataset was
determined as 10. The maximum number of iterations was
1000 for each experiment. At the end of each experi-
ment, the measurement criteria with the best fitness value
were recorded. The final measurement criteria results were
obtained by taking the average of the best fitness function
results of 10 experiments. The population size for the ALO,
MFO, SSO, and TSA algorithms was 30. Each individual
was encoded by real numbers between 0 and 1. These reel
numbers that form the search agents were updated at the end
of the next iteration. The individual with the best fitness was
recognized as the best solution for the existing iteration.

E. MODELING OF FITNESS FUCTION
While preparing the fitness function, each of the measure-
ment criteria was designed to have a weight. Measurement
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criteria such as accuracy, precision, sensitivity, and f-score
were used to define the fitness function for the HSD problem.
The fitness function proposed for the HSD problem is defined
in (27)

fitnessn function = ay.accuracy + ap.precision

+ az.sensitivity + a4.f — score  (27)

where aj, ay, as, and a4 variables were random weights.
The sum of these variables must be equal to 1 in the fitness
function. One can easily give importance by using the relevant
weights for the metrics. Furthermore, metrics or objectives
can be easily removed from or integrated into this fitness
function. That is why, it seems flexible.

After several test runs, the weight coefficients were
assigned as 0.4, 0.2, 0.2, and 0.2 for the values aj, as, a3,
and a4, respectively. While designing the fitness function,
our aim was to create the most suitable candidate solution to
represent each class in our datasets. The success of the best fit
candidate solution obtained was run on test data. This fitness
function is flexible for the HSD problem. It was analyzed
as a result of the experiments that it obtained good results.
Different constraints and parameters can be easily integrated
into this fitness function. For example; AUROC, FPR, etc.
criteria can be integrated. In addition, the fitness function can
be updated by giving a weight in the fitness function in the
TP and FP values of the complexity metrics to be calculated.
In this sense, it is flexible.

The ALO, MFO, SSO, and TSA algorithms aim to find
the most suitable models to represent the HSD problem in
all training datasets. After determining the most suitable
candidate solutions representing the hate and not hate data
in the HSD problem, the success of the developed model on
the test data was implemented. Using the Jaccard similarity
on the test data, the test data were labeled in which way it was
closer to the candidate solution. Jaccard similarity is defined
as in (28).

X; N D;
X; UD;j

(28)

Jjaccard _similarity; = ‘

Here, X; = Xj1, Xi2, ..., Xipm represents the ith individual
(antlion, moth, spider, or turnicate) in ALO, MFO, SSO,
and TSA algorithms. D; = Dj1, Dja, ..., Djy represents the
Jjth data in the document vector created after the NLP steps.
Equation (29) can be used to summarize the relationship
between the X and D vectors.

jaccardnsimilarity(X,-,Dj)
M
o Zk:l XikDjk
M 2 M 2 M . D.
D k=t Xig + 2=t Dy — 21 XieDiji

In another important process step, complexity metrics were
calculated for the prediction generated using Jaccard simi-
larity. In order to measure model success, performance mea-
surement criteria (accuracy, precision, sensitivity, and f-score

(29)
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values) were calculated by using complexity metrics. Per-
formance measurement criteria and complexity metrics are
summarized in Table 5.

TABLE 5. Performance measurement criteria and complexity metrics.

Criteria Explanation Complexity metrics
N (TP + TN)
s (TP + TN + FP + FN)
B (TP) TP: True Positive
Precision (TP + FP) TN: True Neg.aFive
(TP) FP: False Positive
Sensitivi ) .
ensitivity —(T P + FN) FN: False Negative
(TP)
F-score

(TP + FP + FN)

In order to solve the HSD problem, properly modeled
and adapted metaheuristic optimization methods were run on
datasets. In the next section, the experimental results obtained
were examined.

V. EXPERIMENTS AND RESULTS

In the experiments, datasets containing three different real-
world HSD problems were used. In all experiments, 70% of
the dataset was used for training and the remaining 30% was
used for testing. All the algorithms were run under equal
conditions. Used computer features are as follows: Intel Core
i5 10210U processor, 8GB RAM, 256GB SSD, and 4GB
MX110 graphics card.

A. RESULTS FOR HATE SPEECH AND OFFENSIVE
LANGUAGE

Datasetl consists of tweets containing about 25K hate speech
and offensive language obtained from Twitter. There are
three classes in this dataset. These are hate speech, offensive
language, and neither [66]. The language of the dataset is
English. BoW was applied in the English language dataset.

After the pre-processing steps, 48 features were obtained
on this dataset. The dimension variable of ALO, MFO, SSO,
and TSA algorithms was set to 48. 30 new candidates were
generated in each iteration. Then one of them was accepted as
the candidate model with the highest value in the fitness func-
tion. Other parameters remained constant. The performance
comparison using ALO, MFO, SSO, TSA, and eight differ-
ent supervised machine learning algorithms is demonstrated
in Table 6.

The highest accuracy value (92.1%) was obtained by the
ALO algorithm. The highest precision value was achieved by
SSO algorithms. ALO was ranked sixth in the precision cri-
teria. ALO algorithm again prevailed the highest sensitivity
value (91.9%). TSA acquired the highest f-score values. ALO
was able to find a place in the second to last place for the
f-score criteria.

The second highest accuracy measurement criteria was
yielded by TSA. With an accuracy value of 90.7%, the MFO
algorithm ranked third for the first dataset. This algorithm
had the third highest precision (88.4%). In the sensitivity
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criterion, the MFO and TSA acquired the second highest
value (90.8%) just behind the ALO algorithm. In the f-score
criterion, the MFO algorithm attained the same success as the
SMO and DT algorithms with a value of 87.7%. Since the
covariance and speed of convergence of the ALO algorithm
were high, it successfully surpassed the MFO algorithm.
Furthermore, ALO prevailed higher performance because
it worked more effectively in terms of the search strategy.
The J48 algorithm achieved the worst value for this dataset
in almost all performance measurement criteria. DT only
obtained the lowest precision. Fig. 5 shows the performance
of the algorithms with a bar graph.

B. RESULTS FOR COMMUNITY-DIRECTED PERSONAL
INSULT

The dataset2 consists of approximately 4K comments con-
taining personal insults. These comments were collected from
online web forum pages. This dataset consists of two classes:
insult and not insult [35]. The language of the data collected
from public web forum pages is English.

The 27 features for this dataset were obtained after pre-
processing and feature extraction. Therefore, the dimension
value of ALO, MFO, SSO, and TSA algorithms was set to 27.
Other evolutionary parameters of ALO, MFO, SSO, and TSA
were not changed.

The performance values of the experimental study using
twelve different algorithms are given in Table 7.

ALOQ algorithm attained the second highest accuracy value
for dataset2. It prevailed the highest value with a value
of 73.0% in the precision value, which is another performance
measurement metric. For the sensitivity value, the DT algo-
rithm outperformed the ALO algorithm, so the third highest
sensitivity value was obtained by ALO. TSA prevailed the
first place with 73.1% f-score value.

MFO, SSO, and TSA ranked themselves in 3rd place with
72.9% accuracy for dataset2. MFO and TSA; with a precision
of 72.3%, ranked fifth behind ALO, DT, SSO, and KNN
algorithms. The MFO algorithm reached the sixth and eighth
ranked in sensitivity and f-score values, respectively. The
algorithm acquired higher sensitivity and f-score values from
Ridor, RF, and KNN algorithms. ALO passed MFO for this
dataset in performance success.

The highest accuracy and sensitivity metric values were
attained by DT algorithm. The best f-score value was acquired
by TSA. In addition, DT and ALO algorithms were reached
the same f-score value (71%). However, with a slight differ-
ence, the DT algorithm prevailed with high values in accuracy
and sensitivity values. Also, the RF algorithm was observed to
be bad for this dataset. All algorithms and comparison metrics
are illustrated in Fig. 6. Accuracy and sensitivity values were
appeared to be very close to each other.

C. RESULTS FOR HATE SPEECH AGAINST IMMIGRANTS
AND WOMEN

Dataset3 consists of about 13K tweets. This dataset, which
includes hate speech against women and migration, consists

VOLUME 9, 2021



C. Baydogan, B. Alatas: Metaheuristic ALO and MFO-Based Novel Approach

IEEE Access

TABLE 6. Experiment results for dataset1.

Performance Measurement Criteria

Datasetl

Feature Model Accuracy Precision Sensitivity F-Score
ALO BoW+TF +Word2Vec 0.921 0.879 0.919 0.875
MFO BoW+TF+Word2Vec 0.907 0.884 0.908 0.877
SSO BoW+TF+Word2Vec 0.898 0.886 0.898 0.878
» TSA BoW+TF+Word2Vec 0.920 0.885 0.908 0.895
_E KNN (k=5) BoW+TF+Word2Vec 0.895 0.885 0.896 0.882
'g KNN (k=3) BoW+TF+Word2Vec 0.897 0.885 0.898 0.883
S0 DT BoW+TF+Word2Vec 0.894 0.869 0.893 0.877
: SMO BoW+TF+Word2Vec 0.898 0.876 0.899 0.877
2 MCC BoW+TF+Word2Vec 0.897 0.879 0.897 0.883
P J48 BoW+TF+Word2Vec 0.892 0.876 0.891 0.873
NB BoW+TF+Word2Vec 0.873 0.880 0.873 0.876
RF BoW+TF+Word2Vec 0.893 0.878 0.894 0.882
Ridor BoW+TF+Word2Vec 0.893 0.881 0.894 0.876
Accuracy Precision === Sensitivity F-Score
0.930
0.920
0.910
0.900
0.890 /
0.880
0.870 -
0.860
0.850
0.840
ALO MFO SSO TSA KNN KNN DT SMO MCC 148 NB RF RIDOR
(K=5) (K=3)
FIGURE 5. Performances of the algorithms for dataset1.
TABLE 7. Experiment results for dataset2.
Performance Measurement Criteria
Dataset2 — e
Feature Model Accuracy Precision Sensitivity F-Score
ALO BoW+TF +Word2Vec 0.730 0.730 0.730 0.710
MFO BoW+TF+Word2Vec 0.729 0.723 0.728 0.699
SSO BoW+TF+Word2Vec 0.729 0.724 0.731 0.703
» TSA BoW+TF+Word2Vec 0.729 0.723 0.731 0.731
_E KNN (k=5) BoW+TF+Word2Vec 0.719 0.724 0.720 0.673
i= KNN (k=3) BoW+TF+Word2Vec 0.716 0.712 0.715 0.674
& DT BoW+TF+Word2Vec 0.733 0.725 0.732 0.708
: SMO BoW+TF+Word2Vec 0.724 0.712 0.725 0.704
2 MCC BoW+TF+Word2Vec 0.729 0.721 0.730 0.704
= J48 BoW+TF+Word2Vec 0.717 0.705 0.718 0.705
NB BoW+TF+Word2Vec 0.715 0.708 0.716 0.710
RF BoW+TF+Word2Vec 0.699 0.682 0.699 0.678
Ridor BoW+TF+Word2Vec 0.717 0.704 0.718 0.695

of two classes. The main source of these data is Twitter,
which is one of the popular online social networks [67]. These
tweets would be labeled as hate-full if there was hate towards
women and immigrants. Otherwise, they were labeled as
not-hate-full.

This dataset consist of English and Spanish tweets. How-
ever, BoW was performed in accordance with the English
language and the Spanish tweets were excluded.
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A total of 40 features was extracted for this dataset3. The
dimension variable of ALO, MFO, SSO, and TSA algorithms
was set to 40. Other evolutionary parameters of the meta-
heuristic ALO, MFO, SSO, and TSA algorithms remained
stable. The success of the algorithms used in the study is
demonstrated in Table 8.

ALO prevailed the leading in performance competition
for all measurement criteria. It was seen that ALO was the
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Accuracy Precision  ==de=Sensitivity F-Score
0.740
0.730 h_r..——‘-_"
0.720
0.710
0.700
0.690
0.680
0.670
0.660
0.650
0.640
ALO MFO SSO TSA KNN KNN DT SMO MCC 148 NB RF RIDOR
(K=5) (K=3)
FIGURE 6. Performances of the algorithms for Dataset2.
TABLE 8. Experiment results for dataset3.
Performance Measurement Criteria
Dataset3 — e
Feature Model Accuracy Precision Sensitivity F-Score
ALO BoW+TF +Word2Vec 0.721 0.707 0.719 0.701
MFO BoW+TF+Word2Vec 0.691 0.688 0.679 0.677
SSO BoW+TF+Word2Vec 0.690 0.677 0.689 0.675
» TSA BoW+TF+Word2Vec 0.717 0.700 0.718 0.700
E KNN (k=5) BoW+TF+Word2Vec 0.669 0.666 0.670 0.666
i= KNN (k=3) BoW+TF+Word2Vec 0.671 0.669 0.672 0.669
Eﬂ DT BoW+TF+Word2Vec 0.643 0.663 0.644 0.646
é SMO BoW+TF+Word2Vec 0.668 0.668 0.668 0.668
2 MCC BoW+TF+Word2Vec 0.669 0.667 0.670 0.668
= J48 BoW+TF+Word2Vec 0.678 0.677 0.679 0.677
NB BoW+TF+Word2Vec 0.660 0.674 0.660 0.662
RF BoW+TF+Word2Vec 0.673 0.672 0.674 0.672
Ridor BoW+TF+Word2Vec 0.666 0.702 0.667 0.666

outperforming algorithm for this dataset with its success.
It attained an accuracy of 72.1% with the advantage of the
search strategy. It surpassed its competitors in other bench-
marks.

The second-best accuracy, and f-score values were attained
by the TSA. The second best precision value (70.2%) was
acquired by the Ridor algorithm. MFO managed to outpace its
competitors. DT was the worst-performing algorithm for this
dataset. It was ranked last in all performance criteria. With an
accuracy of 64.3%, it was far behind its competitors. ALO and
MFO succeeded in leaving many algorithms behind with their
success in solving HSD problems. The performance graph of
all algorithms is demonstrated in Fig. 7.

As can be seen from the results of all experiments, used
metaheuristic optimization algorithms to solve the HSD prob-
lem were provided more success than those of classical
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supervised machine learning algorithms. The results of the
experiments showed that metaheuristic algorithms can be
used in the solution of many different social network and
media problems.

As the number of data increased, the running time of the
metaheuristic algorithms applied for the experiments also
took time. One of the limit to the operation of algorithms
is the excessive number of data. In addition, the unbalanced
number of data belonging to each class in the datasets nega-
tively affected the high performance of the algorithms. Better
performance would have been achieved if there were datasets
with balanced distribution. Furthermore, determining the
algorithm parameters a priori and stochastic behaviours seem
another limitations. To prove the reliability of the algorithms,
each algorithm was run 10 times for all datasets. Measure-
ment criteria were calculated by taking the average of 10 runs.
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TABLE 9. Comparison of studies.

Studies  Dataset Feature Model Classifier Accuracy Precision Sensitivity  F-Score
Lexical-based methods (Uni-  Logistic Regression, Naive Bayes, 0.91 0.90 0.90
[35] Datasetl gram, bi-gram, and tri-gram Decision Trees, Random Forests, and ’ ' ’
. (max.) (max.) (max.)
features, TF-IDF) LinearSVMs.
BERT - 0.91 0.91 0.91
BERT+Nonlinear Layers - 0.76 0.78 0.77
[40] Datasetl WordPiece tokenization
BERT+LSTM - 0.91 0.92 0.92
BERT+CNN - 0.92 0.92 0.92
Support Vector Machines, Naive Bayes,
Logistic Regression, 0.752
[47] Datasetl GloVe and TF-IDF . - - -
Decision Tree, Random Forest, CNN, (max.)
LSTM, BiLSTM
LSTM - - - 0.892
LSTM+HATE-GAN - - - 0.896
Pre-trained toxicity CNN - - - 0.89
[50] Datasetl .
representation CNN+HATE-GAN - - - 0.895
CNN+LSTM - - - 0.887
CNN+LSTM+HATE-GAN - - - 0.894
FastText+LSTM - - - 0.591
[51] Dataset3 Node2Vec Node2VectLSTM - - - 0.548
KGs - - - 0.618
ALO 0.921 0.879 0.919 0.875
Dataset1 BoW+TF +Word2Vec
This MFO 0.907 0.884 0.908 0.877
Study ALO 0.721 0.707 0.719 0.701
Dataset3 BoW+TF +Word2Vec MFO 0.691 0.688 0.679 0.677
Accuracy Precision === Sensitivity F-Score
0.740
0.720
0.700
0.680 ) "

0.660 \ / . b -

0.640
0.620

0.600
ALO MFO 5SSO TSA KNN KNN DT SMO MCC J48 NB RF RIDOR
(K=53) (K=3)

FIGURE 7. Performances of the algorithms for Dataset3.

It is predicted that the improved versions of the applied and The experimental results in this study and the results
proposed state-of-the-art algorithms will produce promising obtained from the previous studies using the same dataset
results in solving HSD and other social media and network are compared in Table 9. It was seen that the best result for
problems. Dataset] was obtained by the ALO algorithm.
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TABLE 10. Performance ranking for all datasets.

Datasetl

Accuracy
Precision
Sensitivity
F-Score

ALO > TSA > MFO > SSO = SMO > KNN (k=3) = MCC > KNN (k=5) > DT > RF = Ridor > J48 > NB
SSO > KNN (k=3) = KNN (k=5) = TSA > MFO > Ridor > NB > ALO =MCC > RF > SMO = J48 > DT
ALO > MFO = TSA > SMO > SSO = KNN (k=3) > MCC > KNN (k=5) > RF = Ridor > DT > J48 > NB
TSA > KNN (k=3) = MCC > KNN (k=5) = RF > SSO > MFO = SMO = DT > Ridor = NB > ALO > J48

Dataset2

Accuracy
Precision
Sensitivity
F-Score

DT > ALO > MFO = SSO = TSA = MCC > SMO > KNN (k=5) > Ridor = J48 > KNN (k=3) > NB > RF
ALO > DT > SSO = KNN (k=5) > MFO = TSA > MCC > SMO = KNN (k=3) > NB > J48 > Ridor > RF
DT > SSO = TSA > ALO = MCC > MFO > SMO > KNN (k=5) > Ridor = J48 > NB > KNN (k=3) > RF
TSA > ALO = NB > DT > J48 > MCC = SMO > SSO > MFO > Ridor > RF > KNN (k=3) > KNN (k=3)

Dataset3

Accuracy
Precision
Sensitivity
F-Score

ALO > TSA > MFO > SSO > J48 > RF > KNN (k=3) > KNN (k=5) = MCC > SMO > Ridor > NB > DT
ALO > Ridor > TSA > MFO > $SO = J48 > NB > RF > KNN (k=3) > SMO > MCC > KNN (k=5) > DT
ALO > TSA > SSO > MFO = J48 > RF > KNN (k=3) > KNN (k=5) = MCC > SMO > Ridor > NB > DT
ALO > TSA > MFO = J48 > SSO > RF > KNN (k=3) > SMO = MCC > KNN (k=5) = Ridor > NB >DT

In addition, it was concluded that the highest values were
obtained by ALO and MFO in all complexity criteria for
Dataset3.

VI. CONCLUSION AND RECOMMENDATION

This section is divided into two sections as conclusions and
recommendations. In these subsections, the importance and
success of the experimental studies are discussed. The novelty
and precious of the study are particularly emphasized. It is
anticipated that it will bring a new breath to the literature.

A. CONCLUSION
The HSD problem, which is a major threat in social net-
works, is the subject of this study. Hate speech or defama-
tory messages targeting a community or group and quickly
posted on social networks should be detected before they
reach more users. This study proposes two new optimization-
based approaches to solve the HSD problem in online social
networks. ALO and MFO, which are the most recent meta-
heuristic algorithms, were adapted for the first time in the lit-
erature to solve the HSD problem. Eight different supervised
machine learning algorithms, SSO, and state-of-the-art TSA
were used to compare the performance of the proposed meta-
heuristic based approaches. For the selected real-world prob-
lems related to HSD, the pre-processing phase was completed
with NLP methods. Feature extraction was performed by
using BoW+TF+Word2Vec methods together. Then twelve
different algorithms competed to solve HSD problems. In the
experiments, except for one dataset, the highest accuracy,
precision, sensitivity, and f-score values are obtained from the
adapted ALO algorithm. MFO and TSA algorithms followed
the ALO algorithm in the performance race with respect to
related metrics. ALO achieved higher performance because
it worked more effectively in terms of the search strategy.
Since the covariance and speed of convergence of the ALO
algorithm were high, it successfully surpassed the MFO algo-
rithm. These two algorithms are successful and promising to
solve HSD and seem alternative solution search methods for
other social networking problems.

Metaheuristic optimization algorithms, which are capable
of efficiently solving many real-world problems, achieved
better performance for the HSD problem in terms of many
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metrics. This study is a reference study to solve HSD
problems with the optimization approach. The success of
this study shows that the use of this optimization-based
approach in other social networking problems will increase.
While other supervised machine learning methods show the
black-box approach, the optimization-based approach can
be adjusted and used according to many problems with its
flexible fitness function. Furthermore, the fitness function can
be easily adjusted to different datasets for different complex
social media problems.

B. RECOMMENDATIONS

In addition to the methods used in this study, more successful
results can be obtained by using different approaches. These
can be listed as follows;

(1) Different similarity measurement methods (cosine,
dice, etc.) can be used instead of the Jaccard similarity.

(2) In the binary conversion process in representation
schemes, different conversion methods can be proposed
and used.

(3) Using the Pareto approach, the performance of ALO
and MFO algorithms can be increased by handling
many objectives for the HSD problem.

(4) Hybrid or adaptive methods may be proposed to
improve the performance of optimization algorithms
for this problem.

(5) These optimization methods can be integrated into the
classical machine learning algorithms for better results
in the automatic HSD problem.

(6) For the solution of the HSD problem, parameter opti-
mization can be performed using metaheuristic opti-
mization algorithms in deep learning algorithms.

(7) Parallel or distributed versions of these methods can be
proposed for efficient results in big data with respect to
many metrics.
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