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ABSTRACT Brain-Computer Interface (BCI) systems have obtained remarkable results in rehabilitation
and robot control processes by converting brain signals into control commands. The quantity of movement
speed is the fundamental issue in BCI that requires additional research. This paper investigated the classifi-
cation of the slow and fast speeds of eight different upper limb movements through electroencephalogram
(EEG) signals and information about the values of speed and maximum angle of movements from the
MPU6050 module. Datasets were obtained by recording the EEG signals from 10 subjects and the module
information connected on their right hand during movements. This study used Filter Bank Common Spatial
Pattern (FBCSP) and Wavelet-Common Spatial Pattern (W-CSP) methods to extract speed features of
movements. In both methods, features selected by the Mutual Information (MI) were sent to the Convolution
Neural Network (CNN) and various machine learning classifiers. Due to the results of subject-independent
speed classification, the FBCSP-CNNmethod obtained the highest accuracy of 90%with a Kappa coefficient
of 0.8 for flexion/extension of the shoulder. Results from our proposed method demonstrate the ability to
introduce a refined set of control commands into the BCI system by recognizing the features associated with
the speed of movement parameters.

INDEX TERMS Brain-computer interface (BCI), convolution neural network (CNN), electroencephalo-
gram (EEG), filter bank common spatial pattern (FBCSP), movement speed, wavelet-common spatial
pattern (W-CSP).

I. INTRODUCTION
The human brain is a significant part of the central nervous
system and the most complex structure known within the
human body [1]. The root of all thoughts, feelings, and behav-
iors is the link between neurons in the brain [2]. The sum
of changes in the electric field of neurons over time gen-
erates an electrical signal [3]. Electroencephalogram (EEG)
is one of the most commonly used non-invasive methods
for recording brain signals [4]. It is possible to identify
neurophysiological activities related to evoked potentials and
rhythmic brain activities by analyzing the EEG signals [5].
Event-related desynchronization (ERD) and event-related
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synchronization (ERS) patterns appear in the Mu and Beta
frequency bands during imagination or performing move-
ment [6]. EEG-based Brain-Computer Interface (BCI) sys-
tems are a field of research that has been used for different
purposes [7], [8], particularly in the area of rehabilitation to
assist patients with disabilities or motor injuries [9], [10].
There are five steps in the BCI system, including signal
acquisition, pre-processing, feature extraction, classification,
and control of interface devices [11]. The pre-processing
purpose is to eliminate noise, reduce artifacts, and get rid
of unwanted information. The feature extraction step max-
imizes the differences between the feature vectors for the
various classes, leading to higher classification accuracy [12].
Finally, training data is given to the classification algorithms
to construct a model based on features and assess the test data
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accuracy [13]. Bandara et al. [14] proposed a new method for
controlling a wearable robot with several degrees of freedom
by predicting a person’s intention to move in real-time via
EEG signal. The experimental stages included moving an
object, drinking, and resting. A time delay feature matrix was
used to provide input for the neural network and Support Vec-
tor Machine (SVM) classifiers. Hortal et al. [15] developed a
way of detecting the beginning and end of walking with the
ERD phenomenon. They used the Motion Capture system,
which was a wireless motion analysis system. Jin et al. [16]
proposed a spars Bayesian ELM (SBELM)-based method
that improved motor imagery classification performance on
a dataset from BCI Competition IV IIb by controlling model
complexity and removing additional neurons.

The Common Spatial Pattern (CSP) is one of the most pop-
ular methods for separating data between two classes [17].
Ang et al. [18] used both the CSP and Filter Bank
Common Spatial Pattern (FBCSP) methods to separate
the 4-class motor imagery data. They could extend the
2-class CSP method into a multi-class through One-Versus-
Rest (OVR) and Divide-and-Conquer (DC) approaches.
Suwannarat et al. [19] examined the classification of Motor
imagery tasks that included wrist flexion/extension, hand
opening/closing, and forearm pronation/supination of both
hands. In this study, features were obtained from the CSP
method, once for the whole band and second for five filter
banks. Then, the classification was performed by SVM and
LDA classifiers. López-Larraz et al. [20] studied proximal to
distal articulate movements of the shoulder, elbow, and wrist
of patients and healthy subjects. Then, they analyzed the ERD
and Movement-Related Cortical Potential (MRCP) patterns.
Bhattacharyya et al. [21] suggested an interval type-2 fuzzy
classifier to decode the wrist movements (flexion and exten-
sion) and the finger (opening and closing the fist), which dealt
with the uncertainty of the EEG signal during different ses-
sions. The first level of classification was about moving or not
moving. The second level specified themovement of the wrist
or finger, and the third level focused on the type of movement
performed. Robinson et al. [22] investigated the detection
of direction and speed of movements. They recorded EEG
signals as subjects moved their hands at two slow and fast
speeds in four different directions: up, down, left, and right.
Wavelet-Common Spatial Pattern (W-CSP) and Fisher Linear
Discriminant (FLD) were used to extract features and clas-
sification, respectively. Bhattacharyya et al. [23] proposed a
two-level classification method to differentiate between fast
and slow handmovement execution. The feature vectors were
obtained through the Welch method and tested on the SVM,
Naive Bayesian (NB), Linear Discriminant Analysis (LDA),
and K-Nearest Neighbor (KNN) classifiers.

Deep learning is a branch of machine learning, artificial
intelligence, and a set of algorithms that attempt to model
high-level abstract concepts using different levels and layers
of learning [24]. Due to the power and accuracy of Deep
learning in real-world issues, it has achieved remarkable suc-
cess in many areas such as speech recognition [25], language

processing [26], and computer vision [27]. Cheng et al. [28]
suggested the feature extraction method based on Principal
Component Analysis (PCA) and a Deep Belief Network
(DBN). The use of the PCA-DBN algorithm on BCI com-
petition data reduced the algorithm complexity quickly and
eliminated additional information. Chen et al. [29] recog-
nized the human movement intention from EEG signals of
the BCI2000 dataset. A particular kind of Recurrent Neural
Network (RNN), Long Short TermMemory (LSTM), created
temporary features after separating the signals into different
frequencies. Finally, a layer exploited the temporal correla-
tion between signal properties. They found that Multi-task
RNN could increase the correlation between different EEG
frequencies by learning differentiated signals.

Convolution Neural Network (CNN) is one of the most
important deep learning methods in which multiple layers are
trained powerfully [30]. Sakhavi et al. [31] introduced a CNN
architecture for Motor imagery classification by presenting a
temporal representation of the data generated by modifying
the FBCSP method. Tang et al. [32] used a five-layer CNN
architecture for feature extraction and motor imagery tasks
classification. Kumar et al. [33] proposed a classification
method using a Deep Neural Network (DNN) with four lay-
ers. The results showed that using the CSP-DNN method on
several filter banks can reduce the number of calculations and
errors. Taheri et al. [34] introduced a method for separating
the imagery of hand and foot movements. Several signal
representations include discrete cosine transform, empirical
mode decomposition, Fast Fourier Transform (FFT), and
CSP, were combined in a matrix and were sent into the
AlexNet [35] architecture.

By studying the EEG-based BCI field, we found a few arti-
cles about classifying movement speed through EEG signals.
None of them has examined the speed of movement of the
upper limb joints by considering the direction of movement.
Formore variety and investigation on themovements a person
needs in life, this article examines the speed classification
of the wrist, shoulder, and elbow movements. It also offers
an idea for obtaining speed and angle values of movements
using the module. In the proposed algorithm, FBCSP and
W-CSP methods individually extract speed features from
EEG signals, and the MI method selects the distinctive fea-
tures. Because of the importance and effectiveness of deep
learning in signal analysis, the CNN classifier is used, and its
performance is compared with other classifiers.

The rest of the paper includes the following: Section II
describes the steps of data acquisition. Section III intro-
duces the proposed algorithms and explains their subsections.
Section IV shows the results, followed by the conclusion
in Section V.

II. EXPERIMENT
A. DATA ACQUISITION
In this experiment, 10 healthy right-handed people partici-
pated, including 7 women and 3 men between the ages of
20 and 29. EEG signals were recorded with a 250 Hz
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FIGURE 1. Location of electrodes according to the 10-20 system.

FIGURE 2. Location of the module on hand.

sampling rate and by 21 electrodes, according to the
10-20 system as shown in Fig. 1. Two electrodes near the
right ear (A2) and near the left ear (A1) were considered as
a reference, and 19 other electrodes were placed at different
positions. Due to the elimination of noise, artifacts, and use
of important information, two frequency filters, including
a 50 Hz notch filter and bandpass filter in the frequency
range of 0.5 to 70 Hz, were adjusted in the software of
the Encephalan EEG recorder [36]. As shown in Fig. 2,
the MPU6050 module was attached to the subject’s right
hand with the wristband to obtain movement acceleration
in three directions of X, Y, and Z axes and movement
angle around X and Y axes. In each scenario, the subject
sat in front of the computer screen with the module on
hand and performed eight upper limb movements, including
M1 (flexion/extension of the wrist), M2 (radial/ulnar devi-
ation of the wrist), M3 (pronation/supination of the wrist),
M4 (flexion/extension of the shoulder), M5 (vertical abduc-
tion/adduction of the shoulder), M6 (horizontal abduction/
adduction of the shoulder), M7 (lateral/medial rotation of the
shoulder), and M8 (flexion/extension of the elbow).

Fig. 3 shows the timing scheme and visual cues of a sce-
nario that consists of 346 s. The cues for each movement are
as follows: First, a cross is indicated in the middle of the lap-
top screen for 3.5 s. In this case, the person looks at the center
and refuses tomove. Then, the image of the type ofmovement
is displayed for 12 s, and the participants adjust their initial
hand’s position by seeing it. By displaying the white circle for

15.5 s, the subject performs the movement shown in the pre-
vious step. Finally, the ‘‘rest’’ text is displayed for 11 s, which
is a sign of returning to the desired state and rest. After the
third movement, the text of the ‘‘starting new movements’’ is
demonstrated for 10 s. Then, the subject makes the necessary
preparations for the subsequent movements. Fig. 4 shows
subject number 9 preparing to perform M2 movement. The
designed scenario was displayed 16 times for each subject.
In 8 of them, the subject performed the movements at fast
speed, and in the other 8 times, the subject performed the
movements at slow speed. Therefore, by considering all sub-
jects, each type of movement was repeated 80 times slowly
and 80 times rapidly.

B. MODULE CONNECTIONS
For designing the accelerometer and goniometer, we used
the Arduino NANO V3 with ATmega328p CPU and
GY521-MPU6050 sensor module with 3-axis Gyroscope and
3-axis accelerometer. Fig. 5 shows the connections between
the Arduino, module, and the laptop.

The Arduino Nano board was connected to the laptop by
two cables. The first cable is a USB to TTL serial converter to
apply the trigger while performing movements. The second
USB was used to power the Arduino and send acceleration
and angle information to the PLX-DAQ software. We wrote
the codes related to finding acceleration and angle values in
Arduino IDE software and sent them to the Arduino Nano
board.

III. PROPOSED METHODS
Two proposedmethods were used to analyze EEG signals and
classify the speed of movements. They were simulated using
MATLAB 2017a software on a laptop with 8 GB of RAM and
a 3 GHz Core i7 CPU. Fig. 6 shows the block diagram of the
proposed methods. First, movement intervals were separated
from the EEG signals recorded in each scenario. Then, in the
subject-independent model, identical movements based on
speed were allocated into two groups, fast and slow. For each
type of movement, 72 movements equal to 90% for training
and 8 movements equal to 10% for testing were randomly
selected in each speed group. In addition, 10-fold cross-
validation was considered for evaluating the performance of
the models. Subsequently, the feature extraction process was
performed in the first proposed method by FBCSP and in
the second proposed method by W-CSP. The filter bank in
the FBCSP method and the wavelet in the W-CSP method
also removed the artifacts. After selecting the distinctive
features by the MI method, feature matrices were labeled and
then mixed. Labeled features were sent to KNN, LDA, NB,
SVM, and CNN classifiers. Finally, the accuracies of subject-
independent speed classification for each type of movement
were obtained by following the steps of Fig. 6.

During the scenario execution, the last output column of
the MPU6050 module changed from value one to zero by
displaying white circles. Thus, the separation of acceleration
and angle values of each movement occurred between the
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FIGURE 3. Timing scheme and visual cues of a scenario.

FIGURE 4. Image of subject number 9 preparing to perform
M2 movement during the experiment.

FIGURE 5. Connections of arduino nano board to MPU6050 module and
laptop.

beginning of zero and 15.5 s later. After applying the second-
order Butterworth high pass filter, the speed of movements in
three directions was obtained by integrating from the surface

FIGURE 6. Block diagram of the proposed methods.

below the acceleration diagrams. For each type of movement,
mean speed and maximum angle values were calculated.

A. FEATURE EXTRACTION USING THE FBCSP
The FBCSP method uses EEG frequency sub-band informa-
tion to obtain the optimally weighted combination of filtered
channels. The FBCSP algorithm includes a filter bank that
decomposes the EEG signal into nine bands of 4 to 40 Hz
with a frequency interval of 4 Hz using a bandpass filter [37].
Then, for each sub-band, the CSPfilter is calculated. The CSP
algorithm is used extensively for distinguishing between two
classes. The purpose of CSP is to design spatial filters that
lead to new time series. By applying spatial filters to inputs,
the variance of the signal is maximized in the first class and
minimized in the second class [38]. The method of designing
filters is based on the simultaneous diagonalization of two
covariance matrices for two classes [39]. For analyzing the
CSP method, consider the raw EEG data as a matrix X with
N × T dimensions. Where N is the number of channels, and
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T is the number of samples per channel. The normalized
spatial covariance of the EEG for the two classes are as
follows:

Ca =
XaX ′a

trace(XaX ′a)
(1)

Cb =
XbX ′b

trace(XbX ′b)
(2)

where Ca and Cb respectively are the covariance matrix for
Xa and Xb. ‘‘Trace’’ represents its sum of the diagonal ele-
ments of the matrix and X ′ denotes the matrix transposition.
The mean of the normalized covariance matrixCa and Cb are
added together to form the composite covariance matrix C .

C = Ca + Cb (3)

In (3), C can be displayed as C = UλU ′. Where U is the
eigenvectors matrix and λ is diagonal matrix. The eigenvalues
are arranged in descending order and the whitening transfor-
mation matrix P is calculated as follows:

P = λ−
1
2U ′ (4)

If P is applied to the average covariance matrix Ca and Cb,
all eigenvalues of PCP′ are equal to one. Therefore, it can
be said that Sa = PCaP′ and Sb = PCbP′ have common
eigenvectors. If Sa = BλaB′ and Sb = BλbB′ then λa+λb = I
where I is a unique matrix. The common eigenvector is B,
which can simultaneously produce the largest eigenvalues for
Sa and the smallest eigenvalues for Sb, and vice versa. The
spatial filtermatrixW with dimensionsN×N for transmitting
the EEG signal to another space is obtained by:

W = B′P (5)

The matrix Z is calculated by multiplying 2m lines of W
with the largest difference in variance and the EEG signal as
follows:

Z = WX (6)

Finally, the feature vectors are computed as follows:

fp = log

(
var(Zp)
2m∑
i=1

var(Zi)

)
(7)

where p indicates the row number of matrix Z and Zp indi-
cates the corresponding row vector.

Fig. 7 shows the performance of our FBCSP algorithm.
In this feature extraction process, the training and test data
of fast and slow groups were filtered in nine frequency bands
by a fifth-order Butterworth bandpass filter. For each sub-
band, training data were entered into the CSP algorithm and
created a spatial filter matrix. Each spatial filter was applied
to the training and test data. Then, for eachmovement, feature
vectors were obtained.

FIGURE 7. Feature extraction process using the FBCSP algorithm.

B. FEATURE EXTRACTION USING THE W-CSP
The W-CSP is consists of Wavelet and CSP algorithms. The
Discrete Wavelet Transform method eliminates the draw-
backs of the FFT algorithm. FFT-based signal analysis works
well when its frequency spectrum is not time-dependent.
Displaying the time-frequency of time-series signals are
an attractive way to capture frequency information at low
frequencies and time information at high frequencies. The
wavelet method is one such technique that uses multiple
resolution analysis [40]. For continuous-time signal x(t),
the wavelet transform is defined as follows:

WTx(j, k) =
1√
aj0

∫
x(t)ψ∗

(
t − kaj0b0

aj0

)
dt (8)

where ψ∗ indicates conjugate of mother wavelet, kaj0b0 is
the transmission parameter, aj0 is the scale parameter and
j represents the wavelet level. At each decomposition level
during a dyadic sequence, the approximation coefficients are
created by passing the signal through the low pass filter and
the detail coefficients are generated by passing the signal
through the high pass filter as follows:

CAj (k) =
∞∑

n=−∞

xj−1 (n) l (n− 2k) (9)

CDj (k) =
∞∑

n=−∞

xj−1 (n) h (n− 2k) (10)

where CA and CD represent approximation coefficients and
detail coefficients, respectively. h denotes the high pass filter
and l denotes the low pass filter. After separating the signal
into high and low frequencies in the first level, the wavelet
transform in the next steps is taken only from the low-
frequency part [41].

Fig. 8 shows the overall performance of our W-CSP algo-
rithm. In this feature extraction process, the Daubechies
wavelet of order six (db6) was used. The training and test data
related to fast and slow groups in 8 levels were decomposed
into high and low frequencies. The detail coefficients of
the training data of two classes were entered into the CSP
algorithm and created a spatial filter matrix at each level.
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FIGURE 8. Feature extraction process using the W-CSP algorithm.

Each spatial filter was applied to the detail coefficient of
training data and test data, depending on the wavelet conver-
sion level. Finally, the feature vectors were obtained for each
movement.

C. MUTUAL INFORMATION
The MI method measures the extent of nonlinear dependen-
cies of two random variables [42]. This method is closely
related to the concept of entropy of a random variable. For
discrete arbitrary variables X and Y , the MI is calculated
using the following equation:

I (X ,Y ) =
∑
y∈Y

∑
x∈X

P(x, y) log
(

P(x, y)
P(x),P(y)

)
(11)

where p(x, y) is the joint probability distribution function of
X and Y . p(x) and p(y) are the marginal probability distribu-
tion functions of X and Y , respectively. The MI method can
also be computed as:

I (X ,Y ) = H (X ,Y )− H (X |Y )− H (Y |X ) (12)

where H (X |Y ) and H (Y |X ) are the conditional entropies and
H (X ,Y ) is the joint entropy of X and Y .
In this study, feature selection was executed by the MI

method. The obtained feature vectors were arranged in
descending order based on the degree of independence. For
each movement, 150 features were selected and sent to the
classifiers as input.

D. CONVOLUTION NEURAL NETWORK
CNN is a type of artificial neural network that is usually
trained with multi-layered architectures. Two forward and
backward propagation steps are used for network training.
The primary purpose of the forward step is to move the input
information with weight and bias parameters to the layers and
generate the output. In the backward step, network parameters
are updated to reduce network error calculated by the loss
function [43]. The standard CNN model consists of an input
layer, a hidden layer, and an output layer. The hidden layer
includes the convolution layer, the pooling layer, the fully
connected layer, and activation functions.

In the convolution layer, a series of filters or kernels extract
local features from the input and produce feature maps [44].
By considering the ith feature map of the lth layer as x li and
the kth featuremap of the layer l−1 as x l−1k , themathematical
definition of convolution layer is described as follows:

x li = f

(∑
k

wlk,i ∗ x
l−1
k + bli

)
(13)

where bli is the bias for the ith feature map of the current
layer, wlk,i represents the connecting weight from the kth
feature map of the previous layer to the ith feature map of
the current layer, ∗ indicates the convolution operation, and
f (.) is the nonlinear activation function [45]. Applying a
nonlinear function after layers of weight is very important
because it allows a neural network to learn nonlinear map-
ping [46]. In this study, the Relu activation function was used
that is expressed as follows:

f (x) = max (0, x) (14)

After the convolution layer, the principal aim of the pooling
layer is to compress the dimension of feature maps without
changing their numbers [47]. The common types of pooling
are max pooling and average pooling that reduce the compu-
tational complexity and increase training speed. By consid-
ering x li and x

l−1
i as the ith feature map of the current layer

and previous layer, respectively, the pooling can be defined
as follows:

x li = f
(
Blidown

(
x l−1i

)
+ bli

)
(15)

where down (.) denotes a down-sampling function, bli and
Bli are additive and multiplicative biases for ith feature map
of the lth layer, respectively. Final output feature maps are
flattened into a one-dimension array and joined to one or
several fully connected layers [48]. Afterward, the probability
distribution of output classes are calculated by the Softmax
function as follows:

σ (Z )i =
eZi

K∑
j=1

eZj
for i = 1, 2, . . . ,K (16)

where Z ∈ RK is the input vector. The output values are
between 0 and 1 and their sum is equal to 1. In the back-
propagation stage, for evaluating the network performance,
the loss function calculates the distance between the outputs
predicted by the network and the desired output [49]. Then,
weights are updated with the help of the gradient descent
approach.

Fig. 9 shows our proposed CNN architecture. Each input
contains selected features of a movement that are arranged
in a 150 × 1 matrix. A kernel with a size of 30 × 1,
stride 2 × 1, and zero-padding 0 × 1 was moved on the
inputs in the convolution layer. In this layer 16 kernels were
applied, which created feature maps with a depth of 16 and
dimensions of 62 × 1. Following the convolution layer, the
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FIGURE 9. Proposed CNN network architecture.

Relu activation function was used. Then, the max-pooling
layer with kernel size 2 × 1 and stride 2 × 1 was applied to
extract the features, which changed the dimension of feature
maps to 31× 1. Finally, the fully connected layer brought the
features together, and in the output layer, a Softmax function
was utilized to classify the speed of movements. Also, cross-
entropy was used as a loss function. In the network training,
150 epochs with an initial learning rate of 0.4 and a mini-
batch size of 72 were tuned as hyper-parameters. Epoch is
a full pass over the training set, the batch size denotes the
number of processed samples before updating weights, and
the learning rate determines the step size of the adjustments
made to the weights.

E. MACHINE LEARNING HYPER-PARAMETERS
The hyper-parameters need to be set correctly to increase the
performance of models. In this section, we discuss the hyper-
parameters of machine learning classifiers that were tuned.
KNNClassifier is a non-parametric learning algorithm that in
the classification settings, the distance between the point that
wants to be labeled is calculated with the k nearest points. The
decision on the label of the desired point is made according
to the maximum votes of neighboring points [50]. In this
classifier, the Euclidean distance metric was used, and K = 1
was considered as the nearest number of neighbors. LDA
classifier is utilized for dimensionality reduction problems
aiming to maximize the between-classes variance and min-
imize the within-classes variance [51]. In the LDA classifier,
the value of Delta, which is a linear coefficient threshold, was
considered zero. NB classifier is based on the Bayes theorem,
a probabilistic machine learning model that assumes features
are independent of each other. In this classifier, Gaussian
distribution function was used to estimate the distribution of
the data. The SVM classifier aims to create a hyperplane to
maximize the margin between the support vectors of the two
classes [52]. When the data of classes are not separable, their
separation by a linear boundary is always accompanied by
an error. In this case, the Kernel function is used to transfer
training data from the original space to a high-dimensional
space [53]. Also, the regularization coefficient (C) strikes a
balance between maximizing margin and minimizing classi-
fication error. In the SVM classifier, linear kernel function
and C = 1 were tuned as hyper-parameters.

TABLE 1. Accuracy of classifiers using thE FBCSP algorithm.

TABLE 2. Accuracy of classifiers using the W-CSP algorithm.

IV. RESULTS AND DISCUSSION
This section presents the simulation results of the proposed
algorithms. Table 1 and Table 2 show the accuracy of KNN,
LDA, NB, SVM and, CNN classifiers for classifying fast
and slow speeds of movements (M1, M2, M3, M4, M5,
M6, M7, and M8) in the subject-independent model using
FBCSP and W-CSP feature extraction methods, respectively.
The last row of the tables shows the average accuracy of all
movements based on the type of classifiers. Overall, it is clear
that the classification accuracy of CNNby the FBCSPmethod
is higher than other classifiers in all movements. However,
the most remarkable accuracies by the W-CSP method in
M1, M2, M3, M4, and M5 movements are related to CNN
classifier, and in M6, M7, and M8 movements are related to
the SVM classifier. Moreover, the NB and LDA classifiers
using both FBCSP and W-CSP methods comprise the lowest
classification accuracies.

As Table 1 shows, the accuracies of the CNN classi-
fier using FBCSP are between 80% and 90%, which is the
lowest value for M6 movement and the highest value for
M4 movement. At the same time, the accuracies gained by
the SVM classifier are approximately 79-87% and by the
KNN classifier are nearly 77.5-84%. The significant differ-
ence between them and the CNN classifier’s accuracies is
in M4 movement. Meanwhile, the results of LDA and NB
classifiers with notable differences of 7.5-15% and 6-12%,
respectively, are less than the results of the CNN classifier.
As Table 2 shows, classification accuracies of the CNN from
M1 to M5 movements with 79.5-85% are slightly more than
the SVM and KNN classifiers. Whereas, in M6, M7, and
M8movements, the SVMclassifier performed approximately
1-3% better than the CNN classifier. Additionally, the LDA
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FIGURE 10. Kappa coefficient plot of the FBCSP method for classifying
the speed of eight upper limb movements.

FIGURE 11. Kappa coefficient plot of the W-CSP method for classifying
the speed of eight upper limb movements.

classifier with 65.5-77.5% and the NB classifier with
68-76.5% possess low accuracies.

Due to Table 1 and Table 2, the average speed classification
accuracy of the KNN, LDA, NB, SVM, and CNN for all
movements with the W-CSP method is 2%, 1.3%, 1.4%, 1%,
and 3.7% lower than using the FBCSP method, respectively.
It is obvious that the performance of the FBCSP algorithm
is effective compared to the W-CSP algorithm in extracting
distinctive features. Consequently, we can introduce CNN,
KNN, and SVM as efficient classifiers in this study, which
the performance of FBCSP-CNN is the best between our pro-
posed methods. By this algorithm, the speed of M4, M5, and
M1movements with 90%, 86.25%, and 83.13%, respectively,
are better classifiable than other movements. For detailed
analysis, Cohen’s Kappa coefficients of the proposed algo-
rithms for classifying the speed of movements were drawn
in Fig. 10 and Fig. 11. Kappa coefficients were achieved
between 0.6 and 0.8 using the FBCSP-CNN method and
between 0.5 and 0.7 using the W-CSP-CNN method.

Table 3 shows the average speed of fast and slow move-
ments for all subjects after filtering and averaging from below

TABLE 3. The average speed of fast and slow movements for all subjects
in X, Y and Z directions.

TABLE 4. The average of the maximum angle of movements for all
subjects around X and Y aces.

the acceleration diagram in X, Y, and Z directions. Also,
Table 4 shows the average maximum angle of movements
around the X and Y axes for all subjects. We analyzed
the values obtained from the MPU6050 module based on
Fig. 2 and Fig. 3 because they specify the kind of movement,
module position, axes, and rotate direction. The speed values
indicate the amount of movement in centimeters per second.
On the side of performing movements, the speed values for
fast mode are higher than in slow mode. It is remarkable that
the difference between the speed values of themovementsM1
and M2 is less than other movements. Consequently, it can
be said that the speed difference increases in movements that
require longer distances to perform. According to the results,
acceptable values for the angle and speed of movements
have been obtained, but these values are not very accurate.
By modifying the module location and using a module that
can directly measure movement speed, the results can be
improved.

V. CONCLUSION
In this study, our goal was to design an algorithm that can
extract information about the speed of various movements
from the subjects’ EEG signals and classify them into fast
and slow classes. Also, we tried to find the speed and angle
values of movements from the MPU6050 module attached to
the subject’s hand. The FBCSP algorithm in the first proposed
method and the W-CSP algorithm in the second proposed
method was used for extracting speed features. After select-
ing the features using theMI method, KNN, LDA, NB, SVM,
and CNN classifiers calculated the speed classification accu-
racy of movements. Comparing the subject-independent clas-
sification results showed that the speed of flexion/extension
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of the shoulder and vertical abduction/adduction of the
shoulder are more separable and achieved an accuracy
of 90% and 86%, respectively, with the FBCSP-CNNmethod.
Determining the values of speed and position of movements
and their relationship with EEG signals can help design
wearable robots. In this study, the speed and angle values
obtained from the module were not very accurate. These
values can be improved using a device with high accuracy in
obtaining speed values directly, sending motion information
viaWi-Fi to the computer, and connecting themodule directly
to the subject’s hand. Also, to enhance the accuracy of the
classifiers, the repetition of slow and fast movements can
be increased. In the direction of this study, we can consider
motor imagery instead of doing movements, investigate the
speed of feet and left-hand movements, and increase two
classes to three classes by recording EEG signals when
performing movements at normal speed. The future work
includes the classification of eight movements using the
expansion of the two-class CSP method to multi-class.
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