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ABSTRACT Nowadays, companies and official bodies are using the data as a principal asset to take strategic
decisions. The advances in big data processing, storage and analysis techniques have allowed to manage the
continuous increase in the volume of data. This increase in the volume of data together with its high variability
and the large number of sources lead to a constant growing of the complexity of the data management
environment. Data governance is the key for simplifying that complexity: it is the element that controls the
decision making and responsibilities for all the processes related to data management. This paper discusses
an approach to data governance based on ontological reasoning to reduce data management complexity.
The proposed data governance system is built over an autonomous system based on distributed components.
It implements semantic techniques and automatic ontology-based reasoning. The different components use
a Shared Knowledge Plane to interact. Its fundamental piece is an ontology that represents all the data
management processes included in data governance. A prototype of such a system has been implemented
and tested for Telefonica’s global video service. The results obtained show the feasibility of using this type
of technology to reduce the complexity of managing big data environments.

INDEX TERMS Big data, data governance, knowledge-based management, ontologies, reasoning, OWL,
SWRL.

I. INTRODUCTION
An increase in the exchange of data volume in networks has
been recorded daily, the use of social networks or IoT are
two simple examples about it. In October 2020, the num-
ber of Internet users was 4,660 million, that is, 60% of the
world’s population. Facebook was the world’s largest social
network with 2.701 million monthly active users. Twitter,
with 353 million monthly active users, is one of the social
media networks that people will more likely use to share its
opinion. LinkedIn is the world’s largest professional network
with 467 million registered users. YouTube has more than
2.0 million unique users every month and is available on
hundreds of millions of devices. Global monthly mobile data
volume was 46.1 exabytes [1].

Nowadays, the importance of data has increased expo-
nentially for companies, from being something that is just
consulted or reported to becoming one of the most important
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corporate assets. Companies make strategic decisions that
lead to success or failure based on exclusively data analysis.
In addition, the structure of companies has grown in com-
plexity in the last years. The combination of these factors has
created new challenges in data management [2], [3].

Companies have gone from being able to address this
information management with small databases controlled by
a small number of people to use a large number of physical
resources (own or external) distributed in between many
branches of the corporation [4].

Data analysis’ field of application is as wide as the produc-
tive sectors [5]. Thus, any company in any sector can improve
its productivity with data analysis application. In sectors such
as banking, insurance or telecommunications, the use of data
analysis is currently more consolidated, but its extrapolation
to others would be easy as the companies share multiple
processes. But to achieve this implementation, the entire
company must have a clear orientation towards data, from the
top of management to the last of the employees in any of its
branches.
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Furthermore, the interest in keeping the security and pro-
tection of data has grown, with regulatory standards that are
mandatory for companies to comply with. General Data Pro-
tection Regulation’s (GDPR) is an example in the European
Union (EU) [6].

An example of this type of company is Telefónica, which
is aware of the power of Big Data techniques to define its
business strategy and offer its customers the best service offer.
It also ensures the security of customer data by implementing
all the necessary controls for this. The complexity derived
from handling the data associated with its services is very
high, due, among other reasons, to the enormous volume of
data associated with the large number of clients, its imple-
mentation in different countries and the high variability of
the data over time.

Big data is more than the processing of a massive volume
of data. Big data takes into account the multiple variability of
data sources, the high velocity of data change and warranty
of data veracity to generate value for the companies with the
transformation of the data in knowledge [7].

Companies have more andmore data, but they have serious
problems to convert them in business asset, even when using
big data techniques.

This can be explained with a simple example. In an oil
exploration, when a vein is found, the fluid flies without con-
trol and without being able to obtain the desired performance.
Only when it is channeled the first step to reap the benefits
is taken. Something similar happens with data. At this time,
the number of data associated with any environment is con-
stantly growing and if it is not controlled, the value of one of
the largest assets would be wasted.

Value captured from data requires a global vision. Con-
tinuing with the example of oil, we cannot only settle for
the channeling of crude oil at its exiting from the vein,
we also must keep in mind its entire life cycle. From the
first instant, when the crude is extracted, and until it is con-
sumed by the engine of a car, the entire process must be
considered, taking into account even the waste that is gen-
erated. All the elements that participate in the data lifecycle
must collaborate for data recollection, transform, and lastly,
analysis.

The stakeholders with the most visibility in the data envi-
ronment are data scientists and data architects. The former
use analysis software based on artificial intelligence, machine
learning and statistics algorithms with which to prepare the
data for the generation of prescriptive and predictive models
that help in decision-making. The latter oversee the design
and guarantee the availability of systems and architectures
(both hardware and software) for handling large and different
varieties of data.

But none of them could carry out their work without the
management and administration work of the concept known
as data governance. The ‘‘magic’’ of the data is based on it.
This piece is the one that simplifies all the investments in
resources of the environment of the data management making
them profitable.

Data governance can be defined as the system composed
of decisions and responsibilities for processes related to data
management, executed according to defined models, which
describe the actions to be taken and by whom, with what
data, when, in what situations, and with which methods. This
definition excludes the actions to carry out these decisions,
which would be included in data management. Governing the
data is not determining a mathematical model that gives the
prediction of the traffic on a highway along a bridge nor is
executing the Extraction, Transformation, and Loading (ETL)
routines on the data but setting the rules of the game so
that this model is implemented or that the ETL routines are
executed efficiently. The difference between data governance
and data management is thus clearly marked.

Data governance exercises its control over data processes
such as data quality, data security, data architecture, data
modeling and design or data storage and operations. There are
several frameworks which describe data governance environ-
ment which includes the stakeholders involved in it and their
responsibilities.

Its complexity has been increased in the last years due to
the increasing number of stakeholders and activities associ-
ated with the big data. So, accessing and managing data is
difficult due to their distribution into all the organizations,
into the companies and their heterogeneous sources [8]. The
variety of the sources over different administrative environ-
ments makes more complex the data management. Therefore,
the implementation of these frameworks is a complicated
task.

The use of ontologies would help in the framework imple-
mentation task. Ontologies offer great advantages in knowl-
edge representation, especially thanks to their formalization
and great expressiveness, in multiple fields, but also in the
field of the data governance. In addition, ontologies will allow
to represent their behavior though the definition of rules,
restrictions, and policies.

In this paper,

• We describe an ontology to cover the whole vision of
the data governance framework, including all the data
processes and their relations.

• In addition, a whole new ontology-based reasoning dis-
tributed system for the process of decision associated
with the data governance processes has been developed.
The key element for it is a Shared Knowledge Plane
(SKP).

• Within this SKP, a set of rules has been developed to con-
trol the actions related to the data governance processes.

• Two use cases have been defined in order to evaluate the
system. The cases are focused on ETL and security pro-
cesses as data governance aspects. These use cases have
been tested in a Telefonica’s preproduction environment
with a data collection from global video service. The
results obtained show the feasibility of using this type
of technology to reduce the complexity of managing big
data environments.
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The reminder of the paper is organized as follows: in
Section II the state of the art of our field of interest is pre-
sented; Section III is devoted to give a detailed description of
our model, including Shared Knowledge Plane Description
and, in Section IV a case study on the implemented model in
security management is presented, in Section V conclusion
and future works are discussed.

II. RELATED WORK
This section reviews the most representative research within
the scope of the article. It begins with the approach about
Big Data, showing the difficulty of its management and intro-
ducing the governance of the data as the key element of the
management. From there, different solutions that have been
proposed as data governance frameworks are shown. To con-
clude, different researches in the use of semantic reasoning
are reviewed.

We are living in a hyperconnected society where the vol-
ume of data exchanged in networks continues increasing
daily. Big data is making it easier for the companies the
collection, management, and analysis of all the generated data
to improve their business strategies and decision making.

In [7], big data was defined based on the following charac-
teristics:

• Massive Volume of available data for the analysis due to
their automatic generation.

• High Velocity for the data generation and storage due to
the massive and constant flow of data. Data is created in
real time.

• Multiple Variety due to the high heterogeneous data
sources.

Since then, two concepts had been added to the definition
to complete five dimensions (5 V’s) [9]:

• Data veracity must be guaranteed by the companies to
avoid problems about the trustworthiness of the data.

• Value generation for the companies with the transforma-
tion of the data in knowledge.

This definition can be completed with other characteris-
tics [10] like:

• Exhaustivity, meaning that an entire data collection is
captured, rather than being sampled.

• Fine-grained, in order to access to the datasets.
• Relationality, as big data contains common fields that
enable the conjoining of different datasets.

• Extensionality, to add or change new fields easily and
scalability to expand in size rapidly.

• Variability, which refers to the inconsistent speed at
which data are loaded into big data environment.

The most important characteristic from the presented
above is the value generation for the companies that invest
many resources to transform the data into strategic asset.
This transformation happens when the data is converted in
knowledge. This series of transformations are depicted in the
‘‘knowledge pyramid’’ defined in [11].

Data can be defined as symbols that represent properties of
objects, events, and their environments. Data is a raw input
directly sensed from the environment. On the other hand,
information is the result of inferences, calculus, or refine-
ments of data. Finally, knowledge is the skill that allows the
transformation of information into instructions. Thanks to
these instructions, it is possible to take control of a system and
make it work efficiently. Thus, knowledge can be defined as
the addition of information, patterns and trends, relationships,
and assumptions. These data morphs are included in the data
lifecycle process shown in Fig. 1.

FIGURE 1. Data lifecycle from its source to its usage, depicting the
transformation of data in knowledge uses.

Fig. 1 depicts the transformation of data that are generated
in multiple sources in Knowledge uses, like, for instance,
visualization of business reports. This process can be decom-
posed in several steps. Data Ingestion is the process of obtain-
ing and importing the data from the sources. Data can be both
streamed in real time and ingested in batches, and they have
multiples formats. Data integration is the process of combin-
ing data from different sources into a single unified vision.
Data transformation is the process of converting data from
one format to another, which is required for the destination
system. Data storage is the process of storing large amount
data. This phase is the last of the ETL (Extract, Transform
and Load) process. Finally, data analysis and modeling is the
process that turns data into more exploitable and valuable
elements for those who access and use it. The transformation
of data into knowledge is then ready to be carried out in each
one of the particular uses. The lifecycle is closed with the
continuous monitoring of the created uses to plan new actions
that could improve the results.

Data science is a set of fundamental principles that support
and guide the principled extraction of information and knowl-
edge from data [12], [13]. Data Science look for solutions
for business problems analyzing the data and is supported
by data engineering and processing, which includes big data
technologies, like Hadoop [14], [15].

Data management could not be possible without data gov-
ernance. Data governance defines managing actions of all
the processes involved in data science, Data engineering and
Processing. Data governance is referred to the control of
actions associated with the data-driven decision making but
not with their implementation [16], [17].

In [18], data governance is defined as following: ‘‘Data
governance specifies a cross-functional framework for man-
aging data as a strategic enterprise asset. In doing so, data
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governance specifies decision rights and accountabilities for
an organization’s decision-making about its data. Further-
more, data governance formalizes data policies, standards,
and procedures andmonitors compliance’’. From the research
studied so far, themost relevant issue is the complexity in data
management.

The above definition presents the data governance as a
framework that support the structure around which data man-
agement can be built. The most extended framework for
data Management is showed in data Management Body of
Knowledge (DAMA-DMBOK Guide), which is a collection
of processes that are generally accepted as best practices
within the data management areas. These areas are presented
as a wheel in whose center is the data governance planning,
oversight, and control over management of data [19].

Regarding data governance frameworks, some of them
are focused only in one of the data governance area like
data quality [17]. Others cover the data life cycle [20], [21],
[18], [22]. These frameworks take as reference point an IT
(Information Technology) framework approach like the IT
governance cube [23].

The semantic approach to data governance has risen to
solve the problems associated with the management of great
volume and their variety. There are several references about
the ‘‘Semantification’’ of big data Technology, like those
introduced in [24], [25], [26]. Furthermore, an Ontology-
Based Data Management (OBDM) was created to access and
use data by means of ontologies [27].

Multiple research works based on ontologies have been
developed in the last years. Ontologies help to ensure the
needed data quality before integrating data form a variety
of heterogeneous internal and external sources [8], [28].
These solutions import data from different sources, clean
and normalize that data, model it, and map the data from
each source against the concepts of a common ontology,
integrating the data between the different sources [25]. Other
research works are based on a semantic matching process
which finds the correspondences between different ontolo-
gies, that are merged for data integration [29]. Additionally,
other uses cases are proposed to be improved with approaches
based on semantic technologies like business process
integration [30].

Ontologies for describing data provenance management,
including any transformations, analyses, or interpretations
of the data, do exist already. An example would be the
PROVO ontology [31] (Provenance_Working_Group). Also,
there exist ontologies that are the base of systems focused
on situation awareness and decision making based on data.
KIDS (Knowledge Intensive Data System) is an example [32]
of this type of system. It is based on the Observe, Orient,
Decide, Act loop (OODA) [33]. The ontology presented in
that work represents both data hierarchy (Facts, Perceptions,
Hypotheses and Directives) that describe the process of gen-
erating action directives from the facts and the modes of
reasoning. As stated before, the main goal is to develop
situation awareness and to make decisions.

In this section we have reviewed previous research about
ontologies for big data, in order to develop the Shared Knowl-
edge Plane which is part of our proposal. Our representation
of the data governance domain takes as referent the Data
Management Body of Knowledge (DAMA). Although any
of the approximations presented could be valid, we chose
DAMA because it includes a detailed description of all the
data governance areas. The ontology defined in our work
enhance the PROVO ontology, including a new element to
represent the whole data governance domain.

A good idea is to use ontologies not only to represent
data governance domain, but also to control the big data
activities with reasoning rules. Thus, the data governance
processes can be managed form the events associated with
the big data activities, like events, objects, locations, and
actors. OWL, OntologyWeb Language [34], [35], is the more
extended ontology language but has expressive limitations.
SWRL (Semantic Web Rule Language) [36] was proposed
to complement OWL’s deficiency in ontology inference and
became in the standard rule language in semantic web. Also,
OWL is designed to be used when the information contained
in the documents needs to be processed by programs or
applications, and not just be presented to human beings. Thus,
we have chosen OWL for the definition of knowledge.

SWRL rules have been used as the base of reasoning
to cover multiples knowledge areas like modelling indus-
trial business processes [37], inferring models of medical
insurance fraud detection [38], power plant designs [39],
predicting diseases [40], or improving integrated products
design [41]. Recently SWRL, has been used in data man-
agement research. Concretely, in [42] C-SWRL has been
used to do continuous inference over stream data. C-SWRL
utilizes C-SPARQL (a framework which supports continuous
querying over data stream) filtering and aggregation of RDF
streams to enable closed-world and time-aware reasoning
with SWRL rules.

RACER, Pellet and HermiT are the most used reasoners to
execute the SWRL rules [43]–[45]. Different comparatives
about these reasoners have been developed [46]. In all of
them, Pellet is considered a very complete reasoner since,
in addition to supporting SWRL rules, it supports expressive
description logics and OWL2, and is able to reason with
ontologies through OWL-API.

We have chosen SWRL to implement the rules that control
the data government. SWRL has direct integration with OWL
and greater capacity for the representation of behaviour,
including the ability to define more rules. In addition, it is
supported by most of the semantic reasoners, so we have
chosen Pellet for our job.

As a summary of this section, Table 1 shows a classification
of the main related works discussed in this section.

III. DISTRIBUTED SYSTEM ARCHITECTURE
Data management is controlled by data governance. In this
section we describe our proposed autonomous system, based
on distributed components for data government processes.
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TABLE 1. Related works summary.

An autonomous system is made up of a set of heteroge-
neous components working in a coordinated way to obtain
a common goal. The main component’s characteristics are
its autonomy, social ability, reactivity, proactivity, mobility,
temporal continuity, adaptability and learning [47]–[49].

The success of such systems relies on their ability to
synchronize the performance of tasks assigned to each com-
ponent. To achieve that, components perform their assigned
tasks and exchange their knowledge and beliefs with the
rest [50], [51].

A particular implementation of extended MAPE-K (Mon-
itor, Analyze, Plan, Execute – Knowledge) model [52] based
on previous work [53], has been designed to govern the
architecture. The MAPE loop (see Fig. 2) is made up of com-
ponents for Analysis of Monitored facts from the managed
element, Planning response actions and Execution of these
actions. In order to complete it, a knowledge component has
been included to the control loop. The role of the managed
element for our extendedMAPE-Kmodel is assumed by each
one of the data management areas. Another assumption in our

FIGURE 2. The MAPE autonomic closed loop includes monitors of
sensors, reconfiguration actions or effectors and subcomponents for
analysis of monitored data, planning response actions, execution of this
actions and knowledge representation which governs all the components.

implementation of the model is about the execution phase.
Usually, MAPE-K loop acts by modifying the configuration
of a managed element. Nevertheless, our extended model
replaces themanagement element for data modifying its man-
agement properties (i.e. generates a new cyphered file).

From the elements that compose the MAPE-K model,
Knowledge is the key element in our proposed architec-
ture. It includes the description of the data domain for each
component based on an ontology. This ontology includes a
conceptual model with concepts, relations, and individuals.
The knowledge could be modified when the environment
conditions change due to external causes or new knowledge
is inferenced by the components during the execution phase.

The use of an autonomous system based on distributed
components allows addressing the main challenges in the
design of the architecture presented in this paper. There will
be a set of distributed components working in a collabo-
rative way. Components will be distributed across different
administrative environments and dedicated to different data
management areas, like data quality or data security. Each
component is associated with one management area on a
specific domain. In addition, each component will have an
associated knowledge plane of its domain. Each component
will have the capability of sharing experiences related to its
environment with the rest of the components. The set of all
knowledge planes is called Shared Knowledge Plane (SKP)
which is the fundamental element of the new architecture.

Fig. 3 shows the system architecture. It depicts the dis-
tribution of the Components for the different administrative
domains and data management areas (data quality, data secu-
rity, data architecture, etc.) The management of the data gov-
ernance is performed at two levels: one associated with each
data management areas (intra-domain) and another that links
all the operational tasks, providing a global data management
(inter-domain).

It meets the requirements discussed above such as coherent
distributed reasoning and managed shared knowledge

The Shared Knowledge Plane (SKP) is represented in the
central part of the Fig. 3. A rule-based reasoning technique
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FIGURE 3. System architecture for data governance includes a component
for each administrative environment and dedicated to different data
management areas and SKP composes by an ontology and the rules that
determinate the way of interaction between different management areas.

was chosen to control of the whole data management. Using
this approach, each component contains a rule engine and
therefore, its behavior is reduced to perform rule-based infer-
ence.

The goal of data governance is ensuring that all actions
included in data management are carried out correctly. The
result of the inference process generates new knowledge
about the operation of data management actions. The infer-
ence process controls the correct performance of data man-
agement and generates the signals that trigger corrective
actions in the event of any type of problem. For example,
in the case of security management, if an alarm appears
indicating that some field in a file that should be anonymized
is not, the inference process generates the signals that the
processes launch so that these fields are anonymized.

A. SHARED KNOWLEDGE PLANE
The fundamental element of the proposed architecture is the
Shared Knowledge Plane (SKP) which provides government
of the whole data management [53]. It contains the semantic
model, the set of instances and the reasoning rules that govern
the behavior of the autonomous component. The fact that the
domain description and the management rules are enclosed
within the ontology reduces the complexity of the compo-
nents. As it was introduced above, SKP is composed by the
union of the entire knowledge plane from each component.
This union is not disjoint, so the modification of the part
associated to a component could affect other components’
behaviour.

The first step in building the SKP is the design of a
conceptual model describing the domain, and its associated
ontology. OWL [34], [35], has been chosen as the implemen-
tation language. The use of an ontology language to define the
management information offers advantages such as the ability
to use reasoning tools working on ontologies (e.g., inference
engines used in artificial intelligence).

The second step is the implementation of the rules govern-
ing the system behavior, using SWRL [36], that extends the
abstract syntax of OWL rules to include conditional rules into
the ontology language.

SKP is used by the components to communicate, perceiv-
ing each other’s’ behavior. Technically, the components read
or update information ontologies that are published in a web
server with a mechanism similar to web 2.0 Wikis. This
functionality is based on the work performed in [54].

In the traditional umbrella system commonly used for
network and service management [55], data event correla-
tion is associated with the fulfillment of a rule that includes
conditions from different domains. In the proposed archi-
tecture, this rule is divided into several ones in order
to simplify the multi-domain data management. If a data
event is only associated with one domain, it modifies the
part of SKP associated with this domain and the common
part.

The incorporation of a new domain to the system is asso-
ciated with the modification of the semantic model or the
inclusion of new rules. It does not imply any change of code
in the software process. In addition, if the model has been
correctly defined, the modification will be minor because the
concepts should be similar.

B. ONTOLOGY MODELLING AND REASONING
An ontology is an explicit and formal specification of a
shared conceptualization by different entities. An ontol-
ogy captures an understanding of the determinate domain,
and it is described in a formal way by a concreted
vocabulary and expressed in terms of concepts and their
relations. An ontology is composed by individuals or
instances of objects, classes or sets of collections of objects,
attributes, or properties that objects may have and rela-
tions or links between concepts. So, individuals, classes
and attributes together can be considered as the set of all
concepts.

In this work, an ontology has been used to represent the
whole data governance domain. Each data is defined as a
class to reduce the confusion among actors and facilitating its
interpretation into datasets. For each class, a set of data char-
acteristics is defined as attributes. Also, the relations between
the data are defined. Individuals are specific instances of
the concepts or objects. Later in this paper, each of these
components are shown in detail.

Usually in the autonomous system, each component only
has knowledge of the processes under their management
without a whole vision. The use of a shared representation
of reality facilitates cross-process management of activities,

109948 VOLUME 9, 2021



A. Castro et al.: Ontological-Based Model to Data Governance for Big Data

avoiding the generation of silo structures in data manage-
ment. It also allows the homogenization of information from
different sources prior to its integration to be managed later.

Several frameworks about data governance have been pre-
sented in previous sections, all of them having a common
set of data management processes (areas) that have to be
controlled. Also, they show the involved actors and their
responsibilities. We have decided to choose DAMA as the
framework to implement our system, although we could have
taken any other, because they all meet the requirements of our
proposal. Moreover, the solution could be easily exportable to
other framework, since they all have a common base that is
implemented in our ontology.

Data processes involved into data governance and repre-
sented in the ontology are:

• Data Security. Planning, developing, and executing
security policies and procedures to provide adequate
authentication, authorization, access and auditing of data
and information.

• Data quality. Planning, implementation, and control
activities that apply quality management techniques to
measure, evaluate, improve, and ensure the suitability of
data for its use.

• Data Architecture Management. Development and
maintenance of the enterprise data architecture, within
the context of the entire enterprise architecture, and its
connection to the application and project system solu-
tions that implement the enterprise architecture.

• Data modeling and design. Design, implement and
maintain solutions to meet the data needs of the
company.

• Data storage and operations. Planning, control, and sup-
port for structured data assets throughout the data life-
cycle, from creation and acquisition to archiving and
purging.

• Meta data. Planning, implementation, and control activi-
ties to allow easy access to high-quality embeddedmeta-
data.

• Data warehousing and Business intelligence. Planning,
implementation, and control processes to provide deci-
sion support data and support for knowledge workers
involved in reporting, querying and analysis.

• Data integration and interoperability. Acquisition,
extraction, transformation, movement, delivery, replica-
tion, federation, virtualization, and operational support.

The activities associated with the data processes are clas-
sified in:

• Planning activities. High level or supervisory activities
that set the strategic and tactical course for other data
management activities. Planning activities may be per-
formed on an iterative basis.

• Control Activities. Oversight activities performed on an
on-going basis, with frequency determined by business
needs.

• Development Activities. Activities undertaken within
projects and recognized as part of the systems devel-
opment lifecycle (SDLC), creating data deliverables
through analysis, design, building, testing, and deploy-
ment, may be performed on an iterative basis.

• Operational Activities. Service, support, and mainte-
nance activities performed on an on-going basis, with
frequency determined by business needs.

Any actor that is involved in data management may have
the following roles associated:
• Supplier Roles. Supply the inputs to the process.
• Responsible Roles. Perform the process.
• Stakeholder Roles. Informed or consulted on the process
execution.

• Consumer Roles. Expect and receive the deliverables.
Multiple ontologies have been presented in the previous

section. From those, we have taken as start point for our ontol-
ogy the PROV ontology [31] which defines the provenance as
information about entities, activities, and people involved in
producing an element of data lifecycle.

Following, it is shown the classes, subclasses and attributes
of the data Government ontology associated with the data
management areas that are involved in this job (data security,
data quality, data warehousing and Business intelligence, and
data integration and interoperability). This is a subset of the
global data governance ontology which includes all the data
management areas:
• Class Entity. It is a physical, digital, conceptual, or other
kind of thing with some fixed aspects; entities may be
real or imaginary. An example of entity could be a file
or a report. The attributes of the class Entity are:
◦ Type (FILE, REPORT, . . .)
◦ NameEntity
◦ GenerationDate
◦ AccessPermission
◦ Cyphed

• Class Activity. It is something that occurs over a period
of time and acts upon or with entities; it may include
consuming, processing, transforming, modifying, relo-
cating, using, or generating entities. Thus, the subclasses
derived of class activity are:
◦ genFich
◦ cipFich
◦ chmodFich
◦ genReport
◦ chmodReport

• Also, the attributes or the class activity are associated
with the previous classification of the activities:
◦ DateStart
◦ ObjectEntity
◦ NameEntity
◦ Type (planning, control, development, operational)
◦ Done

• Class Agent. It is something that bears some form
of responsibility for an activity taking place, for the
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existence of an entity, or for another agent’s activity. The
instances of this class deployed in this job are operation,
business, security, and data governance teams.

• Class data Process. It is the category associated with
all the data areas which data governance manage. The
instances of this class deployed in this job are data
security, data quality, data warehousing and Business
intelligence, and data integration and interoperability.

• Class Event. It is an act that when it occurs causes the
execution of certain actions within data government. The
attributes included in this class are:
◦ IdEvent: serial number.
◦ Type: (ALARM, TIMER1, TIMER2, TIMER3)
◦ SecurityEvent (YES/NOT)
◦ CypherEvent (YES/NOT)
◦ CreationEvent (YES/NOT)
◦ ObjectEntity (FILE, REPORT)
◦ NameEntity.
◦ Country (BR,SP, . . .)
◦ Date

The concepts of this ontology are based on data governance
processes which comprises the set of functions around the
management of data lifecycle. Fig. 4 presents the concepts
and relationships between the classes in this global shared
ontology regarding whole data governance.

FIGURE 4. Data governance ontology which includes the classes and the
properties.

Regarding the description language used for the ontology,
OWL provides a suitable data governance description but has
expressive limitations associated with the impossibility of
capturing relationships in between properties. On the other
hand, SWRL provides the rules which complement to OWL
ontology for reasoning issues.

The SWRL rules syntax contains an antecedent part and a
consequent:

antecedent → consequent (1)

Both consist of positive conjunctions of atoms where each
atom is expressed as a predicate (p) and a set of arguments of
the expression (arg1, arg2, . . . , argK ):

atomant1 ∧ atomant2 ∧ . . . ∧ atomantM
→ atomcon1 ∧ atomcon2 ∧ . . . ∧ atomconN (2)

atom = p
(
arg1, arg2, . . . , argK

)
(3)

The types of atom that have been included in SWRL rules
are:

• Class atom. It consists of an OWL class and a sin-
gle argument representing an OWL individual. Thus,
event(?x) represents a generic individual of the event
class.

• Individual Property atoms. It consists of an OWL object
property and two arguments representing OWL indi-
viduals. None of the rules implemented in this work
contains this atom.

• Data valued property atom. It consists of an OWL data
property and two arguments, with the first representing
an OWL individual, and the second a data value of
Different Individuals atom type. Thus, type(?x, ?xtype)
could be an example where type is a data property (or
attribute) of event class, ?x is an individual of event class
and ?xtype is the value of attribute type for ?x.

• Different Individuals atoms. It consists of the differ-
entFrom symbol and two arguments representing OWL
individuals. None of the rules implemented in this work
contains this atom.

• Same Individual atoms. It consists of the sameAs symbol
and two arguments representing OWL individuals. None
of the rules implemented in this work contains this atom.

• Built-in atoms. A built-in is a predicate that takes one or
more arguments and evaluates to true if the arguments
satisfy the predicate. An example SWRL built-in to indi-
cate that an event with an type of equal to ‘‘ALARM’’ is
swrlb:equal(?xtype, ‘‘ALARM’’).

• Data Range atoms. It consists of a datatype name or
a set of literals and a single argument representing a
data value. None of the rules implemented in this work
contains this atom.

Thus, a set of rules has been defined in order to govern
the data governance environment. When an event (i.e., a mal-
function) is detected, these rules trigger the implementation
of preventive and corrective actions to solve the generation
alarm into a particular the data management area.

The business logic is incorporated in the SWRL rules,
and they are invariable. When the situation changes and the
input conditions are modified, new knowledge is inferred that
causes the knowledge base has been modified.

IV. CASE STUDY
The architecture of the autonomic system presented above
has been implemented. This development has been checked
in two uses case to verify its viability of this architecture and
evaluate its performance. Thus, A prototype of the proposed
system has been developed over Telefonica’s global video
service. Telefonica is a global company with sites in several
countries (administrative domain) around the world. This
company take its global strategic decisions based on data
from all its sites. This means that data provided from one site
could affect the actions that another site can implement. This
company has implemented an extensive big data System that
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includes all the processes associated with the data lifecycle,
from data ingest frommultiple sources until the generation of
business analytics reports about trends and forecast.

The usedmethodology can be summarized in the following
phases:

1. Study of the management areas related to the data
governance.

2. Ontology definitions for all the management areas
which includes classes, properties, and attributes.

3. SWRL rules definition that will be the basis of the data
governance.

4. Customization of the elements to each use case.

We have chosen two examples to show how the data gov-
ernance processes are controlled. Case study A shows how
the set of files are created and shared to generate analytics
business reports. The other use case, Case studyB, shows how
the data processes associated with the data security in a given
administrative, affect to other data management area in the
rest of the administrative domains. In both situations, the data
governance systems will provide the necessary control to
achieve all the suitable actions.

Multiple data profiles could use the development function-
alities in both uses cases. Thus, the accountable team of data
architecture could use the case studyA as planning tool. Tasks
like rotation files in which files are removed of the system
could be achieved based on the rules of the system. For the
case study B, more teams could benefit from its use. So, busi-
ness and data analyst teams could ensure the confidentiality
of personal data, thereby increasing the overall reliability of
the Big Data system within the organization.

A. USE CASES DESCRIPTION
Both use cases have been developed on Telefonica’s global
video service which is implemented in different countries
and its own service platform generates the necessary data to
feed a big data system. This system has both local and global
elements. A simplified diagram of the big data service archi-
tecture contains the following elements is shown in Fig. 5.

Each country has associated its local environments in
which an intradomain data management is done. All the
processes included in the data lifecycle from the data ingest
from different sources until the local knowledge uses, are
present in local environment:

• Data Sources. The implementation of the service for
each country generates a set of files with raw informa-
tion. Also, some data can provide from other source like
billing or operation system.

• Ingest. Data included in the files is ingested in batches,
data items are imported in packets at periodic intervals
of time. A prioritizing data sources and validating indi-
vidual files is done in the beginning of this process.

• Integration. The data provided from all the sources are
combined

FIGURE 5. Data service environment in which it can be distinguished the
different administrative domain associated both each country and global
area. Also, it has been showed the data processes that are deploying in
each domain.

• Transformation. The data is converted from the format
or structure origin to the suitable format o structure for
handle it.

• Storage. Data is stored on based of a set of rules to
determinate how, when and what is kept.

• Analysis &Modelling. Data is evaluating in the analysis
process. The common activities associated to the anal-
ysis are running reports, customizing reports, creating
reports for business users, or using queries to look at
the data. Data modelling is Based on the analysis and
evaluates how the data management is done.

• KnowledgeUses. All the previous processes are oriented
to take the suitable business decisions about de video
service. The knowledge uses are the applications that
facilitate the decision making.

The local environment provides the information for the global
environment that generates the knowledge uses from it. The
company takes the strategic decisions based on them.

The components of the system (defined as agents) will be
specialized in a specific data governance activity as plan-
ning, control, development, or operational activities. Thus,
the activity chosen for data security area is encryption, for
data warehousing and Business intelligence area is generation
of business reports, for data integration and interoperability
area is the creation and monitoring of files and finally for data
quality area is data monitoring.

Operation, business, security, and data governance teams
are involved in the previous defined activities.

Both use cases are described below:

1) USE CASE A
Its scope is focused on this environment in which the data
is extracted, transformed and loaded to obtain information.
This information is the base of posterior data science jobs.
Its objective is to demonstrate that the implemented system
can perform the data governance tasks associated with the
extraction, transformation and loading of that information.
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The sequence of actions in a correct operating mode man-
aged in this use case are:

1. The local operation team of any country creates the
user file, from the data generated by the platform with
the information about the use of the service. It is exe-
cuted in genFich activity. The generated file (user.csv)
includes: User identification, IP address of the device
fromwhich the display wasmade, content that has been
viewed, start time and end time.

2. The local operation team of county 1 encrypts the confi-
dential user data (identity and IP address of the device)
stored in the created file. It is achieved in cypfich
activity and the beginning and end date of this activ-
ity, which created the file 20200515_BR_User.csv,
is recorded.

3. The local operation team of the county performs a
constant monitoring of the data. Data attributes are
analyzed to verify compliance with specifications. It is
executed in datamomitor Activity.

4. The local business team generates local analytical
reports (anabusdata) taking the data from the user file.
It is executed in analiticActivity.

5. Previous actions are repeated in all countries due to the
global conception of the company.

6. Global analytical reports (anabusdata) are generated by
the global business team from the local data files of all
the countries that allow certain actions to be carried out
in one country based on what happened in others. It is
executed in analytic activity.

2) USE CASE B
Every company has a need to protect its data assets. It needs
to invest resources to protect the reputation of the brand,
intellectual property, critical infrastructure, and customer
information. Data security management includes planning,
developing, and executing security policies and procedures
to provide proper authentication, authorization, access, and
auditing of data and information assets.

Data security requirements and procedures are classified
into four groups, known as the four A’s:

• ACCESS: Manage the users’ privileges and accesses so
that they can access the systems in a timely manner.
An example could be the access to the company’s man-
agement information system.

• AUTHORIZATION: Grant the appropriate access priv-
ileges to the specific data views depending on the user’s
role.

• AUTHENTICATION: Validate that the users are who
they say they are at the time of accessing the systems.
Most common systems are based on a duple containing
a username and a password.

• AUDIT: Review security actions and user activity to
ensure compliance with regulations and with company
policy and standards.

We are focusing the use case on the audit task associated
with the data encryption that provide data security through
the use of algorithms that convert the data into other unread-
able data. These activities require special care because since
May 2018 the GDPR regulations came into force in Europe.
The objective of that regulations is the protection of natural
persons with regard to the processing of personal data and the
free circulation of these data. Personal data is any information
related to an individual, whether it relates to their private,
professional or public life. It can be anything from a name,
a home address, a photo, an email address, bank details,
posts on social media websites, medical information, or the IP
address of a computer. Failure to comply with this law entails
the payment of heavy financial penalties, in addition to the
discrediting of the brand associated with the violation of the
trust of its customers by exposing their personal data.

In order to demonstrate GDPR compliance, the company
must implement actions that comply with the principles of
data protection by design and data protection by default.

Into the data government environment, the data security
area activities affect the rest of the data domain. The object
of this use case B is demonstrated that the previous architec-
ture is appropriate to manage the data security area of data
governance. In this use case, we have taken data from the
warehousing and Business intelligence area, the data quality
area and the data integration and interoperability area.

We have simulated a failure in the encryption system
that causes the user information, considered confidential,
to have not been obfuscated. In real work, the failure would
be detected by the monitor activity into data quality area.
This work shows how components associated with the data
governance areas operate together to generate the necessary
orders to control the situation.

B. DATA MANAGEMENT AUTONOMOUS SYSTEM
DEVELOPMENT
Following the model presented in Section I, an autonomous
system based on distributed components for data governance
management should be deployed in different locations of
the data infrastructure showed in the previous section. The
components should be geographically distributed into data
technological environments from all the sites of the company.
To achieve this, the system was developed using the JADE
(Java Agent DEvelopment) platform [56], which offers an
open agent model compatible with the proposed extended
MAPE-K model.

The ontology has been written in OWL language. Protégé
3.4 [57] has been used to edit the ontology and behavior rules
are written in SWRL (Semantic Web Rule Language). Each
component uses the Java library OWLAPI [58] to perform
the parsing and manipulation of the ontology information
together with the Pellet reasoning engine to execute the
SWRL rules.

Fig. 6 shows the blocks in which have been divided the
development and how interact with the environment. The
result of observations made in each domain is sent to the SKP
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FIGURE 6. Schema of the data governance deployment for the use case.
It includes each of the data management areas and how they are related
through the plan.

and stored in the knowledge base of the system. The rest of
the components of any domain are notified of the change in
the knowledge base and each one executes its own routine.

The detailed steps for the collective area case are listed
below:
• Definition of the semantic model (OWL+SWRL) of the
shared knowledge plane and generation of the OWL text
file using protégé.

• Creation of the Knowledge Base (KB) in the shared
knowledge plane based on the OWL+SWRL model.

• Update of the KB in the shared knowledge plane with
the received information from any domain. For example,
a component deployed in the data quality domain detects
a failure. This failure is incorporated in the SKP as a new
instance of the event class.

• If necessary, execution of an inference cycle by pellet
reasoning in the SKP. So, from the instance or the event
class created, an instance of activity class can be gener-
ated to solve the failure.

A set of SWRL rules have been implemented to infer the
knowledge necessary to execute all the actions associated
with both use cases. The execution of the activities is based on
events which are loaded from JSON files (JavaScript Object
Notation). This file format allows an easy interchanging of
the information between the data governance domains.

The rules associated with each use case are described in
detail below.

1) USE CASE A
The execution of the activities is based on events of type
TIMERwhich are simulated in a JSONfile. TIMER is a value
of the attribute type of the class events. For this use case the
values of the attribute type that we have defined TIMER1,
TIMER2 and TIMER3 to mark three time instants to do
determinate actions. These events also indicate the entity that
will be the object of the action and its name. A set of rules
has been developed to control this sequence of actions. These
rules are shown below:

1. User files creation: The generation of user files begins
when an event type TIMER1 is received. This event
indicates the creation, the type of entity and the name of
the entity and this rule generates an instance of genfich
(subclass of activity). Fig. 7 shows the implementation
of the rule that generate the file as it has been created
with protégé application.

FIGURE 7. SWRL rule associated to the user files creation.

Each instance of the subclass genfich creates an
instance of entity of type FILE executing the rule
showed in Fig. 8.

FIGURE 8. SWRL rule associated with the creation of an entity of type
FILE.

2. User files cypher: The cypher of user files begins when
an event type TIMER2 is received. This event indicates
the activity, the type of entity and the name of the entity.

Event(?x)^Type(?x, ?xtype)^

swrlb :equal(?xtype, ‘‘TIMER2’’)^

CreationEvent(?x, ?xcreat)^

swrlb :equal(?xcreat, ‘‘YES’’)^

ObjectEntity(?x, ?xent)^

Date(?x, ?xdate)^swrlb :equal(?xent, ‘‘FILE’’)^

NameEntity(?x, ?xnameEnt)^
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swrlx :makeOWLThing(?y, ?x)

−> cipFich(?y)^NameEntity(?y, ?xnameEnt)^

ObjectEntity(?y, ?xent)^

DateStart(?y, ?xdate)^Type(?y, ?xent)

3. Business report creation: The generation of busi-
ness reports begins when an event type TIMER3 is
received. This event indicates the creation, the type
of entity and the name of the entity and this rule
generates an instance of genReport (subclase of
activity).

Event(?x)^Type(?x, ?xtype)^

swrlb :equal(?xtype, ‘‘TIMER1’’)^

CreationEvent(?x, ?xcreat)^

swrlb :equal(?xcreat, ‘‘YES’’)^

ObjectEntity(?x, ?xent)^Date(?x, ?xdate)^

swrlb :equal(?xent, ‘‘FILE’’)^

NameEntity(?x, ?xnameEnt)^

swrlx :makeOWLThing(?y, ?x)

−> genReport(?y)^NameEntity(?y, ?xnameEnt)^

ObjectEntity(?y, ?xent)^

DateStart(?y, ?xdate)^Type(?y, ?xent)

Each instance of the subclass genReport creates an
instance of the entity of type REPORT executing the
following rule:

genReport(?x)^Type(?x, ?xtype)^

ObjectEntity(?x, ?xent)^

DateStart(?x, ?xdate)^

NameEntity(?x, ?xnameEnt)^

swrlx :makeOWLThing(?y, ?x)

−> Entity(?y)^NameEntity(?y, ?xnameEnt)^

Cyphed(?y, ‘‘YES’’)^Type(?y, ‘‘FILE’’)^

DateGeneration(?y, ?xdate)^

wasGeneratedBy(?y, ?x)^

AccessPermission(?y, ‘‘777’’)

Every time a rule is executed new knowledge is inferred.
In this way, the number of instances of classes in the ontology
grows. Fig. 9 shows a diagram of the evolution of instances of
the activity and entity classes. The diagrams in this document
depict Entities as yellow ovals, Activities as blue rectangles
and Agents as orange pentagons. The responsibility proper-
ties are shown in pink.

FIGURE 9. Evolution of the instances of activity and entity classes. Every
time an event arrives, a rule is executed that generates new instances.

2) USE CASE B
Once the files and reports have been generated, the execution
of monitoring activities begin. After a failure to update the
software that controls all this process in the local environ-
ment, the confidential data of a set of files has not been
encrypted and the data quality components specialized in
monitoring activity have not been lifted. Thus, files and ana-
lytical reports have been generated with unencrypted infor-
mation, which is contrary to the GDPR. Use Case B is related
with this situation.

Data quality components specialized inmonitoring activity
detect the problem in user data of country1 and generate an
alarm event that triggers the following actions:

• The access to files with unencrypted user data is dis-
abled. This activity is done in two phases: First, a dis-
abling signal is generated through the execution of a
SWRL rule over the knowledge base. This action mod-
ifies the SKP and, second, local data integration and
interoperability components of the country1 disable the
access to the file.

• The access to analytic reports with unencrypted user data
is disabled. This activity is done in two phases; First,
a disabling signal is generated through the execution of
a SWRL rule over the knowledge base. This action mod-
ifies the SKP and, second, local data warehousing and
Business intelligence components of the country1 dis-
able the access to the reports.

• User activity files are generated again. This activity is
done in two phases: First, a generating signal is created
through the execution of a SWRL rule over the knowl-
edge base. This action modifies the SKP and, second,
local data integration and interoperability components
of the country1 generates the user activity files again.

• Previously generated files are encrypted. This activity
is done in two phases: First, an encrypting signal is
generated through the execution of a SWRL rule over
the knowledge base. This action modifies the SKP and,
second, local data security components of the coun-
try1 carries out the encryption of files.
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FIGURE 10. SWRL rule associated with a cypher alarm.

• Analytic reports are generated again. This activity is
done in two phases: First, a generating signal is created
through the execution of a SWRL rule over the knowl-
edge base. This action modifies the SKP and, second,
local data warehousing and Business intelligence com-
ponents of the country1 generates the reports again with
the appropriate information.

The following rule has been developed to control the previ-
ous activities included in the Use Case B. The activities asso-
ciated with the solution of the cipher begins when an event
type ALARM is received. This event indicates the change of
permissions of the file and the report and re-generation of the
files and the reports correctly ciphered. The consequent of
this rule for simplicity collects the generation of all instances
of the activities associated with the antecedent. Fig. 10 shows
the implementation of this rule as it has been created with
protégé application.

Event(?x)^Type(?x, ?xtype)^swrlb :equal(?xtype,

‘‘ALARM ′′)^ObjectEntity(?x, ?xent)CreationEvent(?x,

?xcreat)^swrlb :equal(?xcreat, ‘‘NO′′)^NameEntity(?x,

?xnameEnt)Date(?x, ?xdate)^

Entity(?e)^NameEntity(?e, ?enameEnt)^

swrlb :equal(?xnameEnt, ?enameEnt)^

swrlx :makeOWLThing(?y, ?x)

−> chmodFich(?y)^used(?y, ?e)^NameEntity(?y,

?xnameEnt)^ObjectEntity(?y, ?xent)^

DateStart(?y, ?xdate)^Type(?y, ?xent)

C. RESULTS
The system was evaluated during the second half of 2019.
During this time, information about the big data environ-
ment for Telefonica global video service was gathering. So,
the files and reports that constituted the sources to carry out
all the business analysis were defined. This information came

from different countries (Argentina, Brazil and Peru) and it
is the base of the simulations. The data governance system
was operating in the preproduction environment, where the
suitable software components were deployed.

The whole data government is governed by the Share
Knowledge Plane which orchestrates the activities of dif-
ferent management aspects. As it has been explained in the
section III.A, SKP contains a semantic model.

A prototype has been developed and deployed in order to
apply the model in a real case. The main objective of these
tests was to review the viability of using a system based on
semantic reasoning for the control of the different areas of
data governance and evaluate its performance.

The viability of the system depends on whether the time
in which the actions are carried out adjusts to the business
requirements. Since the actions associated with big data fol-
low the flow defined in section 3, the beginning of a phase
must coincide with the end of the previous one. For example,
files cannot begin to be monitored before they have been
created. Thus, the temporal performance is essential in the
analysis of the viability of the use of our solution.

The objective of these tests is to review the functioning
of the implemented system. Since the fundamental element
is the ontology of the SKP, the tests are aimed at verifying how
the ontology grows by incorporating new instances and how
the time in which the system reasons depend on that volume.
It was not possible to compare with other ontologies and
SWRL rules since we have not found any directly applicable
to these use cases in the literature.

From previous works [53], we can deduce that the time
in which the system performs its reasoning depends on the
number of instances that the ontology contains. Thus, a set
of time measures, listed below, was defined, and calculated
associated with both use cases to check the system and to
evaluate its performance.

Time to load events: represents how much time the system
uses to load the events since they are detected by the system.

Time to load rules: this measure is constant due to the
number of rules are the same in every case. This timemeasure
represents how much time the system uses to load the SWRL
rules.

Time to infer knowledge: it measures the time necessary to
generate new knowledge, the inference process. This knowl-
edge is obtained from the ontology data.

Time to modify entities: this time represents how much
time the system spends to modify an instance inside the
ontology knowledge base when a chmodFich Activity exists.

Different functional tests have been carried out associated
with the use cases shown in section IV.B. Following it is
showed in detail the results both use case A and use case B.

1) USE CASE A
The objective of these tests is to review how the system
responds when new elements are added, looking for per-
formance limits. The generation of new data files that are
reflected on the ontology in new entities instances (files
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and reports) is controlled. The beginning of the genera-
tion is determined by a timestamp (TIMER1, TIMER2 and
TIMER3) and thus, the time interval in which the systemmust
be able to generate a certain number of instances from the exe-
cution of the specific rules is set. The TIMER1, TIMER2 and
TIMER3 values have been determined for the system to meet
the business requirements.

We have generated different JSON files that simulate the
arrival of file generation events. Each of them has a different
number of events.

When the system is executed and detects new events,
it integrates them in the knowledge base of the ontology. As it
can be seen in Fig. 11, the system detected the events and
created the corresponding instances of each type with their
respective properties.

FIGURE 11. Protege interface event instances. Protégé application has
been used to show the new event created.

Once the instances of events are generated, the system has
information to generate new knowledge. Then, the rules are
created. The rules’ loading time is constant during the tests
because they are created once, always at the beginning of the
execution.

As a result of the execution of the rules, Activity instances
are created (see Fig. 12), such as genFich type instances or
chmodFich type. Each activity has a role. In this use case
genFich Activities generate new entities. This can be done
due to the rules implemented in the section IV.B.

FIGURE 12. Interface activity instance. Protégé application has been used
to show the new activity created instances.

After the execution of the system rules, the AccessPermis-
sion property is fixed.

The execution of the system involves the reasoning of
the ontology. This is carried out by the reasoner that will
verify the consistency of the information that is integrated
or updated in the ontology. Hence, we can ensure that the
ontology is always consistent and reliable.

Because of the characteristics of the use case A, the most
representative parameter is the number of instances that the
system could load, and the time spent in loading them. Taking
this into account, the event loading time was defined as the
time elapsed between the arrival of an event and the genera-
tion of the instance of the class event.

A set of tests has been passed to determinate how this time
measure varies as a function of the number of instances of the
ontology. Fig. 13 shows all the calculated values

FIGURE 13. Event loading time vs numbers of events.

The loading time remained below 20 seconds for a num-
ber of events close to 800, taking into account that the number
of files or reports never reached that value. When the number
of events grow, the function event loading time by events can
be approximated by a polynomial function. The maximum
numbers of events included in the JSON test files was 1760.
The maximum value obtained for the event loading time was
111301 ms and corresponding to this number of events.

2) USE CASE B
The generation of actions to solve problems within the secu-
rity area gets controlled. So, the JSON files includes events
with ALARM as value of the type attribute. When the system
loads an event of this type executed the set the SWRL rules
defined in section IV.B. These rules generate new instances
of the activity class.

Because of the characteristics of the use case B, the most
representative time parameter is the inference time to
determinate the actions associated with an alarm. Thus,
the instance time was defined as the time elapsed between
the begin and the end of the reasoning task.

A set of tests has been passed to determinate how this time
measure varies as a function of the number of instances of the
ontology. Fig. 14 shows all the calculated values.

This time indicator grows with the number the instances
included in the ontology following an exponential function
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FIGURE 14. Inference time by instance.

(coefficient of determination = 0.9916). The exponential
growth rate is 0.0006, so the inference time grows slowly
with the number of instances. The obtained inference time
values are less than 10 seconds for a number of instances to
2500. The maximum value calculated for the instance time
was 43013 ms corresponding to 500 instances and above that
value of instances the system presents memory problems to
reason.

V. CONCLUSION AND FUTURE WORK
This article has proposed an autonomous system based on
distributed components for data governance that has been
validated in a preproduction scenario which reproduces a
big data environment of Telefonica global video service. The
amount of data, the sources from which it comes and the
participating actors within a big data environment grow day
by day, making data management more complex. Our system
reduces this complexity, controlling the actions associated
with the governance of the data.

An important conclusion of this research work is that
autonomous component technology is suitable for dis-
tributed management, including data governance. Compo-
nent autonomous technology has proven to be very useful
for adapting the identified roles to different domains without
requiring extensive training.

The proposed autonomous system architecture is suffi-
ciently flexible to enable progressive deployment of compo-
nents to cover all the management aspect. This strategy will
be a key in the success of the deployment of the system on
real scenarios.

Although we have found in the state-of-the-art ontologies
that describe big data domains, we have not found any that
formalize the activities of the data government.

The ontology proposed enables the data to be presented in
a structured way. This provides the possibility to organize a
large amount of heterogeneous data into a uniform structure
and to be able to correlate the data. In this way it is easy
to extract conclusions and generate rules to analyze possible
anomalies in the data governance system.

The use of the OWL and SWRL languages in the definition
of the ontology enables the use of tools for processing and

reasoning the information that is inserted in the ontology.
In addition, OWL language is semantic and formal, which
makes it easier to be machine-readable. This means that rela-
tionships between data can be established automatically and
quickly. Speed is essential for the fast detection of anomalies
between files and for the correction of their state without
affecting the system.

Tests have been carried out in a pre-production environ-
ment of the Telefonica video service, verifying the feasibility
of using this solution. To do this, we have measured two
time indicators, loading event time and inference time, ver-
ifying that with the values obtained, the use of the system in
data governance management meets business requirements.
The system is capable of incorporating a number of event
instances at a time that falls within any business requirement.
Also, the time in which the system infers the actions associ-
atedwith the governance of the data is adjusted to the business
requirements.

In addition, the proposed system can be applied in any data
governance scenario, not only for a video service, but also for
other business areas such as banking or marketing services.

The proposed solution meets typical business requirements
with the usual concurrency of events for the use cases that
have been presented. Business requirements could be unsat-
isfied if this concurrency grows. Thus, problems could appear
especially in terms of consistency of the results and time of
execution of the request. Now, we are studying an approach
based on an ontology and a distributed and scalable sys-
tem. We will apply studies on the reasoning on large-scale
ontologies, most are based on Hadoop andMapReduce or not
incremental, in order to recalculate the results on the arrival
of new data.
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