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ABSTRACT Crypto libraries such as OpenSSL and Libgcrypt are essential building blocks for implementing
secure cloud services. Unfortunately, these libraries are subject to cache side-channel attacks, which are more
devastating in cloud environments where inevitable cache contention among different tenants occurs. Previ-
ous approaches for mitigating cache side-channel attacks have limitations in terms of the deployability and
security; these hinder utilization in cloud services. In this paper, we propose an R2-relocator, a novel library
protection technique based on moving target defence. When injected into a running process, the R2-relocator
performs randomized relocation of the library during runtime. By doing this, it transforms a vulnerable crypto
library into one that randomly changes its memory (cache) location, thereby preventing the delivery of cache
side-channel attacks against the library. The proposed technique achieves robust protection against cache
side-channel attacks for all crypto libraries, even those containing unpatched critical vulnerabilities, without
the need for reconfiguration of the library. Extensive evaluations of security, performance, and deployability
of the R2-relocator demonstrate its effectiveness for secure cloud services.

INDEX TERMS Cache side-channel attack, crypto library, moving target defence, attack mitigation, secure
cloud computing.

I. INTRODUCTION
Cloud computing brings financial benefits to customers but
at the cost of security, as data are outsourced from their
on-premise servers to the (untrusted) cloud [1]. Hence,
most cloud customers rely on cryptographic algorithms to
protect their outsourced data. Owing to the sophisticated
structure of cryptographic algorithms, developers commonly
use well-crafted crypto libraries such as OpenSSL [2] and
Libgcrypt [3] for cloud services, instead of implementing the
algorithm by themselves.

However, it is well-known that security flaws that can
result in a cache side-channel attack (CSA) have been discov-
ered in these libraries [4]–[7]. CSAs are a significant security
threat, especially in cloud computing environments where
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multiple tenants are co-located on a server that shares its
computing resources, such as a CPU cache [6], [7].

There have been notable efforts in previous works to mit-
igate CSAs against crypto libraries. Most mitigation strate-
gies include identifying and fixing security bugs in libraries
using the heuristic [8]–[10] or the automatic [4] approach.
However, these strategies have limitations that hinder their
adoption and deployment in cloud services. One limitation is
that these mitigations require reconfiguration of the library,
i.e., modification and recompilation of the library source
code. After reconfiguration, the newly patched library should
be redeployed in the cloud services, which usually have a
large number of hosts that need to be patched. Moreover,
such a patching-by-reconfiguration approach hinders instant
responses when new critical security flaws are found in the
library. Another limitation is that pinpoint bug-fixing of this
approach does not eliminate the possibility of security flaws
in the patched and reconfigured library; even a single hidden
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or undiscovered flaw is still highly likely to result in devas-
tating attacks.

In this paper, we propose R2-relocator,1 a robust and
easily deployable method for protecting crypto libraries
from CSAs. Instead of adopting the previous approach of
patching-by-reconfiguration, our method utilizes moving tar-
get defense (MTD), a novel paradigm for defending a system
from various security threats [11], [12]. That is, R2-relocator
is injected into a running process of a target application that
has a vulnerable crypto library and operates with the library
inside the process. Specifically, it transforms an executable
binary of the crypto library into one that randomly moves its
location in the memory. Therefore, the corresponding cache
location (i.e., a cache set) is moved as well during runtime.

As the cache location of the library is frequently changed
over time in a randomized manner by the R2-relocator,
attackers are prevented from identifying a vulnerable target
cache set, which is a prerequisite for a successful attack.
Therefore, robust protection against CSAs can be achieved
regardless of the presence of any CSA-susceptible flaws
(including any yet undiscovered ones) in the library. In addi-
tion, the R2-relocator can directly be applied to an exe-
cutable binary. Thus, it does not require modification of
the library source code, thereby enabling easy and instant
deployment to cloud services. Furthermore, R2-relocator
is widely available to various platforms, as it is imple-
mented in software only. This is more beneficial compared
to hardware-based CSA countermeasures that leverage hard-
ware features such as transactionalmemory [13], which limits
its applicability.

We describe how the R2-relocator transforms a normal
executable binary of a library for the intended purpose.
We also present the implementations of this transformation in
detail. Our evaluation reveals that the R2-relocator provides
crypto libraries with robust protection from CSAs, while
introducing negligible performance overhead.

The remainder of this paper is organized as follows.
In Section II, we present previous works related to the pro-
posed method. In Section III, we provide background knowl-
edge about CSAs. In Section IV, we explain threat models
and the design goals of the proposed technique. In Section V
and VI, we describe R2-relocator in detail and present
our evaluation results, respectively. Finally, in Section VII,
we conclude this paper by summarizing our main findings.

II. RELATED WORK
In this section, we present some related works on CSAs of
crypto libraries and mitigation strategies.

A. CACHE SIDE-CHANNEL ATTACKS ON CRYPTO
LIBRARIES
Cache contention among co-located processes or virtual
machines (VMs) allows CSAs, in which an adversary can

1R2-relocator is an abbreviation for ‘‘runtime and randomized
relocator.’’

infer sensitive information such as cryptographic keys from
the victim’s applications [14]. CSAs have been demonstrated
to be possible on a wide range of victim applications in vari-
ous environments. In most cases, attacks occur against cryp-
tographic implementations, in particular, crypto libraries such
as OpenSSL [2], Libgcrypt [3], and wolfSSL [15]. Vulnerable
cryptographic algorithms in these libraries include public
key algorithms such as RSA [6], [7], [16], ECDSA [17],
ECDH [4], [9], and ElGamal [18] and symmetric key algo-
rithms such as AES [19]–[22].

In this paper, we mainly focus on mitigating CSAs in
crypto libraries, although CSAs are not confined to the imple-
mentation of cryptographic algorithms. Indeed, several works
have demonstrated the existence of CSAs in a variety of (non-
cryptographic) applications, such as extracting private infor-
mation from I/O devices [23], [24] and inferring browsing
history from web browsers [25] and firewall policies [26],
[27]. We believe that the mitigating method proposed in this
paper is applicable not only to crypto applications but also
to non-cryptographic applications that have CSA-susceptible
security flaws in their libraries.

B. MITIGATION APPROACHES
In the literature, several mitigation approaches have been
proposed to protect vulnerable crypto libraries from possible
CSAs. Pereida García et al. [10] discovered that certain ver-
sions of the OpenSSL library are vulnerable to CSAs in the
implementation of a DSA algorithm. As a countermeasure,
they proposed a security patch that addressed the vulnerabil-
ity of the library to ensure constant-time execution, regardless
of the inputs of the algorithm. Later, they also identified
another side-channel vulnerability in the same library but in
a different cryptographic algorithm (i.e., ECDSA) [8]. Their
result revealed the difficulty in mitigating CSAs using a pin-
point bug patching strategy. Concurrently, Genkin et al. [9]
discovered a security flaw that allows CSAs in an ECDH
implementation of the Libgcrypt library. The proposed mit-
igating solution involved fixing the flaw in the software,
similar to the solution proposed in [8], [10].

The aforementioned works used a heuristic approach
to identify the vulnerabilities in libraries. In other words,
the flaws were discovered by manually inspecting the source
code of the library. Shin et al. [4] proposed an automatic
method that enables the identification of all vulnerable loca-
tions in crypto libraries. Despite the automatic bug identifica-
tion, it is still necessary to patch the library manually, similar
to the previous methods.

The mitigation strategies presented in the literature have
several restrictions that limit their deployment and utilization
in cloud services. First, these mitigation methods usually
require reconfiguration of the vulnerable crypto library; in
other words, modification and recompilation of the library
source code are necessary. The newly patched (reconfig-
ured) version of the library must then be deployed again
to a large number of vulnerable hosts in the cloud; a sig-
nificant amount of time may be required to complete the
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deployment. For instance, it takes 2 - 15 hours to deploy
security patches to guest VMs in the Azure cloud via the auto-
matic update mechanism [28]. This approach is not useful
for enabling instant security responses to newly discovered
critical CSA-susceptible vulnerabilities. Moreover, such a
pinpoint bug-fixing approach for a vulnerable library cannot
eliminate the possibility of security flaws in the patched
library. Even a single undiscovered flaw may undermine the
security patch applied to the library.

Brumley and Tuveri [29] proposed a countermeasure to
CSAs that randomly aligns dynamically allocated memory
in a crypto library. Although it seems similar to our method
proposed in this paper, their approach has some limitations.
First, their method provides one-time randomization; once
randomized, the aligned memory remains unchanged during
runtime. Hence, an attacker that has successfully identified a
target cache set can easily extract secret data from the victim
without further intervention. Unlike their method, we attempt
to achieve runtime randomized relocation so as to prevent
from extracting secret data. Besides, their method does not
address the randomization of the library code, which is the
main goal that we attempt to achieve in this paper.

III. CACHE SIDE-CHANNEL ATTACKS
Virtualization techniques that are used in cloud comput-
ing vary in-depth, from container-based (usually used for
PaaS) to hypervisor-based (used for IaaS). However, all the
techniques provide a weak level of isolation to the hard-
ware resources, specifically the cache memory. This leads
to cache contention between VMs, which is the source of a
side-channel through which secret information can be leaked.
Many different CSAs have been proposed in the literature.
These attacks can be classified into two categories according
to the attacker’s ability to share the memory pages with a
victim.

A. SHARING-DEPENDENT CACHE ATTACK
Flush+Reload is a CSA that exploits a shared memory [6],
[17], [20], [24]–[27], [30]–[32]. It exploits memory dedu-
plication, which is a cross-VM page sharing technique that
is implemented in hypervisors such as VMware ESXi and
KVM. An attacker VM begins the attack by flushing the
target memory address (shared with the victim VM) from
the cache using clflush instruction. Then, the attacker
waits for the victim to complete the execution of security
operations, during which the target address may be accessed
based on a secret value. Finally, the attacker measures the
access time while reloading the address. Low latency indi-
cates a cache hit, which implies that the victim accessed the
address, whereas high latency implies that the address was not
accessed by the victim. By observing the victim’s memory
access pattern, the attacker can completely recover the secret
value.

Flush+Reload attack has several variants, including
Flush+Flush [33], Evict+Reload [24], and Invalidate+
Transfer [34]. These techniques typically share the

precondition that memory deduplication is necessary for a
successful attack. Hence, they are easily mitigated by turning
off the memory deduplication in the hypervisor.

B. SHARING-INDEPENDENT CACHE ATTACK
Prime+Probe [7], [16], [18], [20], [21], [35]–[37] and its
variants [5], [22], [38], [39] are also examples of CSAs.
They are effective even when cross-VMmemory sharing (i.e.,
memory deduplication) is not supported by the hypervisor.
Instead of exploiting memory sharing, these attacks utilize
contention on a cache set of L1 cache [18], [37], [40] or
last level cache (LLC) [7], [16], [20], [21], which are shared
between an attacker and a victim.

We begin by supposing that a victim has a secret-dependent
access pattern at a virtual memory address A, and the cache
line corresponding to that address is located on a S-th cache
set (1 ≤ S ≤ N ), where N is the number of cache sets:
N is determined based on a target in the cache hierarchy
(e.g., L1 cache or LLC) at which the attack is delivered.
Provided that an attacker has an eviction set e that shares the
same location as the victim’s target set (i.e., the S-th cache
set), he/she mounts a Prime+Probe attack as follows. First,
the attacker primes the target set with data on its eviction set
e. Then, he/she waits for the victim to perform operations,
wherein access to the target set may be obtained based on its
secret value. Finally, the attacker probes the set by measuring
the access latency for its eviction set. A high latency indicates
that the victim has access to the target set.

In this attack, the attacker generally has no prior infor-
mation regarding the target cache set (i.e., S), as the mem-
ory address, A, is obfuscated through address space layout
randomization (ASLR) by a guest OS on the victim’s
VM. Hence, it is necessary for the attacker to determine
S (1 ≤ S ≤ N ) to construct the eviction set successfully. The
result of previous work [7] has revealed that identification
of target cache set S is possible using statistical profiling
techniques even when ASLR is in operation, provided that
address A remains fixed during the victim’s execution.

IV. THREAT MODEL AND DESIGN GOALS
In this section, we present a threat model which is considered
in our work and describe some design goals for the proposed
method.

A. THREAT MODEL
We assume that an attacker and a victim are co-located on the
same physical host, while their own guest VM is running on
the host. Co-location of VMs from different security domains
(i.e., an attacker and a victim) is common in virtualization-
based multi-tenant cloud computing services such as AWS,
Microsoft Azure, and Google Compute.

The victim uses cryptographic algorithms in an application
to maintain data confidentiality. The algorithms are imple-
mented in crypto libraries such as OpenSSL and Libgcrypt.
The attacker aims to extract a secret key or a private key
from the victim by launching CSAs against the library.
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FIGURE 1. Illustration of the operation of the proposed method.

Specifically, he/she exploits implementation flaws of the
library that leak secret-dependent memory access patterns
through the cache, from which the secret or private key can
be recovered. We assume that cross-VM memory sharing is
not available on the host. As described in Section III, it is
reasonable to assume that most hypervisors turn off memory
deduplication as the default setting for security reasons [41].
Thus, the attacker is forced to conduct sharing-independent
cache attacks, while assuming that he/she is free to choose
the target cache (e.g., the LLC or the L1 cache) for the attack.

We also assume that the details of the executable binary of
crypto libraries (e.g., the version information or the binary
file itself) in the victim’s application are known to the
attacker [6], [7].

B. DESIGN GOALS
Our work has three design goals in terms of the security,
performance, and deployability as follows.

1) SECURITY
The primary goal of the R2-relocator is to protect the
victim’s applications that use a (vulnerable) crypto library
from attackers trying to extract secret information using
sharing-independent cache attacks. More specifically, R2-
relocator aims to prevent attackers from identifying the target
cache set S of the crypto library, which is necessary for the
attacker to deliver the attack successfully. As the attacker is
able to target all cache levels, R2-relocator should provide
security against sharing-independent cache attacks aiming
not only at the LLC but also at the L1 cache.

2) PERFORMANCE
Applying R2-relocator to the vulnerable victim’s application
may affect the performance in terms of storage (i.e., the size
of the executable binary) and computation (i.e., the execution
time). Our design goal is to minimize the storage and compu-
tational overhead when R2-relocator is in use.

3) DEPLOYABILITY
We attempt to eliminate the need for reconfiguration of crypto
libraries while utilizing R2-relocator in a target application.

However, modification of the application may be necessary
for integration with the R2-relocator. Another goal is to
minimize the modification cost. Specifically, we attempt to
perform the integration without modifying and recompiling
the application’s source code.

V. RUNTIME RANDOMIZED RELOCATION
In this section, we present the proposed method for runtime
randomized relocation. First, we describe a system overview
of the method. Then, we give details on its implementation
and operations.

A. SYSTEM OVERVIEW
Webriefly provide an overview of the enforcement of security
on vulnerable crypto libraries while achieving the desired
design goals. The basic idea is to transform an executable
binary of the crypto library into one that has its location in
the memory, as well as the corresponding cache set, that ran-
domly changes during the runtime. By doing so, an attacker
is interfered with mounting CSAs against the library. This
approach follows the general idea of MTD to achieve system
security [12], [42]. MTD reduces the opportunity of attackers
and increases the cost of an attack by dynamically controlling
the configuration of executable binaries.

The idea is concisely illustrated in Fig.1. In the case
where the R2-relocator is not in use (depicted in Fig.1(a)),
the binary of the library occupies specific parts of the cache
sets; the occupied sets are determined when the library is
loaded to the memory, and they remain fixed once the library
is loaded by a dynamic linker. Once the attacker identifies
the target set in the library (i.e., S in Fig.1), he/she is able to
extract secret values successfully by mounting a CSA against
S, as long as the victim’s application continues running.

As illustrated in Fig.1(b), the R2-relocator allows the
library to keep floating over cache sets during runtime.
In other words, it repeatedly (1) randomly chooses a new
base address for a library and (2) relocates the library to the
chosen address. This causes the occupied cache sets to change
over time, thereby obfuscating the target set S . Unless the
attacker can trace a new target set, determining the secret
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FIGURE 2. Injecting R2-relocator into a target application.

value via cache attacks is infeasible. Frequent operations
of randomized runtime relocation significantly reduce the
chance for successful identification of S by the attackers.

B. R2-RELOCATOR
In this section, we describe an implementation of
R2-relocator and its operation in detail.

1) IMPLEMENTATION
The general use-case of libraries (including crypto libraries)
in applications is to dynamically link them tomain executable
of the application process in the runtime. In Linux, an exe-
cutable binary of the library has the form of a dynamically
loadable module with the .so file extension, which is built
with position-independent code (PIC) (see Fig.2(a)). The
PIC allows the library to be dynamically linked and relo-
cated to arbitrary addresses in the process memory. The relo-
cated information is updated accordingly to a global offset
table (GOT) in the process so that subsequent library function
calls are appropriately directed to the relevant binary of the
library.

We implement the R2-relocator in the form of a dynamic
loadable module as well (see Fig.2(b)). Using ptrace tech-
nology, the R2-relocator can be injected as a thread into
arbitrary running processes. ptrace is a set of system calls
in Linux that enables process manipulation. As depicted
in Fig.2(b), the injected R2-relocator manipulates the GOT
in the process, which contains the linkage information of the
target library, and begins to perform random rebasing and
relocating of the target library. The detailed operations will
be presented in the following section.

We would like to emphasize that such an implementation
strategy of the R2-relocator facilitates significant benefits in
terms of deployability. In other words, without modifying and

recompiling either the source code of the target application
or the library (thus, redeployment is not necessary), we can
transform an application into one that performs runtime ran-
domized relocation to the target crypto library.

2) OPERATION
Once the R2-relocator is injected into a running process of
the target application, it is assigned a new thread in the pro-
cess and begins to perform its operations in the thread context.
The R2-relocator runs different operations with respect to its
execution phase.

a: SETUP PHASE
After being injected, the R2-relocator starts a setup phase.
Specifically, it performs the following operations in this
phase.
Step 1 Allocating Memory Regions: First, it allocates two

new regions of memory, region0 and region1, and maps them
to the address space of the process. These regions are used to
conduct re-randomization and relocation of the library. The
allocating size of each region is decided based on the size
of the target library, Sl , and the degree of randomization, D
(D > 0).We configureD to beD = N , whereN is the number
of cache sets on the LLC or the L1 cache. Then, the size of
each region, Sr , can be determined as follows:

Sr = Sl + (D− 1) · b, (1)

where b is the size of a cache line (b = 64 bytes in most
processors) in the cache. It should be noted that Sr is the min-
imum size of the allocated space for each region to perform
an operation.
Allocation of Two Regions: We need to allocate at least

two memory regions. This is because performing operations
of the R2-relocator (i.e., re-randomization and relocation)
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over a memory region while allowing the target application to
concurrently execute tasks within a library in the same region
that is being relocated is likely to cause consistency prob-
lems. The preparation of two memory regions, region0 and
region1, can prevent this problem; the R2-relocator performs
its operation over one region (e.g., region0) while the main
threads of the application simultaneously use a library located
in another region (e.g., region1). When the relocation of the
library region is completed, the R2-relocator is swapped
between these two regions and continues its operation over
the other region. In the remainder of this paper, we denote a
region in which a library is actively in use by the application
as the active region and the other region as the inactive region.
Step 2 Setting up Hooks in GOT: After allocating mem-

ory regions in the process context, the R2-relocator installs
hooks for all export functions of the target library at the
GOT. As a result, all the library function calls invoked by the
application are passed to the R2-relocator, which, in turn,
mediates and redirects the function calls to the library at the
appropriate location (i.e., the active region).

The function hooks also provide synchronization between
the R2-relocator and the target application to ensure consis-
tent executions.

b: RUNNING PHASE
After initialization, the R2-relocator proceeds to a running
phase. In this phase, it begins to repeatedly perform an oper-
ation over an inactive region via a loop. The operation that the
R2-relocator executes for each iteration of the loop consists
of three steps, as depicted in Fig.3.

FIGURE 3. Operation of the R2-relocator in a running phase.

Specifically, for the i-th iteration, the R2-relocator pro-
ceeds with its operation over inactive region regionc, where
c = i mod 2 (i > 0), as follows.
Step 1 Rebasing and Reloading Library: It determines the

new base address of the library from the address space of
regionc. The base address of the library, basei, is calculated
as

basei = baser + b · Hk (i),

where baser is the base address of regionc, b is the line size
of the cache, and Hk : {0, 1}∗ → {0, 1, . . . ,D − 1} is a

FIGURE 4. Three types of pointers that are relevant to the library.

cryptographic keyed hash function that uses a secret key k
and maps an arbitrary value to an integer in a range from 0 to
D− 1. (D is the randomizing degree.)

The R2-relocator then performs a memory copy of the
library located in the active region (e.g., region0 in Fig.3) to
the newly determined base address basei in inactive region
regionc (e.g., region1 in Fig.3).
Step 2 Pointer Adjustment: Given that the location of the

library in the memory changes, we need to adjust relevant
pointers accordingly to avoid missing links to objects in the
library.

As shown in Fig.4, three types of pointers are relevant to the
library: (a) inbound pointers, located outside the library that
reference the library objects, (b) outbound pointers, located
inside the library that reference objects outside the library
(e.g., the main executable or other libraries), and (c) self-
referential pointers that are also inside the library but point
to its objects in the library.

Among these pointers, we do not consider the outbound
and inbound pointers in this step. This is because in the case of
outbound pointers, any executables except the target library
remain unchanged relative to their locations. For inbound
pointers, we need to update the corresponding GOT entries
in the .got.plt section of the main executable, which will be
conducted in the next step.

Hence, in this step, we only need to consider the self-
referential pointers. These pointers are located in a data
section of the library, which can be identified via program
analysis. We update each pointer in the section by adjusting
its value by 1, where 1 = basei − basei−1 (i > 1).
Step 3 Updating the GOT: In this step, we complete the

running phase by updating the GOT. Specifically, we modify
entries in the table of .got.plt so that subsequent procedure
calls are passed to the newly relocated library.

VI. EVALUATION
In this section, we evaluate the R2-relocator with respect to
its performance, security, and deployability.

A. PERFORMANCE
1) EXPERIMENTAL SETUP
We conducted several experiments to evaluate the per-
formance of the R2-relocator. In these experiments,
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FIGURE 5. Performance evaluation results with respect to the runtime execution of R2-relocator.

we implemented two victim applications that perform sev-
eral cryptographic operations. In particular, one of those
applications performed AES encryptions, wherein the AES
algorithm was implemented in the Libgcrypt library (i.e.,
libgcrypt.so.20.3.0). The other performed RSA encryptions,
wherein the algorithm was implemented in the OpenSSL
library (i.e., libcrypto.so.1.1). These applications were built
using a GNU C compiler for version 9.3.0 and executed in
Ubuntu 20.0.4 LTS 64-bit Linux.

The R2-relocator was injected as a running thread into
each process of the applications during runtime. For the run-
time injection, we used the ptrace APIs provided in Linux.

2) RESULTS
In the experiment, a single execution of each application con-
sisted of one hundred encryptions and decryptions. During
the execution, the R2-relocator simultaneously performed
runtime randomized relocations of the target library (i.e.,
libgcrypt.so.20.3.0 or libcrypto.so.1.1) inside the process.

a: COMPUTATIONAL OVERHEAD
We measured the execution time and CPU utilization of
the applications as the R2-relocator was employed. Fig.5
presents the results of the experiments. The term ‘Period
(µs)’ in the graph refers to the interval of relocation in
microseconds, which represents the frequency at which the
R2-relocator is invoked. For comparison, the measurement
was also conducted without utilizing the R2-relocator, and
the results are shown as ‘N/A’ in the graph.

We observed that both execution time and CPU uti-
lization gradually increased with the frequency of up to
104 µs. In the case of an RSA application, for instance,
execution of the R2-relocation with a relocation period
of 104 µs (i.e., 10 ms) resulted in an execution time
of 727.12 ms and 27.3% CPU utilization, which introduced
approximately 25% overhead compared to the case where the
R2-relocator was not used. For a frequency of 106 µs (i.e.,
1 s), the R2-relocator introduced the overhead of at most 5%
and 9% for the RSA and AES applications, respectively. The
performance overhead is also confirmed by the change in the

TABLE 1. Cache hit rates with varying the relocating frequency.

cache hit rate. We monitored the cache hit rate by using a
Linux perf tool while executing R2-relocator over the crypto
applications. The result is shown in Table 1. For instance,
we observe that the cache hit rate of the RSA application
slightly decreases from 83.3% where R2-relocator is not
in use (i.e., ‘N/A’) to 77.1% where in use with a frequency
of 106 µs.

We can also observe that for a frequency of 103 µs,
the overhead significantly increases for both applications.
We attribute the increase in the overhead to the additional
computational burden owing to synchronization between the
main process and the R2-relocator.

The running frequency of the R2-relocator may be deter-
mined based on the trade-off between security and perfor-
mance (i.e., the computational overhead). As we will discuss
in the next section, running with minimal frequency (i.e.,
106 µs) is sufficient to provide protection from state-of-the-
art CSAs. Hence, the R2-relocator achieves the required
security with aminimum computational overhead of only 9%.

b: STORAGE AND MEMORY OVERHEAD
We evaluate the R2-relocator in terms of its storage and
memory overhead. The R2-relocator occupies 361 KB in a
file system in the case when a compile option ‘‘-O2’’ is used
to build the executable binary, which is negligible compared
to the size of the target applications.

In terms of the memory overhead, the R2-relocator
requires additional memory to allocate two regions (i.e.,
region0 and region1) during runtime. The required size of
each region depends on both the actual binary size of the
target library and the degree of randomization, as described
in the previous section. In the case of the Libgcrypt library,
for instance, the size of the binary file libgcrypt.so.20.3.0 is
4.8 MB. Then, for D = 16, 384 and b = 64, the minimal size
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TABLE 2. Experimental result.

of a region Sr is determined to be at least 5.8 MB according
to Eq.1. Thus, at least 11.6 MB of additional memory is
required for the R2-relocator to perform its operation over
the Libgcrypt library.

B. SECURITY
To evaluate the security of the R2-relocator, we consider an
adversary who mounts a sharing-independent cache attack
(e.g., Prime+Probe [7]) against a victim’s application that
uses a crypto library. The attacker and victim run as a VM on
a host, where the number of cache sets of an LLC is N .
As described in Section III, the attacker has to determine

the target cache set S (1 ≤ S ≤ N ) before performing
the cache attack. If only the temporal cache access pattern
of the victim’s application is known, the attacker needs to
examine all the LLC sets individually to determine which one
is relevant. In most modern processors, the number of LLC
sets (N ) varies from 2,048 (for desktop processors) to 16,384
(for server processors), none of which are sufficiently small
to determine S within a short period of time.
Even after successfully identifying S, the attacker requires

a sufficient amount of time to extract full bits of secret from
the target cache set of the victim’s application. For instance,
Liu et al. reported in their work [7] that the recovery of
a secret key from GnuPG, which is an executable version
of Libgcrypt, required at least 12 min. The reported time
included both the identification of S and the extraction of the
secret against S, both of which are referred to as an online
attack in [7]. It should be noted that the result was obtained
under the setting that the location of the victim’s executable
binary remains static during runtime.

With the R2-relocator enabled, the location of S changes
frequently in a randomized manner during runtime. Hence,
it is quite challenging for an attacker to determine target set
S unless he/she can predict the next location. Even if the
attacker succeeds in this identification, it is likely that S will
be moved to another set during the cache attack, which will
hinder the attacker from extracting secret values from the
victim.

The frequency at which the relocation occurs is a con-
figurable parameter of the R2-relocator. In other words,
it may be chosen from a range between a few milliseconds to
several seconds based on the trade-off between security and
performance, as described in the previous section. Regardless
of the frequency configured, the period of relocation (i.e.,
the change in S) is ten orders of magnitude shorter than the
required time for the successful attack.

1) PREDICTABILITY OF THE RANDOMIZED RELOCATION
An attacker might be able to bypass the hurdle introduced by
the R2-relocator if he/she can predict the next S chosen by
the randomized relocation. The R2-relocator uses a keyed
hash function Hk to randomize the next base address of
the library. HMAC is an instance of the keyed hash func-
tions. Provided that key k is kept secret, it is infeasible
for the attacker to infer the next location chosen by the
R2-relocator.

2) SECURITY AGAINST THE L1-BASED
SHARING-INDEPENDENT CACHE ATTACK
As sharing-independent cache attacks are available not only
to the LLC but also to the L1 cache, we now discuss the secu-
rity that R2-relocator can achieve against L1-based cache
attacks [37], [40], [43], [44]. Modern processors have 32KB
L1 instruction (L1-I) cache and 32KB L1 data (L1-D) cache
per physical core: each has 64 cache sets. Thus, the randomiz-
ing degree with which R2-relocator works over the L1 cache
is at most D = 64, which is relatively low compared to the
maximum degree over the LLC. The low randomizing degree
might reduce the security to some extent when applying to the
L1-based attacks.

In order to quantitatively measure the gap of security
against between L1-based and LLC-based cache attacks,
we conducted an additional experiment under the same envi-
ronmental setting in Section VI-A1. For the experiment,
we implemented a victim application that imitates the cache
behavior of crypto libraries. It simply makes a specific cache
footprint, based on a pre-configured secret value σ of length λ
in bits, on a target set S in the L1-D cache. More specifically,
given a bit vector σ = {b0, . . . , bλ−1}, it iterates memory
operation at the address in S: at the i-th iteration, the memory
load takes place only if bi = 1. As L1-based attacks are
also available to L1-I cache [43], [44], we implemented a
variant of the victim that the cache footprint is made over
the instruction cache. During the experiment, these victim
applications are running with R2-relocator being applied
within these processes.

We also constructed a spy program that attempts to
extract σ from the victim applications. The spy launches the
sharing-independent attack at different cache levels. For the
LLC-based attack, the spy employs a technique of [7]. For
the attacks aiming at L1-D and L1-I cache, the spy employs
techniques of [37] and [44], respectively. In the experiment,
we measured the total amount of time spent by the spy on
successfully extracting the secret σ from the victim.
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Table 2 shows the experimental result. The terms ‘TL1’
and ‘TLLC ’ refer to the total amount of time spent by the
spy for the attack with L1-based and LLC-based techniques,
respectively. For the L1-based spy, a smaller one between
results of L1-I and L1-D attacks was chosen to be TL1. The
term ‘Ratio’ implies the security gap between L1-based and
LLC-based attacks. As shown in the table, the gap is relatively
small for the victim with a large length of secret (λ). The
security gap will close even further with shorter interval (i.e.,
Period) of R2-relocator, which will come at the cost of
increasing in the computational overhead.

C. DEPLOYABILITY
One of the design goals of the R2-relocator is deployabil-
ity; it should be easily integrated with applications without
modifications to the source code.

As indicated in Section V-B1, the R2-relocator is imple-
mented as a dynamically loadable module. Thus, it can be
injected into arbitrary running processes using theptraceAPI
in Linux. The injectedmodule then transforms the application
to a binary level so that it can perform runtime random-
ized relocation to the target crypto library in the application
process. This has a significant advantage with respect to
deployability, as it eliminates the need for reconfiguration
(i.e., modification and recompilation of the source code) of
either the application or the target library.

1) PROCESS STABILITY
R2-relocator can be injected into a running process with help
of ptrace system calls. This may affect the process stability.
For instance, the process may lose its stability if library
calls from the application are made concurrently while the
injected R2-relocator is operating relocation over the same
library. In order to avoid this problem, R2-relocator does not
directly access the target shared library within the injected
process. Instead, as described in Section V-B, it manipulates
the library over newly allocated memory regions. Besides,
it provides synchronization with the target process by setting
up function hooks in GOT. Specifically, a mutex-based syn-
chronization is implemented in function hooks so that every
library call is checked before being passed to the library.
This way, simultaneous accesses to the library from both
an application and R2-relocator is prevented. This allows
R2-relocator to perform correctly without breaking consis-
tency of the process. Therefore, the process stability can be
preserved while R2-relocator is running concurrently with
the target process.

VII. CONCLUSION
In this paper, we proposed the application of theR2-relocator
to protect crypto libraries from CSAs in a cloud com-
puting environment. Using the novel idea of a MTD,
the R2-relocator provides robust protection to a vulnerable
crypto library based on random movement over the mem-
ory during runtime. Given that the corresponding cache set
changes frequently over time, it is difficult for an attacker

to identify a target cache set, which is a prerequisite for a
successful attack.

The R2-relocator can be easily deployed to cloud services
because it does not require reconfiguration (i.e., recompila-
tion of the source code) of the crypto library. All vulnerable
libraries that contain unpatched CSA-susceptible flaws can
be protected from an attack. We extensively evaluated the
proposed method in terms of its performance, security, and
deployability. The evaluation results demonstrate its effec-
tiveness for achieving secure cloud services.
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