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ABSTRACT With the massive development of various new energy sources, the balance of supply and
demand in the power grid faces a considerable challenge. A reliable way is to perform demand-side man-
agement on energies. For demand-side management, monitoring the load connected to power distribution
networks is necessary. This paper proposes deep flexible transmitter networks to quickly monitor the load
when the load is connected to power distribution networks. The proposed algorithm combines flexible
transmitter networks and deep backpropagation neural networks. After measuring the waveforms of loads,
the algorithm is trained by the measured operational data. The testing results show that the proposed deep
flexible transmitter networks can accurately monitor the load connected to power distribution networks.
Compared with the deep backpropagation neural networks, the proposed algorithm improves the monitoring
accuracy by more than 5%. The speed of the proposed algorithm is verified in experiments. After testing on
embedded devices, the proposed algorithm can satisfy the requirements of edge computing systems.

INDEX TERMS Non-intrusive load monitoring, deep backpropagation neural networks, flexible transmitter
networks, load modeling, embedded calculation.

I. INTRODUCTION
With the increasing economic and social development, tech-
nological progress, and living standards, numerous kinds of
loads have entered human life. The working principles and
modes of these loads are different. Under the excitation of
the power system voltage, loads have different responses. The
massive development of electronic equipment has brought
various harmonics to power distribution networks. Various
harmonics cause the current waveform of power distribution
networks to deviate from the sinusoidal waveform [1]. The
connection of high-power loads causes voltage drops and
frequency fluctuations in power distribution networks. Loads
with electronic equipment or high-power hurt the safe opera-
tion of power distribution networks [2].

With the decline of renewable energy prices and the con-
tinuous improvement of pursuit, grid companies contribute
to environmental protection [3], various renewable energies
have been connected to power distribution networks [4].
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One way to solve distributed power consumption problems
and balance the power flow between the power supply and
demand is demand-side management by dispatching the sup-
ply side [5] and anomalous behavior identification [6]. The
load monitoring of power distribution networks is considered
in the paper.

Load monitoring has two types, i.e., intrusive and non-
intrusive types. Non-intrusive load monitoring is applied
without modifying the load and installing sensor equipment
on the access units or houses. In recent years, thanks to
the improvement of computer technology and the develop-
ment of intelligent algorithms [7], non-intrusive load moni-
toring had diversified choices and realized higher monitoring
accuracy [8]. Liu et al. applied the template’s waveform
matching to monitor load [9]. Time-series data of power
changes have been utilized for non-invasive load monitor-
ing [10]. A post-processing method has been designed to
improve the monitoring accuracy of existing non-intrusive
load monitoring algorithms [11]. However, the robustness of
the post-processing algorithm is not strong enough for other
loads. The post-processing method has been combined with
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deep neural networks to improve the robustness of the mon-
itoring algorithm [12]. Reference [13] designed a combined
Bayesian method to improve the robustness of monitoring.
Shirantha Welikala et al. designed an algorithm with 88%
monitoring accuracy for non-intrusive load monitoring [14].
The factorial hidden Markov model has been combined with
discriminative decomposition sparse for increasing monitor-
ing accuracy [15]. The 90.85% accuracy of load monitoring
is obtained by similar time window algorithms [16]. More
sample data can be introduced to improve the monitoring
accuracy of loads. For example, [17] proposed active-reactive
power signals as learning data. Derivative analysis and filter
analysis have been proposed to improve classification perfor-
mance [18]. Reference [19] combined multiple devices from
aggregated measurement data for monitoring. A sequencing
method has been proposed to reduce the training process of
neural networks [20].

An expendable comprehensive load decomposition model
has been applied for the load decomposition problem of
mixed loads [21]. A spatiotemporal pattern network has been
employed for energy disaggregation [22]. A hierarchical hid-
den Markov model framework with multiple functions has
been proposed for non-intrusive load monitoring [22]. The
multi-label classification problem has been solved by the
currently popular sparse representation-based classification
method [23]. A solution called real-time non-intrusive load
monitoring has been designed with a high level of recog-
nition accuracy even during the power supply voltage fluc-
tuates sharply [24]. A graph-based multi-label method has
an accuracy of 72.85% for load monitoring [25]. The curse
of dimensionality can be avoided by multiple sequences of
regression learning [26].

The mainly neural networks applied in the references
above are roughly based on the following neural networks.
The Bayesian method [14] is a classification algorithm based
on statistic theories. The Bayesian method has a quite con-
cise structure. The Bayesian method has a speed advantage
in classification. However, the Bayesian algorithm does not
have a strong classification ability without conditional inde-
pendence between attributes of things that need to be clas-
sified. The hidden Markov model [15] is a graph clustering
algorithm. The hidden Markov model described a process of
generating an unobservable state sequence from an implicit
Markov chain and then generating an observation sequence
from the unobservable state sequence. The hidden Markov
model is memoryless and cannot apply contextual informa-
tion. K-nearest neighbors [16] apply Euclidean distance to
find the relationship of things that need to be classified. The
calculation process of k-nearest neighbors can adapt to the
classification of large-scale data. However, the classification
accuracy of rare categories is lower than that of rich categories
when the number of samples of each category is unbalanced.
Deep backpropagation networks [27] are multi-layer feedfor-
ward neural networks applied back propagation algorithm.
The deep backpropagation networks have a strong ability of
nonlinear fitting. Nevertheless, the classification accuracy of

the basic deep backpropagation networks cannot meet the
need for non-intrusive load monitoring. Convolutional net-
works [19] extracts features of the image through the action of
the convolutional layer and pooling layer. The convolutional
networks can accurately classify image features. However,
the convolution layer and the pooling layer require com-
plex calculations. The calculation of convolution networks
is a hard burden for an embedded device. Long short-term
memory networks [26] have the ability to model time series
data. The long short-term memory networks do not have the
ability to process parallelized data. The training process of
the long short-term memory networks is slower than the deep
backpropagation networks.

The deficiencies of the above researches are listed as fol-
lows.

(1) Most of the above studies employ existing data sets
and lack recognition tests on data outside the existing data
sets.

(2) Intelligent algorithms have been continuously
improved with the continuous development of bionics. The
recognition accuracy of the above methods still has promo-
tion space.

(3) The optimization of the data preprocessing level
needs to be improved. Real-time multiplication calculation is
required for the training process of characteristic data with
specific computing power. The multiplication processes of
load characteristics are not conducive to the algorithm for
load monitoring.

Fast Fourier transforms [9], the operating sounds of
the electrical equipment, the step change of the current
signal [28], event drivers [29], feature selection [30], and
eventual current measurement [31] have been applied for
non-intrusive loadmonitoring. The operating data of loads are
applied for non-intrusive load monitoring in this paper. The
features of loads can describe loads frommultiple dimensions
and provide more information for monitoring.

With the continuous development of artificial intelligence
technologies in recent years, a flexible transmitter networks
method has been proposed as an alternative neuron struc-
ture [32]. The flexible transmitter networks entirely refer
to the principles of bionics and more deeply simulate the
biological characteristics of neurons. Since flexible trans-
mitter networks have a more complex structure with more
computing ability, the accuracy of flexible transmitter net-
works is higher than that of support vector machines and
convolutional neural networks [33]. However, the flexible
transmitter networks need complex calculations due to the
added parameter in the back propagation process of the train-
ing process. To maintain a high classification accuracy and
reduce the time of the training process of networks, a simple
network can be chosen to be combined. In this paper, sampled
data is processed through fast Fourier decomposition to be
training data. The deep backpropagation networks can satisfy
the kind of training data. Apart from satisfaction, the deep
backpropagation networks have a quicker back propagation
speed than the flexible transmitter networks. The flexible
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transmitter networks and the deep propagation networks are
combined.

With the continuous reduction of lower performance com-
puting costs and the continuous development of embedded
devices, a new generation of information technologies repre-
sented by the internet of things [34], cloud computing [35],
and edge computing [36] have been widely applied [37].
The preprocessing andmonitoring process of loads waveform
requires high real-time performance and relatively parallel
ability, which is a heavy burden for the computation center.
The approach of submerging cloud computing capabilities to
the edge of the network close to the client to perform specific
computing tasks can greatly enhance computing power and
reduce costs [38].

Inspired by deep backpropagation networks, flexible trans-
mitter networks, load features, and edge computing, this
paper proposes a deep flexible transmitter networks method
to balance monitoring accuracy and monitoring speed for
non-intrusive load monitoring. The significant contributions
of the article are listed as follows:

(1) The standard loads of home consumers are analyzed
and modeled; the generated voltage and current waveforms
during the operation of loads are measured; a data set for the
operation of the load is formed. Compared with the existing
data set, the data set applied in this paper is closer to the
real-life situation of loads; the results obtained are more
similar to the real-life load application scenarios.

(2) A method is established to preprocess the acquired
sampled data. After various sampled data is processed
through fast Fourier decomposition, significant parameters
are selected for training and recognition. The proposed
method improves the monitoring accuracy and does not
exceed the acceptable range of computing power demand.
After the monitoring process, the proposed method can
replace the power decomposition method.

(3) Combining the flexible transmitter networks and the
deep backpropagation networks, the proposed algorithm can
effectively improve recognition accuracy and can meet the
computing requirements of existing computing equipment.
After the monitoring process, the proposed algorithm meets
the prerequisite of working on embedded devices and has the
feasibility of applying to edge computing.

The rest of the paper is presented as follows. The estab-
lished loads model and the flexible transmitter networks are
given in Section II and Section III respectively. Section IV
shows case studies. Conclusions are listed in Section V.

II. ESTABLISHMENT OF FEATURE DATA SET FOR LOADS
To obtain the feature data of loads and establish a feature data
set of loads. The establishment of the operating data set of the
loads model is divided into two parts, i.e., the power supply
side and the equipment side.

A. POWER SUPPLY SIDE
A power supply side of real-life projects consists of two
parts, i.e., the main excitation part and the noise part

(FIGURE 1(a)). The main excitation part is applied to excite
the load and to generate the corresponding load waveform.
The noise part (FIGURE 1(b)) mainly comes from the influ-
ence of interference and power grid clutter when sampling
waveform.

FIGURE 1. Model and voltage curve of generation part: (a) model of
generation part; (b) voltage wave of generation part.

B. EQUIPMENT SIDE
In the daily life of power users, roughly three types of equip-
ment often appear, i.e., pure resistance equipment, rotating
electrical equipment, and equipment containing power elec-
tronics.

1) PURE RESISTANCE EQUIPMENT
The structure of the pure resistance devices is relatively sim-
ple. For example, a water heater model comprises a power
supply, transformer, and load (FIGURE 2(a)). After setting
the resistance, inductance, reactance, and transformer param-
eters, thewaveform of awater heater can bemeasured directly
(FIGURE 2(b)).

FIGURE 2. Model and current curve of shower heater: (a) model of
shower heater; (b) current wave of shower heater.

2) ROTATING ELECTRICAL EQUIPMENT
The fixed-frequency air conditioner, constant frequency fan,
and constant frequency refrigerator models in a home con-
sumer are built.
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For the fixed-frequency air-conditioning model, the main
source of the load is the compressor. The working principle
of the air-conditioning compressor is that the motor drives
the compressor to perform reciprocating compression in the
cavity of a compressor. Therefore, the load torque curve of the
motor is set as a triangular wave. The schematic diagram and
the measurement waveform of an air conditioning model are
shown in FIGURE 3. The letter M in FIGURE 3(a) presents
the electrical motor.

FIGURE 3. Model and current curve of air conditioning: (a) model of air
conditioning; (b) current wave of air conditioning.

The fixed-frequency refrigerator is a load that contains a
compressor. The model framework is similar to the fixed-
frequency air conditioner model. The parameters of the inter-
nal transformer and the motor are adjusted as the parameters
of the refrigerator. The model and waveform of the fixed
frequency refrigerator are shown in FIGURE 4.

FIGURE 4. Model and current curve of constant frequency refrigerator:
(a) model of constant frequency refrigerator; (b) current wave of constant
frequency refrigerator.

Fixed frequency fans generally apply alternating current
motors and control the fan speed by controlling the voltage
(FIGURE 5(a)). The waveform of a fixed frequency fan when
the fan runs at full speed is given in FIGURE 5(b).

3) EQUIPMENT CONTAINING POWER ELECTRONICS
Complex power electronic equipment generates different
kinds of non-sine waves; the various harmonics contained
therein have a certain degree of impact on the power

FIGURE 5. Model and current wave of constant frequency fan: (a) model
of constant frequency fan; (b) current wave of constant frequency fan.

distribution network. Therefore, non-intrusive load monitor-
ing has tremendous significance for the regular operation of
the power grid for monitoring the load during power elec-
tronic devices connected to the power grid. Rectifiers and
frequency converters are selected to establish the load model
of power electronic devices.

For loads with rectifiers, the light-emitting diode lighting
system model is established (FIGURE 6(a)). Then, the wave-
form of the light-emitting diode lighting system is measured
as FIGURE 6(b).

FIGURE 6. Model and current curve of light-emitting diode: (a) model of
light-emitting diode; (b) current wave of light-emitting diode.

In the same approach, the washing machine model is estab-
lished as FIGURE 7(a); the waveform of a washing machine
is measured as FIGURE 7(b).

The hairdryer model is established as FIGURE 8(a); the
hairdryer waveform is measured as FIGURE 8(b).

For loads containing inverters, inverter air conditioners,
inverter fans, and induction cookers are selected as exam-
ples. The applied inverters are constructed with the method
of rectification-inverter. The rectification part applies a full
bridge rectifier circuit composed of thyristors. The inverter
part employs an insulated gate bipolar transistor full control
bridge inverter circuit (FIGURE 9(a)). The voltage waveform
of the inverter part is measured as FIGURE 9(b). The abbrevi-
ation of AC in FIGURE 9(a) presents alternative voltage; the
letter Q in FIGURE 9(a) presents the power electronic switch.
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FIGURE 7. Model and current curve of washing machine: (a) model of
washing machine; (b) current wave of washing machine.

FIGURE 8. Model and current curve of hair dryer: (a) model of hair dryer;
(b) current wave of hair dryer.

FIGURE 9. Model and voltage wave of frequency converter: (a) model of
frequency converter; (b) voltage wave of frequency converter.

The inverter air conditioner model is similar to the fixed
frequency air conditioner model when adding an inverter
part to control the compressor speed (FIGURE 10(a)). The
waveform of the inverter air conditioner is measured as
FIGURE 10(b).

When the variable frequency fan model runs at a con-
stant speed, the received load torque is constant. Thus,
the load torque of the fan motor is set to a constant value
(FIGURE 11(a)). The waveform of the variable frequency fan
is measured as FIGURE 11(b). The abbreviation of Cons in
FIGURE 11(b) presents constant.

FIGURE 10. Model and current curve of inverter air conditioner: (a) model
of inverter air conditioner; (b) current wave of inverter air conditioner.

FIGURE 11. Model and current curve of variable frequency fan: (a) model
of variable frequency fan; (b) current wave of variable frequency fan.

FIGURE 12. Model and current curve of induction cooker: (a) model of
induction cooker; (b) current wave of induction cooker.

The working principle of the induction cooker model is
that: generate a high-frequency alternating current by a fre-
quency converter; then, a high-frequency magnetic field is
generated through a coil on the bottom of the pot for gen-
erating heat. Therefore, the heating process of the induction
cooker can be equivalent to a model in which a frequency
converter drives a transformer. The transformer of the induc-
tion cooker is connected by an equivalent resistance load
(FIGURE 12(a)). The waveform of the induction cooker is
measured as FIGURE 12(b).

C. SAMPLE DATA OF ESTABLISHING FEATURE DATA SET
OF LOADS
To ensure the accuracy of the acquired waveform and the
perception of small fluctuations in the process of acquiring
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FIGURE 13. Frequency spectrum of electromagnetic furnace.

waveform data, the sampling frequency of the sampled oscil-
loscope is set to be 10 kHz. Therefore, the waveform data
of each period consists of thousands of discrete time-series
data points. If the raw data is directly inputted into the neural
networks for training, the internal structure of the neural
networks should be designed large enough for accepting such
high-order input data. To achieve the faster speed and higher
fitting effect level of the neural networks, preprocessing the
input data with reducing the order to an acceptable level is
necessary to establish the neural networks.

Considering that loads run on the sine wave excitation of
power systems, the generated current after the excitation has
prominent sinusoidal characteristics. Based on the character-
istics, the harmonics of the load current can be extracted as
the feature of loads, set as the monitoring feature of the deep
flexible transmitter networks.

A discrete Fourier transform is applied for converting the
discrete sampled current and voltage data to extract the har-
monic characteristics of the current waveform of loads. The
induction cooker model, which has the most severe current
waveform distortion, is selected to describe the converted
process. After one period of the waveform of the induction
cooker model is converted by the Fourier transform, a con-
verted frequency spectrum of the induction cooker is formed
as FIGURE 13.

After the waveform of loads is performed by Fourier
transform, the discrete time-domain waveform of the induc-
tion cooker is transformed into a frequency spectrum
(FIGURE 13). The frequency spectrum distribution shows
that the fundamental wave still accounts formost of the induc-
tion cooker waveform. Furthermore, the frequency spectrum
of the induction cooker shows that the distribution value of
the frequency spectrum of the frequency that higher than
400 Hz is lesser than half of the maximum distribution value
of the frequency spectrum of the induction cooker. Therefore,
the distribution values of the frequency spectrum of system
frequency that lower than 400 Hz are selected as the training
data of the proposed method. The amplitude and phase angle
that performed the Fourier transform of the full simulation
period of loads are stored as the training data of loads feature.

III. DEEP BACKPROPAGATION NETWORKS
A shallow neural networks method consists of an input, hid-
den, and output layer. The hidden layer sums the weighted
sum of the input layer by a weight matrix. Then, the result

FIGURE 14. Schematic diagram of deep neural networks.

of the output layer can be obtained by a nonlinear activation
function. The mathematical expression of shallow neural net-
works is listed as follows:

al+1 = f (W lal + bl) (1)

where al+1 and al are the output matrices of the (l+1)-th and
l-th hidden layers, respectively; f (·) is the activation function
of shallow neural networks; W l is the weight matrix of the
l-th layer; bl is the deviation value matrix of the l-th layer of
shallow neural networks

Deep neural networks (FIGURE 14), which expand the
number of hidden layers from shallow networks, apply the
output of the low-level hidden layer as the input of
the high-level hidden layer. Multiple hidden layers enhance
the characterization degree of the nonlinearity of the deep
neural networks. Therefore, deep neural networks can fit non-
linear data more accurately and have higher generalization
performance and robustness than shallow neural networks.

A. FLEXIBLE TRANSMITTER NETWORKS
The flexible transmitter networks have been improved by
Dr. Shaoqun Zhang et al. from themodel proposed byMcCul-
loch and Pitts [32]. The weight nonlinearity matrix processes
the information transmitted by the neurons in the upper
layer of the McCulloch-Pitts model. Then, the information
transmitted by the neurons in the next layer is generated
under the action of an activation function. Compared with
the McCulloch-Pitts model, the flexible transmitter networks
introduce a novel bionic principle. When constructing neu-
rons, the role of neuron axons and dendrites are considered
at the same time. Besides, the number of the feedforward
channel parameters of the flexible transmitter networks is
increased to two (FIGURE 15). Apart from the number of
parameters of the feedforward process, the flexible transmit-
ter networks introduced the third parameter to simulate the
memory strength of neurons. Since the flexible transmitter
networks are more similar to biological neuron characteris-
tics, the flexible transmitter networks have a higher fitting
accuracy than the McCulloch-Pitts model.

The neuron framework of the flexible transmitter networks
includes two feedforward channel parameters (W ,V ) and an
iterative memory strength parameterM . The training process
of the flexible transmitter networks includes the following
steps in detail.
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FIGURE 15. Schematic diagram of neurons in flexible transmitter
networks.

(1) The feedforward process of the flexible transmitter
networks. With the t-th neuron of the flexible transmitter
networks are selected as an example, the feedforward channel
of the t-th neuron of the flexible transmitter networks has
two parameters (W ,V ). The neuron memory strength of the
t-th neuron of the flexible transmitter networks has an iter-
ative parameter M . The feedforward function of the flexible
transmitter networks is described in complex numbers, as fol-
lows [32],

S lt +M
l
t i = σ

(αW lS l−1t − βV lM l
t−1

)
+

(
βW lS l−1t + αV lM l

t−1

)
i

 (2)

where W l and V l are the feedforward weight matrix and
memory weight matrix of the l-th layer of the flexible trans-
mitter networks, respectively; S lt is the output of the current
iteration of the flexible transmitter networks; S lt−1 is the input
of the current iteration of the flexible transmitter networks;
M l
t−1 is the memory strength that calculated in the current

iteration;M l
t is applied in the next iteration; σ is the excitation

function such as the sigmoid function; the excitation function
has two parts, i.e., a real part function and an imaginary part
function; both α and β are adjustable parameters in the real
number domain of the flexible transmitter networks.

(2) The backpropagation process of the flexible transmitter
networks. After completing each iteration of the flexible
transmitter networks, the parameters of the flexible transmit-
ter networks are corrected according to the iteration results.
Before calculating the gradient of the flexible transmitter
networks, define [32]:

Real = αW lS l−1t − βV lM l
t−1, (3)

Imag = βW lS l−1t + αV lM l
t−1, (4)

where Real and Imag are the real and imaginary parts of the
parameter of the feedforward process of the flexible transmit-
ter networks, respectively.

The function of the backpropagation process of the flexible
transmitter networks can be derived as [32]:(
∇W lE,∇V lE

)
=

∫ T

t=1

(
∇W l

t ,∇V
l
t

)
dt

=

∫ T

t=1

(
δS lt �

∂S lt
∂Real lt

)
·

(
∂Real lt
∂W l ,

∂Real lt
∂V l

)
dt (5)

where ∇WE and ∇VE are the backpropagation gradients of
the weight matrices of the flexible transmitter networks W
and V , respectively; ∇W l

t and ∇V
l
t represent the gradient of

the backpropagation of the l-th layer of the flexible trans-
mitter networks in the t-th iteration, respectively; δS lt is the
backpropagation correction difference calculated in the train-
ing process of the flexible transmitter networks; � is the dot
multiplication operation; ∂S lt

∂Reallt
is the derivative vector of the

activation function
[
σ ′real

(
Real lt |1

)
, . . . , σ ′real

(
Real lt

∣∣nl )]T
applied in the training process of the flexible transmitter
networks; ∂Real

l
t

∂W l and ∂Reallt
∂V l are the complex backpropagation

calculationmethod of backpropagation process of the flexible
transmitter networks for these two backpropagation pipelines
related toW l

t and V
l
t , respectively; where [32]:

δS lt = α ·
(
W L

)T
·

(
δS l+1t � σ ′

(
Real l+1t

))
(6)

∂Real lt
∂W l

ij

=

 1W l
11 . . . 1W l

1nl−1
...

. . .
...

1W l
nl1

· · · 1W l
nlnl−1


∂Real lt
∂V l

ik

=

 1V l
11 . . . 1V l

1nl−1
...

. . .
...

1V l
nl1

· · · 1V l
nlnl−1

 (7)

where [32]:

1W l
ij = α · S

l
t

∣∣j − β· nl∑
k=1

V l
ik
∂M l

t−1

∣∣k
∂W l

ij

1V l
ik = −β

[
M l
t−1

∣∣k + nl∑
k=1

V l
ik
∂M l

t−1

∣∣k
∂V l

ij

]
(8)

where [32]:

∂M l
t

∣∣k
∂W l

ij

= σ ′ ·
∂Imaglt

∣∣k
∂W l

ij

=


σ ′
(
Imaglt

∣∣k) ·
β · S

l−1
t
∣∣j

+ α ·

nl∑
h=1

Ṽih
∂M l

t−1

∣∣h
∂W l

ij

 , i = k;

0, i 6= k.

∂M l
t

∣∣k
∂V l

ik

= σ ′ ·
∂Imaglt

∣∣k
∂V l

ik

=


σ ′
(
Imaglt

∣∣k) · α ·

M l
t−1

∣∣k
+

nl∑
j=1

Ṽ l
kj
∂M l

t−1

∣∣j
∂V l

kk

 , i = k;

σ ′
(
Imaglt

∣∣k) · α · nl∑
j=1

Ṽ l
kj
∂M l

t−1

∣∣j
∂V l

ik

, i 6= k.

(9)
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With the calculation of (5), both W and V are corrected
with a given fixed learning rate η.{

Ŵ = W + η · ∇W lE
V̂ = V + η · ∇V lE

(10)

The loss function E is calculated after the backpropagation
process if the flexible transmitter networks are over. The loss
functionE is the integral loss functionE(W ,V ) of the flexible
transmitter networks, which fits the loss by the square of the
difference between the real value of the given training set
and the predicted value of the flexible transmitter networks,
as follows [32]:

E (W ,V ) =
1
2

∫ T

t=1

nl∑
i=1

(
Y true
t |i − Yt |i

)2 dt (11)

where Yt is the output signal of the final layer of flexible
transmitter networks.

According to the loss function calculation results (11),
whether the training process is finished can be judged. The
last iteration M is calculated after reaching the expected
index [32].

Mt = σ
(
βŴXt + αV̂Mt−1

)
. (12)

After the training process of the flexible transmitter net-
works is over, the neurons of the flexible transmitter networks
can solve regression or classification problems.

B. DEEP FLEXIBLE TRANSMITTER NETWORKS
Two layers of cumulative sum calculation are required when
calculating the backpropagation error of the flexible transmit-
ter networks. Therefore, the time complexity of calculating
the backpropagation error of the flexible transmitter networks
is O(2mn2), where m and n are the numbers of neurons in the
layer which calculating the backpropagation error of the flexi-
ble transmitter networks and the previous layer, respectively.
When the neurons of the flexible transmitter networks with
multi-layer are superimposed to work or when the number of
neurons in a single layer of the flexible transmitter networks
is increased, the calculation complexity of the flexible train-
ing process transmitter networks is increased. The increased
calculation effectively influences the speed of the flexible
transmitter networks. However, if the number of the layers of
the flexible transmitter networks or the number of neurons in
a single layer of the flexible transmitter networks is reduced
due to the pursuit of the training process speed of the flexi-
ble transmitter networks, the fitting accuracy of the flexible
transmitter networks is reduced; consequently, the regression
accuracy or recognition accuracy of the flexible transmitter
networks is decreased. Although the fitting accuracy of the
deep backpropagation networks is lower than that of flexible
transmitter networks, the time complexity of deep backprop-
agation networks with backpropagation calculation is O(n).
Compared with the training time of flexible transmitter net-
works, the deep backpropagation networks need a shorter
training time. With the advantage of the accuracy of the

FIGURE 16. Schematic diagram of deep flexible transmitter networks.

FIGURE 17. Backpropagation process of deep flexible transmitter
networks.

flexible transmitter networks and the advantage of the speed
of deep backpropagation networks, a deep flexible transmitter
network is established in this paper (FIGURE 16).

δl = (W l+1)T δl+1 � σ ′(zl) (13)

where δl is the backpropagation error of the l-th layer of the
deep backpropagation networks; W is the weight matrix of
the deep backpropagation networks; zl is the output of the l-
th layer of the deep backpropagation networks.

The gradient descent method of the McCulloch-Pitts
model, which is the same as the method applied in the deep
backpropagation networks, is applied to calculate the back-
propagation parameters of the training process of the flexible
transmitter networks. The error transfer function of the back-
propagation process of the training process of the transmitter
networks is listed as follows [32]:

The error transfer function of the backpropagation process
of the deep backpropagation networks is described as:

δlt = α ·
(
W L

)T
·

(
δl+1t � σ ′

(
Real l+1t

))
. (14)

The backpropagation method of a single backpropagation
variable is applied in both the deep backpropagation and
flexible transmitter networks. During the backpropagation
process of the deep flexible transmitter networks, the back-
propagation error of the first layer of the deep backpropaga-
tion networks is transmitted to the last layer of the flexible
transmitter networks. Two-layer flexible transmitter networks
and two-layer backpropagation networks are combined as
FIGURE 17.
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FIGURE 18. Flowchart of the algorithm of deep flexible transmitter
networks for non-intrusive load monitoring.

C. NON-INTRUSIVE LOAD MONITORING APPLYING DEEP
FLEXIBLE TRANSMITTER NETWORKS
After obtaining the load feature, the loads feature data is
divided into the training set and test set. The flow chart of
the deep flexible transmitter networks for non-intrusive load
monitoring is shown in FIGURE 18, where X is the input
data; Z is the output data; E is the error between output data
and the real data.

Each of the five periods of the loads feature data is set as a
group; one data of each group is selected as the test data. All
the test data is stored in the test set; the rest data is configured
as the training set. Deep flexible transmitter networks are
established to train the training set mentioned above. After the
training process is completed, the test set mentioned above is
applied to test the recognition accuracy of the trained deep
flexible transmitter networks.

IV. CASES STUDIES
The hardware configuration applied in the learning process
in this experiment is a Mac: the system is macOS 11.0;
the processor is Intel (R) Core (TM) i7-6820HQ; the main
frequency is 2.70 GHz; the memory is 16 GB. The hardware
configuration applied in the monitoring process of this exper-
iment is ARM: the system is Linux; the processor is Cortex-
A53 architecture; the main frequency is 1.2 GHz. A total
of 128 M of memory is allocated for the program to simulate
the scenario of running on embedded devices or edge comput-
ing devices (FIGURE 19). The hardware system consists of a
voltage sensor, a current sensor, and an ARM processor. The
hardware system can obtain voltage and current data from
the sensor. Then, the monitoring results can be displayed on
the screen and can be uploaded to the cloud.

A. EXPERIMENTS
The waveform of these loads mentioned in Section II is mea-
sured. The sampling frequency of 10 kHz is applied to sample
these loads with a total of 5 s. After Fourier transform is
applied to convert the sampled data of the current and voltage

FIGURE 19. Schematic diagram of recognition equipment.

information of loads, the converted data are stored in the data
set.

In this experiment, the established deep flexible transmitter
networks are composed of two layers of the flexible transmit-
ter networks and five layers of the backpropagation neural
networks (FIGURE 20).

FIGURE 20. Structure diagram of deep flexible transmitter networks.

The iterations-accuracy of the training process of the deep
flexible transmitter networks is illustrated as FIGURE 21.
The training set applied in the training process of the deep
flexible transmitter networks consists of 2000 data. The
mini-batch parameter is set to 32; the epochs number is set
to 60 during the training process of the flexible transmitter
networks; thus, the training process of the flexible transmitter
networks consists of 3720 iterations. In the training process of

FIGURE 21. Recognition accuracy of training process and testing process
of deep flexible transmitter networks.
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the deep flexible transmitter networks, the test set is applied
to verify the monitoring accuracy after each epoch (blue point
in FIGURE 21).

After 500 iterations, the maximum recognition accuracy
of the training process of the deep flexible transmitter net-
works is 100%. The monitoring accuracy of the deep flexible
transmitter networks reached 99.00% in the final verification
after the training process is completed. The training process
of the deep flexible transmitter networks shows that the deep
flexible transmitter networks are effective and have a strong
learning ability.

Five networks (i.e., deep backpropagation networks, sup-
port vector machines, convolutional neural networks, recur-
rent neural networks, and long short-term memory networks)
are trained with the same training set as the deep flexible
transmitter networks. The test set employed in the deep flex-
ible transmitter networks is applied to test the monitoring
accuracy of these five networks. In the training process of
these five networks, the same learning rate parameters and
mini-batch learning parameters of the training process of
the deep flexible transmitter networks are set to these five
networks. The following conclusions can be illustrated by
comparing the training process of these five networks and
deep flexible transmitter networks:

(1) For monitoring accuracy, the comparison between deep
flexible transmitter networks and these five networks in the
training process is shown in FIGURE 22.

FIGURE 22. Comparison of deep flexible transmitter networks and other
networks.

The monitoring accuracy of the training process of
deep flexible transmitter networks and these five networks
(FIGURE 22) shows that the recognition accuracy of the
deep flexible transmitter networks is higher than that of
these five networks in the final epoch. For the speed of
the training process, the deep flexible transmitter networks
have a higher rate than these five networks. Specifically,
in the fifth epoch, the deep flexible transmitter networks
have reached a monitoring accuracy of 90.00%. In contrast,
the deep backpropagation networks can only achieve this
training effect at the 15th epoch, and the convolutional neural
networks can only maintain this training effect at the seventh

epoch. Therefore, in terms ofmonitoring accuracy, the perfor-
mance of the deep flexible transmitter networks is relatively
excellent.

(2) In terms of training time, affected by the complex
derivation process of the backpropagation process of the
training process of the flexible transmitter networks, the train-
ing process of the deep flexible transmitter networks lasted
42 minutes. The deep backpropagation networks and the
convolutional neural networks, which have an accuracy of
more than 95.00% in the training process, are selected as
comparison networks. The training process of the deep back-
propagation networks lasted 18 minutes and 9 s. The training
process of the convolutional networks lasted 67 minutes and
23 s. The result of the training process of the deep flexible
transmitter networks, the deep backpropagation networks,
and the convolutional networks shows that the speed of the
training process of the deep flexible transmitter networks
is about half of that of the deep backpropagation networks;
the speed of the training process of convolutional neural
networks is lower than that of deep flexible transmitter
networks.

After the training process of the deep flexible transmitter
networks, the parameters of the trained deep flexible trans-
mitter networks can be imported into the monitoring equip-
ment for monitoring the waveform of the loads. A total of five
waveform segments in the test set are randomly selected for
monitoring. The time-consuming monitoring process of the
deep flexible transmitter networks and deep backpropagation
networks for these fivewaveform segments is 0.0042, 0.0067,
0.0077, 0.0034, and 0.0059 s.

The time-consuming process of the monitoring process
is less than one electrical period (i.e., 0.02 s) when the
proposed monitoring method is running on the embedded
device. Therefore, the monitoring process of the deep flexible
transmitter networks is within the allowable range of the
computing power of embedded devices and edge computing
devices.

The monitoring accuracies of the flexible transmitter net-
works and these five networks are given in Table 1.

TABLE 1. Monitoring accuracy of deep flexible transmitter networks and
other networks.

Compared with the five networks, the features of the deep
flexible transmitter networks can be summarized as follows:

(1) The monitoring accuracy of the deep flexible trans-
mitter networks dramatically exceeds that of the five
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networks. The deep backpropagation networks, which have
the highest monitoring accuracy in the five networks, are
select as the main comparison networks. The original data
of the test results of the deep flexible transmitter networks
and the deep backpropagation networks show that the lower
monitoring accuracy obtained by the deep backpropaga-
tion networks is mainly from the initial startup time of
the motor-containing loads. The measured waveform of the
motor-containing loads shows that the current waveform is
not stable during the startup period. The measured wave-
form contains many harmonic waves and aperiodic waves.
The monitoring results show that: the deep backpropagation
networks achieve lower learning and monitoring effects on
irregular periods, while the deep flexible transmitter net-
works can monitor the initial moment of the motor startup
more accurately. With improving monitoring ability at initial
startup time, the proposed algorithm can recognize the load
in as little calculation time as possible. The speed of the
monitoring system to monitor the load can be significantly
increased.

(2) The flexible transmitter networks are slower than the
deep backpropagation networks, the support vectormachines,
the recurrent neural networks, and long-term memory net-
works in the training process. However, the support vector
machines, the recurrent neural networks, and the long short-
term memory networks cannot exceed the level of 90% in
monitoring accuracy. Although the deep flexible transmitter
networks are slower than the deep backpropagation networks
in the training process, the heavy computing requirement
appears in the backpropagation process of the training pro-
cess of the deep flexible transmitter networks. In the for-
ward propagation process of the test process of the deep
flexible transmitter networks, the calculation method of the
deep flexible transmitter networks is similar to that of the
deep backpropagation networks. Therefore, after the training
process of the deep flexible transmitter networks is com-
pleted, non-intrusive load monitoring no longer demands
heavy computing power. Consequently, the calculation of
the forward propagation of the deep flexible transmitter
networks does not require much calculation time. Based
on the calculation method of the deep flexible transmit-
ter networks in the forward propagation process, the deep
flexible transmitter networks require the same computing
power as the deep backpropagation networks in the recog-
nition process. After testing the deep flexible transmitter
networks, the recognition work based on the deep flex-
ible transmitter networks can be deployed on embedded
devices.

B. DISCUSSIONS
Numerous adjustments are needed for the network structure
of the deep flexible transmitter networks in this paper. During
the adjustment process, the monitoring accuracy of the deep
flexible transmitter networks can be effectively improved by
increasing the number of layers of the flexible transmitter
networks. However, when the number of layers of the flexible

transmitter networks is increased to larger than 3, the recogni-
tion accuracy of the deep flexible transmitter networks is no
longer apparent. Moreover, increasing the number of layers
of the flexible transmitter networks reduces the speed of the
training process of the deep flexible transmitter networks.
Another way to improve monitoring accuracy is to expand
the number of neurons in each layer of the flexible transmitter
networks. However, when the number of neurons in a single
layer of the deep flexible transmitter networks exceeds 50,
the improvement of the monitoring accuracy of the deep flex-
ible transmitter networks is no longer apparent. However, the
unexpected loss of monitoring accuracy of the deep flexible
transmitter networks may even occur. Besides, the effect of
expanding the number of neurons of a single layer of the part
of the deep flexible transmitter networks is more severe than
increasing the layers of the part of the flexible transmitter
networks on the speed. Therefore, for real-life problems, both
the number of layers and the number of neurons in a single
layer of the deep flexible transmitter networks should be
selected reasonably.

During the training process of the proposed algorithm,
various zero elements appear in the error matrix during the
backpropagation process. Besides, the appearance of zero ele-
ments has a particular arrangement law. In further research,
the generation rules of zero elements could be directly gener-
ated in the backpropagation process of the training process
of the deep flexible transmitter networks. The generation
rules of the backpropagation operation of the deep flexible
transmitter networks can save training time and improve the
performance of the training process.

V. CONCLUSION
This paper proposes deep flexible transmitter networks to
monitor loads of power distribution networks. The feasibil-
ity and effectiveness of the proposed algorithm are verified
under a hardware system. The significant characteristics of
the proposed approach are listed as follows.

(1) To improve the speed of non-intrusive load monitoring,
the fast Fourier transform and the reasonable selection of the
harmonic order reduce the amount of data are configured
as the measured data. The proposed approach has a higher
monitoring accuracy under a small architecture and achieves
a high training and a high monitoring speed by reducing the
amount of data that needs to be monitored.

(2) To improve non-intrusive load monitoring accuracy,
this paper introduces flexible transmitter networks into deep
learning. To mitigate the negative influence on the training
speed of the deep flexible transmitter networks, the flexible
transmitter networks, and the deep backpropagation networks
are fused. The advantages of these two types of networks are
combined to achieve high monitoring accuracy with ensuring
the calculation requirement of the deep flexible transmitter
networks is maintained within an acceptable range for the
training process and the monitoring process.

(3) The experiment of deep backpropagation networks,
deep flexible transmitter networks, support vector machines,
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convolutional neural networks, recurrent neural networks,
and long short-term memory networks shows that the deep
flexible transmitter networks can achieve non-intrusive load
monitoring more accurately. Besides, the training time of
the proposed approach is within a reasonable time range.
The proposed approach meets the requirements of embedded
devices and edge computing devices.

In future researches, (i) the theory of increment learn-
ing could be added to the deep flexible transmitter net-
works for the addition of more types of loads at any time;
(ii) more simple calculation and optimization processes of
the backpropagation process could be designed to increase
the monitoring accuracy, the speed of the training process,
and the monitoring process of the deep flexible transmitter
networks.
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