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ABSTRACT The paper aims to address output feedback problem for a class of nonlinear systems subjected
to unknown dead-zone. High-gain K-filters is firstly designed such that unavailable states of system can be
reconstructed. Then, with the help of dynamic surface control (DSC) method, an adaptive output feedback
controller design is established, which can alleviate undesired influence of the dead-zone and guarantee
the semi-global stability of the system. Furthermore, the L∞ performance of tracking error is achieved by
means of initialization technique. Ultimately, numerical and practical examples clarify the efficiency of the
proposed solution.

INDEX TERMS Dynamic surface control, adaptive control, high-gain observer, dead-zone, nonlinear
systems.

I. INTRODUCTION
Motivated by the widely application of the industrial motion
control systems such as electric servo system and hydraulic
servo system, dead-zone characteristic existed in a large num-
ber of actuators of the industrial control systems has been
extensively discussed.

The pioneering work on control for nonlinear systems
subjected to dead-zone could be dated back to [1], where
adaptive dead-zone inverse compensation proposal was pre-
sented for a linear system with known bound of dead-zone
parameters. The proposal ensured global stability and asymp-
totical tracking for a full state available system. Similarly,
adaptive dead-zone inverse was constructed in [2], then linear
model reference controller was presented. More recently, the
research has been extended to strict-feedback nonlinear sys-
tems. In [3] smooth dead-zone inverse was delivered in order
that control performance of adaptive backstepping design can
be improved.

It is quite difficult to construct the exactly inverse of
various dead-zone models from another point of view. Thus
robust adaptive thought has been extensively applied to mit-
igate dead-zone. Instead of constructing dead-zone inverse,
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separating thought is accepted based on the dead-zone char-
acteristic: one is linear part and the other is ‘‘disturbance-
like’’ part with unknown bound. In [4], a robust adaptive
dynamic surface control (DSC) was provided in order
to address the influence from unknown non-symmetric
dead-zone in a MIMO nonlinear systems, and initialization
technique was offered so as to obtain the L∞ performance.
When only input and output signals are available, [5] inves-
tigated an output feedback modified DSC based on track-
ing differentiator for a dead-zone nonlinear system. Both
steady state and transient performance are achieved under
assumption that all control functions are positive as well as
bounded. Furthermore, with the aid of the fuzzy logic systems
and neural networks techniques, lots of semi-global adaptive
robust strategies were published for nonlinear systems dis-
turbed by unknown dead-zone [6]–[9]. Other control schemes
concerning the dead-zone can be refer to [6]–[9] and the
references cited therein.

Based on the aforementioned results with respect to the
dead-zone, we note that most existing control methods
require the measurement of all the system states. Thus adap-
tive output feedback control is still challenging for nonlin-
ear systems with dead-zone. Moreover, [10] proposed an
adaptive output feedback control strategy for system sub-
jected to dead-zone input, but the transient performance
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could not be guaranteed, which may lead to some unde-
sired behaviors, such as bursting. While in [11], although
the transient performance is achieved, a complex dynamic
surface design has to be needed due to tracking error trans-
formation. Until now, the difficulties of output feedback con-
trol on system subjected to the dead-zone are both states
observer construction and relatively simple control strategy in
order that the undesirable catastrophic caused by dead-zone
can be counteracted and closed-loop stability is obtained.
Especially, steady state and transient performance could be
guaranteed.

This paper devotes attention to propose an adaptive DSC
control via output feedback for uncertain nonlinear systems
preceded by dead-zone input. The motivation for the scheme
is the high-precision control for some mechanical plans sub-
jected to dead-zone. The study makes these contributions:
• Unlike the common K-filters employed in existing out-
put feedback approach [11], unmeasurable states are
reconstructed by high-gain K-filters, which pave the
way for improvement of transient performance without
tracking error transformation.

• An initialization technique is incorporated into the DSC
for purpose of guaranteeing the L∞ tracking perfor-
mance. That is, just by adjusting the value of some
design parameters, steady state error as well as maxi-
mum overshoot of tracking error could be made arbitrar-
ily small.

The structure of the paper: Section II: Problem statement
and some preliminary knowledge are described. Section III:
An adaptive output feedbackDSC design procedure bymeans
of high-gain K-filters is presented. Section IV: Stability and
L∞ tracking performance analysis are given. Section V: Two
examples are provided to demonstrate effectiveness of this
design.

II. PROBLEM STATEMENT AND PRELIMINARIES
In this paper, uncertain nonlinear SISO system is considered:

ẋ = Ax + f0(y)+
r∑
i=1

θifi(y)+ bG(y)u+ d (t) ,

y = eT1 x, (1)

where

A =

 0
... In−1
0 · · · 0

 , fi(y) =

 fi,1(y)...
fi,n(y)

 , 0 ≤ i ≤ r,

G (y) =


0(ρ−1)×1
gm (y)
...

g0 (y)

 , d (t) =
 d1 (t)...
dn (t)

 , e1 =

1
0
...

0

 ,
(2)

where x := [x1, x2, . . . , xn]T ∈ Rn and y ∈ R are state
vector and output signal, respectively; θi, i = 1, . . . , r and

b are unknown parameters; the nonlinear smooth functions
fi,j (y) , i = 1, . . . , r, j = 1, . . . , n, and gi(y), i =
0, . . . ,m, (gm (y) 6= 0) are known; ρ (≥ 1) = n-m stands
for the system relative order, and n, m are known constants;
d ∈ Rn is the external disturbance; u is unknown dead-zone’s
output formulated as [12], [13]

u (t) = D (v (t)) = mv (t)+ h (t) (3)

with

h (t) =


−mhr , v (t) ≥ hr ,
−mv (t) , −hl < v (t) < hr ,
mhl, v (t) ≤ −hl .

(4)

where m, hr , hl are unknown bounded positive constants,
and h (t) satisfies

|h (t)| ≤ h̄, h̄ = max {mhl, mhr } . (5)

Invoking (1) and (3) yields

ẋ = Ax + f0(y)+
r∑
i=1

θifi(y)+ bmG (y) v

+bG (y) h (t)+ d (t) ,

y = eT1 x, (6)

with bm = bm.
The control objective: besides the boundedness of all sig-

nals of the closed-loop system, the tracking performance
can be guaranteed under the proposed adaptive DSC control
scheme.
Assumption 1: Disturbances di (t) , i = 1, . . . , n satisfy

|di (t)| ≤ d̄i (7)

with d̄i(≥ 0) being unknown constants.
Assumption 2: The sign of b is assumed to be positive for

simplicity.
Assumption 3: The reference trajectory yd is smooth with

yd (0) at designer’s disposal, and there exists a known compact
set such that [yd , ẏd , ÿd ]T belongs to it for all t ≥ 0.
Assumption 4: The system

ẋi = xi+1 + f0,i (y)+
r∑
j=1

θjfj,i (y)+
gn−i (y)
gn−ρ (y)

y0

−
gn−i (y)
gn−ρ (y)

xρ+1, ρ + 1 ≤ i ≤ n, (8)

are bounded-input to bounded-output (BIBO) stable, where
y0, y, x2, . . . , xρ are inputs and xρ+1 is output.
Remark 1: In contrast to the most related work [14]–[17],

system (1) takes gi (y) into account and the term bG (y) h (t)
caused by dead-zone cannot be directly seen as the bounded
disturbance, which will increase the difficulty of our control
design.
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III. HIGH-GAIN OBSERVER BASED ADAPTIVE DSC
DESIGN
A. HIGH-GAIN K-FILTER OBSERVER
Firstly, design a proper vector k = [k1, k2, . . . , kn]T to make

A0 = A− keT1 =


−k1 1

−k2
. . .

... 1
−kn 0 · · · 0

 (9)

become Hurwitz matrix. Now, (6) can be rewritten as:

ẋ = A0x + ky+ f0(y)+
r∑
i=1

θifi(y)+ bmG (y) v

+ bG (y) h (t)+ d (t) ,

y = eT1 x. (10)

Owing to the only available output signal, the high-gain
K-filter observer should be designed to compensate effect of
dead-zone as well as to reconstruct unavailable states:

ζ̇ = qA0ζ +9−1G (y) v, (11)

ω̇ = qA0ω + qky+9−1f0 (y) , (12)

ξ̇i = qA0ξi +9−1fi (y) , 1 ≤ i ≤ r, (13)

where 9 = diag
{
1, q, . . . , qn−1

}
and q(≥ 1) is observer

gain chosen as a positive parameter. Then estimation of states
is given as

x̂ = 9ω +
r∑
i=1

θi9ξi + bm9ζ. (14)

To proceed, the estimation error is

ε := x − x̂. (15)

By means of (10)-(13), and (14), one can conclude

ε̇ = Aε − q9kε1 + bG (y) h (t)+ d (t) , (16)

where ε1 is the first entry of ε.
Lemma 1: Let

Vε := εTPε, (17)

where a symmetric matrix P =
(
9−1

)T
P̄9−1, and P̄ =

P̄T > 0, and P̄ satisfies the equation

AT0 P̄+ P̄A0 = −2I , (18)

with I being the unit matrix. Then the following inequality
holds

V̇ε ≤ −ςεVε + Dε + q1−2ρϑε% (y) , q ≥ 1 (19)

with nonnegative smooth function % (y), and

ςε :=
q

λmax
(
P̄
) , (20)

Dε := q

(∥∥P̄∥∥ ‖d‖max

qρ

)2

, (21)

ϑε :=
(∥∥P̄∥∥ bh̄)2 , (22)

where λmax (•) denotes the largest eigenvalue of •, ‖d‖max
presents the maximum value of ‖d(t)‖.

Proof: We can get the relationship εTPε = ε̄T P̄ε̄ by
using the coordinate transformation ε̄ = 9−1ε. And ε̄ could
result in

˙̄ε = qA0ε̄ +9−1 (bG (y) h (t)+ d (t)) . (23)

Since A0 is Hurwitz, (18) holds for positive definite
matrix P̄. Define

Vε̄ := ε̄T P̄ε̄, (24)

and time derivative of Vε̄ along (23) is

V̇ε̄ = −2qε̄T ε̄ + 2ε̄T P̄9−1 (bG (y) h (t)+ d (t))

≤ −2q ‖ε̄‖2 +
2 ‖ε̄‖
qρ−1

( ∥∥P̄∥∥ bh̄ ‖G (y)‖
+
∥∥P̄∥∥ ‖d‖max

)
. (25)

Meanwhile, there is a nonnegative smooth function % (y)
such that

‖G (y)‖2 ≤ % (y) . (26)

Together with Young’s inequality and (5), one have

V̇ε̄ ≤ −q ‖ε̄‖2 + q

(∥∥P̄∥∥ ‖d‖max

qρ

)2

+

(∥∥P̄∥∥ bh̄
qρ

)2

% (y)


≤ −ςεVε + Dε + q1−2ρϑε% (y) . (27)

Hence we arrive at (19). This completes the proof.

B. ADAPTIVE DSC DESIGN
On the basis of above observer, the adaptive DSC design can
be proceed smoothly.

Step 1. The first surface error is

S1 = y− yd . (28)

Then

Ṡ1 = qω2 +

r∑
i=1

θi
(
qξi,2 + fi,1 (y)

)
+ bmqζ2 + f0,1 (y)

+d1 (t)− ẏd + ε2
= qω2 +2

T$ + bmqζ2 + f0,1 (y)+ d1 (t)

−ẏd + ε2, (29)

with vectors

2 = [bm, θ1, . . . , θr ]T ,

$ =
[
0, qξ1,2 + f1,1 (y) , . . . , qξr,2 + fr,1 (y)

]T
, (30)

whereωj, ξi,j, ζj, εj denote the jth entry of vectorω, ξi, ζ, ε,
respectively.

The first virtual control law is

ζ̄2 = p̂ζ̄2p =
p̂
q

[
− c1S1 − qω2 − f0,1 (y)+ ẏd − ϑ̂ψS1

]
,

(31)
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with positive design parameter c1. In the above, p̂ denotes
estimation of p

(
= b−1m

)
, and ϑ̂ denotes estimation of ϑ , ϑ :=

max {ϑε, ϑ2}, ϑε is defined in (22), ϑ2 := ‖2‖2, and ψ =
µ
2 ‖$‖

2
+ q1−2ρ %̄ (y), %̄ (y) is constructed as

%̄ (y) =
2

S21 + δ
% (y) (32)

with δ being a small positive constant. Subsequently,
the update laws are given by

˙̂
ϑ = γϑψS21 − γϑηϑ ϑ̂, (33)
˙̂p = −γpqζ̄2pS1 − γpηpp̂, (34)

with adaptive gains γϑ , γp and positive design parameters
ηϑ , ηp.

Let ζ̄2 pass through filter with constant τ2:

τ2ż2 + z2 = ζ̄2, z2 (0) = ζ̄2 (0) . (35)

Step i. (2 ≤ i ≤ ρ − 1) The i-th surface error is

Si = ζi − zi. (36)

Then

Ṡi = −qkiζ1 + qζi+1 − żi. (37)

The virtual control ζ̄i+1 is

ζ̄i+1 =
1
q
(−ciSi + qkiζ1 + żi) , (38)

with positive design parameter ci.
Let ζ̄i+1 pass through filters with constant τi+1:

τi+1żi+1 + zi+1 = ζ̄i+1, zi+1 (0) = ζ̄i+1 (0) . (39)

Step ρ. The ρ-th surface error is

Sρ = ζρ − zρ, (40)

then

Ṡρ = −qkρζ1 + qζρ+1 + q1−ρgm (y) v− żρ . (41)

Finally, the actual control v is

v =
1

q1−ρgm (y)

(
−cρSρ + qkρζ1 − qζρ+1 + żρ

)
, (42)

with positive design parameter cρ .
Remark 2: As shown in (33), the estimated parameter ϑ is

a scalar instead of a vector with n + r + 1 − ρ parameters,
which not only can greatly reduce the computational burden,
but also make the controller easy to implement. Moreover,
the adaptive laws with dimension one are only used at first
step.

IV. STABILITY AND L∞ TRACKING PERFORMANCE
ANALYSIS
Define

yi = zi − ζ̄i, 2 ≤ i ≤ ρ. (43)

Same as that in previous DSC methods [4], [18]–[20],
from (11)-(13), (28)-(42), there are continuous nonnegative
functions Bi+1, i = 1, . . . , ρ − 1 such that the following
inequations hold:∣∣∣∣ẏ2 + y2

τ2

∣∣∣∣ ≤ B2
(
S1, S2, y2, ϑ̃, p̃, ε, yd , ẏd , ÿd

)
, (44)∣∣∣∣ẏi+1 + yi+1

τi+1

∣∣∣∣ ≤ Bi+1
(
S1, . . . , Si+1, y2, . . . , yi+1,

ϑ̃, p̃, ε, yd , ẏd , ÿd
)
, (45)

where ϑ̃ := ϑ − ϑ̂, p̃ := p− p̂.
We can define Lyapunov function as:

V =
∑ρ

i=1 Vi (46)

with

V1 =
1
2
S21 +

1
2
y22 +

1
2γϑ

ϑ̃2
+

bm
2γp

p̃2 + Vε, (47)

Vi =
1
2
S2i +

1
2
y2i+1, 2 ≤ i ≤ ρ − 1, (48)

Vρ =
1
2
S2ρ . (49)

Theorem 1: Consider the system (1) with dead-zone
input (3), high-gain K-filters (11)-(13), intermediate con-
trollers (31) and (38), first-order filters (35), (39), update
laws and actual control provided by (33), (34) and (42),
respectively. Suppose assumptions 1-4 hold. Then for any
given positive constantsC1, C2, if the initial condition of (46)
satisfy V (0) ≤ C2 and y2d + ẏ

2
d + ÿ

2
d ≤ C1, there are parame-

ters q, ci (i = 1, . . . , ρ) , τi (i = 2, . . . , ρ) , ηϑ , ηp, γϑ , γp
such that all signals are semi-global bounded. Furthermore,
steady state error can be made arbitrarily small. Specifically,
tracking error satisfies

lim
t→∞
|S1| ≤ lim

t→∞

√
2V ≤

√
Q
rε
, (50)

where rε is a positive constant,

Q =
ι

2
(ρ − 1)+

ηϑ

2
ϑ2
+
bmηp
2

p2 +
1
2µ

+
1
2
‖d1‖2 + ϑ̄ + Dε . (51)

Positive constants ι, µ and ϑ̄ will be presented later.
Proof: Define the compact sets

�1 =

{
(yd , ẏd , ÿd ) : y2d + ẏ

2
d + ÿ

2
d ≤ C1

}
,

�2 =

{(
S1, . . . , Sρ, y2, . . . , yρ, ϑ̃, p̃, ε

)
:

ρ∑
i=1

S2i +
ρ−1∑
i=1

y2i+1

+
1
γϑ
ϑ̃2
+
bm
γp
p̃2 + 2εTPε ≤ 2C2

}
. (52)
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It is easy to have compact set �1 × �2. In the compact
set �1 × �2, there exist Mi+1, the maximum value of Bi+1
in (44), (45). Furthermore, from (44), (45) and the Young’s
inequality, we get

yi+1ẏi+1 ≤ −
y2i+1
τi+1
+Mi+1 |yi+1| ,

Mi+1 |yi+1| ≤
M2
i+1y

2
i+1

2ι
+
ι

2
, 1 ≤ i ≤ ρ − 1, (53)

where ι is arbitrary number. Considering Young’s inequality
and ε̄ = 9−1ε in Lemma 1, we have

S1S2 ≤
1
2
S21 +

1
2
S22 , S1y2 ≤

1
2
S21 +

1
2
y22,

S1ε2 ≤
q2

2
S21 +

1

2λmin
(
P̄
)Vε,

S1d1 (t) ≤
1
2
S21 +

1
2
‖d1‖2 ,

S12T$ ≤
µS21ϑ2$

T$

2
+

1
2µ
,

ηϑ ϑ̃ ϑ̂ ≤
ηϑ

2
ϑ2
−
ηϑ

2
ϑ̃2,

bmηpp̃p̂ ≤
bmηp
2

p2 −
bmηp
2

p̃2. (54)

Using (19), (29)-(34), (53), (54), then

V̇1 = S1Ṡ1 + y2ẏ2 −
1
γϑ
ϑ̃
˙̂
ϑ −

bm
γp
p̃ ˙̂p+ V̇ε

≤ S1 (−c1S1 + qbm (S2 + y2))+
1
2
S21 +

1
2
‖d1‖2

+
q2

2
S21 +

1

2λmin
(
P̄
)Vε + 1

2µ
−

q

λmax
(
P̄
)Vε

+ϑq1−2ρ
(
% (y)− %̄ (y) S21

)
+ ηϑ ϑ̃ ϑ̂ + bmηpp̃p̂

−
y22
τ2
+
M2

2 y
2
2

2ι
+
ι

2
+ Dε

≤ −

(
c1 − qbm −

q2

2
−

1
2

)
S21

−

(
1
τ2
−
qbm
2
−
M2

2

2ι

)
y22

−

(
q

λmax
(
P̄
) − 1

2λmin
(
P̄
))Vε

+
qbm
2
S22 + ϑq

1−2ρ
(
% (y)− %̄ (y) S21

)
+
ηϑ

2
ϑ2
−
ηϑ

2
ϑ̃2
+
bmηp
2

p2 −
bmηp
2

p̃2

+
1
2
‖d1‖2 +

1
2µ
+
ι

2
+ Dε . (55)

Similarly, the time derivatives of (48), (49) are

V̇i ≤ −ciS2i + q (Si+1 + yi+1) Si −
y2i+1
τi+1

+
M2
i+1y

2
i+1

2ι
+
ι

2

≤ − (ci − q) S2i −

(
1
τi+1
−
M2
i+1

2ι
−
q
2

)
y2i+1

+
q
2
S2i+1 +

ι

2
, 2 ≤ i ≤ ρ − 1, (56)

and

V̇ρ = −cρS2ρ = −
(
cρ −

q
2

)
S2ρ −

q
2S

2
ρ . (57)

Substituting (55), (56), (57) into the time derivatives of
(46), we have

V̇ ≤ −
(
c1 − qbm −

q2

2
−

1
2

)
S21

−

(
c2 −

qbm
2
− q

)
S22

−

ρ−1∑
i=3

(
ci −

3q
2

)
S2i −

(
cρ −

q
2

)
S2ρ

−

(
1
τ2
−
M2

2

2ι
−
qbm
2

)
y22

−

ρ−1∑
i=2

(
1
τi+1
−
M2
i+1

2ι
−
q
2

)
y2i+1

−

(
q

λmax
(
P̄
) − 1

2λmin
(
P̄
))Vε

−
ηϑ

2
ϑ̃2
−
bmηϑ
2

p̃2 + ϑq1−2ρ
(
% (y)− %̄ (y) S21

)
+
ι

2
(ρ − 1)+

ηϑ

2
ϑ2
+
bmηp
2

p2 +
1
2
‖d1‖2

+
1
2µ
+ Dε . (58)

To ensure the desired objective, the following inequalities
for the corresponding design parameters should be held:

q ≥ 2λmax
(
P̄
)
rε +

λmax
(
P̄
)

λmin
(
P̄
) ,

c1 ≥ qbm +
q2

2
+

1
2
+ rε,

c2 ≥
qbm
2
+ q+ rε,

ci ≥
3q
2
+ rε, 3 ≤ i ≤ ρ − 1

cρ ≥
q
2
+ rε,

1
τ2
≥
qbm
2
+
M2

2

2ι
+ rε,

1
τi+1
≥
q
2
+
M2
i+1

2ι
+ rε, 2 ≤ i ≤ ρ − 1,

ηϑ ≥
2rε
γϑ
,

ηp ≥
2rε
γp
. (59)
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Moreover, from (32), rewrite ϑq1−2ρ
(
% (y)− %̄ (y) S21

)
as

ϑq1−2ρ% (y)

(
1− 2

1+ δ

S21

)
. Obviously, if S1 >

√
δ, then

ϑq1−2ρ
(
% (y)− %̄ (y) S21

)
< 0, while on the other hand,

if S1 ≤
√
δ, the term ϑq1−2ρ

(
% (y)− %̄ (y) S21

)
has an upper

bound, which we denote as ϑ̄ .
Viewing (55)-(59), the time derivative of (46) satisfies

V̇ ≤ −2rεV + Q (60)

with Q defined by (51). Let rε satisfy

rε ≥
Q
2C2

. (61)

Then ifV = C2, we have V̇ ≤ 0. Hence, givenV (0) ≤ C2,
one can obtain that V (t) ≤ C2, t ≥ 0. Further, according to
(60), we obtain

V (t) ≤ e−2rε tV (0)+
Q
2rε

(
1− e2rε t

)
, t ≥ 0. (62)

Hence,

lim
t→∞

V (t) ≤
Q
2rε

, (63)

and

lim
t→∞
|S1| ≤ lim

t→∞

√
2V ≤

√
Q
rε
, (64)

from which we note steady state error could be made arbitrar-
ily small under sufficiently large rε .

From the above analysis, V is proven to be bounded, and
then S1, . . . , Sρ, y2, . . . , yρ, ϑ̃, p̃, and ε are bounded.
Moreover, yd is bounded due to Assumption 3, which implies
y is bounded. What is more, the nonlinear smooth functions
fi,j (y), gi (y), % (y) and %̄ (y) are bounded, and then ω, ξi and
ψ are bounded. Note that

x = 9ω +
r∑
i=1

θi9ξi + bm9ζ + d (t)+ ε, (65)

and Assumption 1, which implies that ζ1 is bounded. View-
ing (31) and (35), we have z2 is bounded. Then it can be
checked from (36) that ζ2 is bounded. Similarly, we obtain
that z3, . . . , zρ, ζ3, . . . , ζρ are bounded due to (36)-(40).
From (65), we can know that x2, . . . , xρ are bounded.
With Assumption 4, xρ+1 is bounded. Furthermore, ζρ+1 is
bounded. Then, according to (42), we can get bounded v.
Also, from (11), we can get bounded ζ . Hence, we have
shown that uniformly ultimate boundedness is guaranteed for
all signals in the system.
Until now, we only discussed steady state tracking perfor-

mance. Transient state performance also should be consid-
ered. What follows is a conclusion aims to solve the problem.
Theorem 2: Consider the system discussed in Theorem 1.

Select initial values of high-gain K-filters (11)-(13), update

law (33), (34) to be zero and let ω1 (0) = y (0) , yd (0) =
y (0). Then V (t) can satisfy

V (t) ≤
Q
2rε
+
λmax

(
P̄
)

q2
‖ε (0)‖2 , (66)

and L∞ tracking performance satisfies

‖S1‖∞ ≤

√
Q
rε
+

2
q2
λmax

(
P̄
)
‖ε (0)‖2. (67)

Proof: Let yd (0) = y (0), and by (28),

S1 (0) = y (0)− yd (0) = 0. (68)

We set the initial conditions of (33), (34) to ensure ϑ̂ (0) =
0, p̂ (0) = 0. From (31), ζ̄2 (0) = 0 can be obtained. Hence,
z2 (0) = 0, ż2 (0) = 0 are achieved by considering (35).
Similarly, in light of (36)-(40), we can deduce

Si (0) = 0, 2 ≤ i ≤ ρ. (69)

Moreover, together with (35)-(39) and (43), we have

yi+1 (0) = 0, 1 ≤ i ≤ ρ − 1. (70)

Noting (46) and (59), and from (69) and (70), we can get

V (0) =
1

2γϑ
ϑ2
+

bm
2γp

p2 + Vε (0)

≤
1
2rε

(
ηϑ

2
ϑ2
+
bmηp
2

p2
)
+ Vε (0)

≤
Q
2rε
+ Vε (0) . (71)

Now, substituting (71) into (62) yields

V (t) ≤
Q
2rε
+ εT (0)Pε (0) e−2rε t

≤
Q
2rε
+ εT (0)Pε (0)

≤
Q
2rε
+ λmax

(
P̄
) ∥∥∥9−1ε (0)∥∥∥2 . (72)

The initial conditions of the K-filters imply that ξi (0) =
0 (1 ≤ i ≤ r) , ζ (0) = 0. We can deduce that x̂1 (0) =
ω1 (0). Considering ε = x − x̂ and ω1 (0) = y (0) = x1 (0),
it can be obtained that ε1 (0) = 0. Then for q ≥ 1, we have∥∥∥9−1ε (0)∥∥∥ ≤ 1

q
‖ε (0)‖ . (73)

Thus, we get the upper bound of V (t) as follows

V (t) ≤
Q
2rε
+
λmax

(
P̄
)

q2
‖ε (0)‖2 , (74)

which implies that L∞ tracking performance

‖S1‖∞ ≤
∥∥∥√2V∥∥∥

∞

≤

√
Q
rε
+

2
q2
λmax

(
P̄
)
‖ε (0)‖2. (75)

Therefore, by tunning the design parameters in (59),
we can make the L∞ performance of tracking error,
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namely ‖S1‖∞, converge to arbitrarily small region of the
equilibrium for all initial condition.
Remark 3: From (75), the high gain q of the high gain

K-filters is crucial to guarantee the transient tracking perfor-
mance. And the commonK-filters only ensure the steady state
tracking performance, cannot obtain the transient tracking
performance.
Remark 4: In the proposed controller, design parameters

q, ci, i = 1, . . . , ρ, τi+1, i = 1, . . . , ρ − 1, ηϑ , ηp, and
adaptive gains γϑ , γp should be adjusted for a good transient
tracking performance, then tracking error in (50) and (67) can
be reduced. Since there are no explicit guideline to quantify
the relationship of these parameters, some suggestions are
given for obtaining good tracking performance.
• By (50), increasing the value of rε can reduce the track-
ing error. Further, in view of (59), increasing the values
of q, ci, i = 1, . . . , ρ, ηϑ , ηp and adaptive gains γϑ , γp
and decreasing the values τi+1, i = 1, . . . , ρ − 1 is
able to make rε larger. However, the increase of ηϑ , ηp
will cause the increase of Q in (51). Based on the above
observation, we can fix ηϑ , ηp first andQ is independent
of rε . By this means, rε can be arbitrarily increased
without increasing Q and the maximum overshoot of
tracking error is arbitrarily small.

• Theoretically, we can arbitrarily increase q, ci, i =
1 · · · ρ, , γϑ , γp, and reduce τi+1, i = 1 · · · ρ − 1
to increase rε and make the tracking error arbitrarily
small. From (11)-(13), (30)-(35) and (39)-(42), however,
the tuning process may result in large amplitude of con-
trol signal. There is no effective method to relieve these
phenomena, which would be an interesting problem in
the future.

V. SIMULATION EXAMPLES
Two examples are provided to verify effectiveness of devel-
oped design.
Example 1:Consider the system with external disturbance:

ẋ1 = x2 + y+ y2 + 0.1 cos t, x1 (0) = 0.1,

ẋ2 = 0.5y+
(
1+ y2

)
+ u+ 0.3 sin t, x2 (0) = 0,

y = x1, (76)

which implies n = ρ = 2, r = 1,

f0 (y) =
[

y
0.5y

]
, f1 (y) =

[
y2

1+ y2

]
,

G (y) =
[
0
1

]
, d (t) =

[
0.1 cos t
0.3 sin t

]
, (77)

and dead-zone parameters are m = 2, hl = 0.5, hr = 0.3.
The reference trajectory is yd (= sin (2t)+ cos (t)), yd (0) =
0.1. According to (11)-(13), the high-gain K-filters character-
ized by

ζ̇ = qA0ζ +9−1G (y) v, ζ (0) = 0, (78)

ω̇ = qA0ω + qky+9−1f0 (y) , ω (0) = 0, (79)

ξ̇1 = qA0ξi +9−1f1 (y) , ξ1 (0) = 0, (80)

FIGURE 1. Tracking performance for Example 1.

FIGURE 2. Tracking error for Example 1.

FIGURE 3. Control signal v for Example 1.

with q = 4, and

k =
[
2
2

]
, A0 =

[
−2 1
−2 0

]
, 9−1 =

[
1 0
0 1/4

]
. (81)

The design parameters are c1 = 120, c2 = 10, ηϑ =
0.00005, ηp = 0.00001, τ2 = 0.01, δ = 0.1, µ =
1, % (y) = 1.6y2 and the adaptive gains γϑ = 80, γp = 30.
The simulation results in Figs. 1-3 demonstrate our developed
scheme. Fig. 1 and Fig. 2 depict the tracking performance
and tracking error. Fig. 3 illustrate control signal v. Then we
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FIGURE 4. Tracking error obtained by initialization for Example 1.

FIGURE 5. Tracking errors by common and high gain K-filters for
Example 1.

increase the values of q, c1, c2 to 10, 200, 100 respectively
and decrease the value of τ2 to 0.005. The simulation results
for tracking error is given by Fig. 4. It is clear that L∞ track-
ing performance can be guaranteed by the control scheme
with initialization and the correctness of the Theorem 2 is ver-
ified. Moreover, in contrast to the common K-filters in [11],
the high gain K-filters exhibit better tracking performance
in Fig. 5.
Example 2: Consider single-link robot motion dynamic

model [21]:

Mq̈θ + 0.5m0gl sin (qθ ) = τq + η0 (t) ,

y = qθ , (82)

some detailed description of themodel can be referred to [21].
η0 (t) is the unknown time-varying disturbance. Then let x1 =
qθ , x2 = q̇θ and (82) can be rewritten as:

ẋ1 = x2, x1 (0) = 0.1,

ẋ2 = −
m0gl
2M

sin (x1)+
1
M
u+ ηM , x2 (0) = 0,

y = x1, (83)

which implies ηM =
η0(t)
M , and

f0 (y) =
[
0
0

]
, f1 (y) =

[
0

− sin (y)

]
,

G (y) =
[
0
1

]
, d (t) =

[
0

sin (0.5t)+ 0.2 cos (t)

]
. (84)

FIGURE 6. Tracking performance for Example 2.

FIGURE 7. Tracking error for Example 2.

FIGURE 8. Control signal v for Example 2.

M = 0.5 kg/m2, g = 9.8 m/s2, m0 = 1.0 kg, l = 1.0 m.
The parameters of dead-zone, the reference trajectory and the
high-gain K-filters parameters are the same as those of exam-
ple 1. And design parameters are set as c1 = 200, c2 = 1,
ηϑ = 0.00005, ηp = 0.00001, τ2 = 0.005, δ = 0.1,
µ = 1, % (y) = 1.6y2. The adaptive gains γϑ = 80, γp = 30.
Figs. 6-8 show the validity of the developed scheme and
satisfactory control performance is obtained.
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VI. CONCLUSION
An adaptive DSC strategy with high-gain K-filters is pro-
posed to cancel undesirable influence from input dead-zone
in this paper. Also, it can be shown that design complexity
of controller is greatly reduced due to the first order filters
and simplified adaptive update laws. Moreover, the explicit
function of L∞ norm of tracking performance is given.
However, our control design only can guarantee stability of
closed-loop system in the sense of semi-global stability, and
thus more attention should be paid on this problem in the
further research.
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