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ABSTRACT We have previously shown that there is a high degree of bilateral similarity in the central
retinal blood vessels (CRBVs), which are responsible for supplying blood to retinas and can be used as a
strong biometric. We have also shown that a side-independent retina verification system can be developed
based on the bilateral similarity in CRBVs. In this paper, we perform a similar investigation for color
fundus photographs since color fundus photographs are much richer representations of retinas than CRBVs.
We investigate whether the color fundus photographs of the left and right retinas possess strong enough
bilateral symmetry so that we reliably tell whether a pair of the left and right retinas belong to a single
subject. We evaluate and analyse the performance of both human- and deep neural network-based bilateral
verification by experimenting on color fundus photographs of two publicly available data sets.

INDEX TERMS Retina, symmetry, color fundus photograph, deep neural network, biometric system.

I. INTRODUCTION

Bilateral symmetry can be defined as uniformity, equiva-
lence, or exact similarity of two parts arranged on opposite
sides of a median axis so that one part looks like a mirrored
part of the other. It is the most common type of symmetry
we can see in nature (e.g., flatworms, ribbon worms, clams,
snails, octopuses, crustaceans, insects, spiders, brachiopods,
sea stars, sea urchins, vertebrates, flowers from the orchid,
pea, and figwort families, and the leaves of most of the
plants). Paired organs, such as eyes, ears, hands, and legs, give
a bilateral symmetrical look to the exterior of our human body
by dividing it into two parts through an imaginary left-right
axis from head to leg. We can easily see outward symmetry
in our left and right eyes (as shown in the 1st row of Fig. 1).
However, seeing symmetry in the left and right retinas, which
are the internal parts of our two eyes, is not easy. As shown
in the 2nd row of Fig. 1, the left and right retinas have an
asymmetrical look at first glance in the 2D color fundus
photographs (i.e., retinal images).
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FIGURE 1. Bilateral symmetrical look of the eyes versus asymmetrical
look of the retinas. Our pair of left and right eyes look symmetric from
the outside, whereas the left and right retinas, the inner parts of our eyes,
do not show easily visible bilateral symmetry. [1st row: two pairs of eyes
belonging to two European subjects and 2nd row: two pairs of retinas
corresponding to the pairs of eyes at the 1st row. The title of a

sub-figure x_y_z indicates SubjectiD_Side_Eye/Retina. Source of image:
the private repository of the Security Technology Research and
Development (STRaDe) group, Faculty of Information Technology, the Brno
University of Technology, Czech Republic. We name it STRaDe data set.]

Even though the left and right retinas of a subject may
look asymmetric at first glance, in this paper, we study to
what extent there is a possibility that humans or deep neural
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networks (DNNs) can detect bilateral symmetry in the color
fundus photographs. Our work in this paper is an extension of
our previous work reported in [1] and a complementary work
reported in [2].

Similar to [1], [2], in this paper, we turn the problem of
finding bilateral symmetry in the retina into a verification
problem. If a system (either human or a DNN) can decide
that a pair of fundus photographs of the left and right retinas
belong to a single subject, we can assume that the system
finds substantial bilateral symmetry in that pair. On the other
hand, if the system decides that a pair of left and right retinas
belong to two different subjects, we can assume that the
system did not see any symmetrical properties in that pair.
By manual and automatic verification, we investigate to what
extent our assumptions are correct.

Similar to [1], in this work, we investigate bilateral symme-
try in 2D color fundus photographs. However, contrary to [1],
in this work, we involve the trained volunteers besides the
untrained volunteers in the manual verification. We also study
different setups of a Y-shaped convolutional neural network
(which we name YNN) for automatic verification, while we
reported only one setup of YNN in [1]. We also analyze here
which parts of the retinas have a significant contribution to the
decision of the YNN. We did not report this kind of analysis
in [1].

In this work, we do experiments similar to the exper-
iments done for central retinal blood vessels (CRBVs)
in [2]. However, contrary to [2], in this work, we put
light on whether human and neural networks are bene-
fited by the color information and anatomical structures
which are visible in color fundus photographs but not in the
black-white representation of CRBVs. Further, we compare
2D color fundus photographs-based systems with our pre-
vious CRBVs-based systems. Moreover, we investigate here
whether domain adaptation can improve the performance of a
side-independent retina-based biometric system. We did not
report domain adaptation-based results for CRBVs in [2].

Since 2D fundus photographs are widely used for auto-
matically detecting pathology in the retina (e.g., [3]-[11]),
our investigation on bilateral symmetry in 2D color fundus
photographs can benefit medical science. It raises the pos-
sibility of matching both side retinal images of a subject
(e.g., patient), captured at different sessions with different
patient IDs. Fundus photographs captured over a long period
can give valuable insight into the pathology progression in the
retina. For example, based on fundus photographs captured at
5-year follow-up visits of patients, we can determine:

« the probability of progressing diabetic retinopathy in

both retinas within 5 years.

« the probability of progressing to severe nonproliferative
diabetic retinopathy (NPDR) or proliferative diabetic
retinopathy (PDR) within five years of diagnosis for
patients with mild NPDR and moderate NPDR.

« the probability of developing diabetic macular edema
(DME) within five years for patients diagnosed with
mild NPDR, moderate NPDR, severe NPDR, and PDR.
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However, especially in developing countries, ophthalmolo-
gists do not often systematically store patients’ retinal images
in a single place for future analysis. The reasons behind this
act can be their lack of awareness or lack of infrastructural
support for storing retinal images. Another scenario is that
patients change ophthalmologists frequently, especially in
countries where patients are not registered to a specific hospi-
tal/clinic/ophthalmologist. Therefore, valuable retinal images
are either lost or stored in a scattered way with non-uniform
or wrong patient ID. Bilateral symmetry in the retina can help
image processing-based approaches gather images of both
side retinas of a specific patient in one place.

A retina-based biometric system would also be benefited
from our investigation on bilateral symmetry in 2D color fun-
dus photographs since it raises the possibility of developing
a side-independent retina-based biometric system using color
fundus photographs. Previously studied retina-based biomet-
ric systems (e.g., [12]-[20]) are mainly based on CRBVs
and are side-dependent. In a side-dependent system, the same
side retina as the one registered in the system must be used
for authentication. A side-independent retina-based biometric
system, in which any side retina can be used, increases user
flexibility, especially when the registered side is affected by
severe pathology. However, it has not been properly explored
except our previous work reported in [2]. Regarding the use
of color information, a few works can be found in the liter-
ature where the green channel of color fundus photographs
was used for authentication, such as [21], [22]. Moreover,
the systems proposed in those works were side-dependent.

We organize this paper as follows. In Section II,
we briefly describe retina, retinal imaging, and previous
works on bilateral symmetry in the retina. We explain
our approaches for manual and automatic verification in
Section III. In Section IV, we describe our experimental
setup. In Section V we analyse our results. Finally, we draw
our conclusions in Section VI.

Il. BACKGROUND

A. RETINA AND RETINAL IMAGING

The retina is a thin, semi-transparent, multilayered neural
tissue that covers two-thirds of the interior of each eye. It is
mainly responsible for converting incoming electromagnetic
signals from the world outside of our eye into neural signals
and then handing them to the optic nerves. The neural signals,
relaying through optic nerves, form images into the visual
cortex of our brain, and therefore, we can have a sense of
vision.

Different kinds of imaging (such as fundus photography,
color fundus photography, adaptive optics scanning laser
ophthalmoscopy (AOSLO), and optical coherence tomogra-
phy (OCT)) have been developed for the clinical care and
management of patients with retinal as well as systemic
diseases. As shown in Fig. 2, in a color fundus photograph,
we can see the optic disc, macula, and central retinal blood
vessels (CRBVs) on circular and colored foreground dis-
played on a dark background. Depending on the fundus
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FIGURE 2. A color fundus photograph of a healthy right retina. We can
see the optic disc, macula, and central retinal blood vessels (composed of
central retinal arteries and central retinal veins) on a circular and colored
foreground displayed on dark background in a 2D color fundus
photograph. [T: Temporal, N: Nasal, S: Superior, I: Inferior side of the
retina. The image was captured from a South-Asian subject. Source of
image: STRaDe data set.]

camera, we may see a side indicator (i.e., a triangular- or
oval-shaped bump) always at the right side, which helps us
determine whether it is a left or right-side retina. As shown
in Fig. 3, we can see different layers of the retina in tomo-
grams obtained by tomography, such as OCT. By AOSLO we
can see rods and cones, which contribute to our night-time
and day-time vision, respectively. See [23]-[25] for details
about retina and retinal imaging.

] Central Retinal Blood Vessel
Vitreous

Optic Nerve
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Choroid

Sclera

FIGURE 3. An optical coherence tomography of the retina shown in Fig. 2.
Different layers of the multilayered retina, such as ILM, RNFL, GCL, IPL,
INL, OPL, ONL, PRL, and RPE, are visible in the middle of the avascular
vitreous and vascular choroid in the OCT image. [Source of image: STRaDe
data set. Notations are ILM: inner limiting membrane, RNFL: retinal nerve
fiber layer, GCL: ganglion cell layer, IPL: inner plexiform layer, INL: inner
nuclear layer, OPL: outer plexiform layer, ONL: outer nuclear layer, OLM:
outer limiting membrane and PRL: photoreceptor layer, RPE: retinal
pigment epithelium.]

B. PREVIOUS WORKS ON BILATERAL SYMMETRY
IN RETINA

The retina plays a vital role in our vision. Any disturbance
in the retina can hurt our vision. Severe pathology in the
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retina can even cause irreversible partial or complete vision
loss. Therefore, patients’ retina is one of the focusing points
for clinicians, ophthalmologists, medical researchers, and
computer-aided diagnostic devices.

Bilateral symmetry in the retina can benefit medical sci-
ence in two ways. First, it allows ophthalmologists to use
one retina as a proxy for the other retina, especially for
post-surgery analysis. When ophthalmologists do not have
previous measurements or face difficulties in getting mea-
surements about any sick retina, they can use measurements
of the opposite retina for comparison purposes after doing
any major surgery or using medicines to treat pathology in
the retina.

Second, it helps to track pathology progress in a retina
compared to the other retina. If any anatomic structure of
the retina has bilateral symmetry, then a violation of that
symmetry is a sign of developing pathology in the retina.
For example, asymmetry of the physiologic cups in the two
eyes is a sign of early glaucoma ( [33]). If clinicians observe
bilateral asymmetry in the retina, they can recommend a
patient to have a further thorough examination by expert
ophthalmologists, and, therefore, pathology in the retina can
be detected at an earlier stage.

In previous works, bilateral symmetry in retina was
reported: for CRBVs in [26], [34]-[37] using fundus pho-
tographs; for different anatomical structures and layers
in [27]-[32], [38] using different kinds of tomography,
such as OCT, Heidelberg retina tomography (HRT), and
Spectral-domain OCT (SD-OCT); and for cones in [39], [40]
using AOSLO. In these works, a specific attribute of the left
and right retinas (such as length, area, or thickness of different
anatomical structures and layers) of a group of patients was
estimated at first. Then two types of analysis were performed.

The first type of analysis aims to answer whether a set
of left retinas collected from different patients follows the
same distribution as a set of right retinas collected from
different patients (except for being mirrored). This analysis
was performed by applying statistical significance tests such
as paired t-test, Wilcoxon paired test, and Mann-Whitney
U test, showing that the hypothesis that the distributions of
the left and right attributes are equal cannot be rejected. Note
that, strictly speaking, such analysis does not prove that the
distributions are equal; it only shows that there is no strong
evidence against this hypothesis.

The second type of analysis aims to answer the same ques-
tion as our work, i.e., whether (on average) the left and the
right retina from one patient are more similar than a left and
aright retina from two different patients. This type of analysis
was performed by measuring concordance (i.e., the degree of
agreement) between the right and left retinas by estimating
a correlation coefficient (such as the Pearson or Spearman
correlation coefficient or the Li concordance correlation coef-
ficient) or by plotting a Bland-Altman diagram. In the first
case, the higher the value of the correlation coefficient was,
the more symmetric were the left and right retinas consid-
ered to be. In the second case, if there was no bias in the
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TABLE 1. Some of the previous works done by others on bilateral symmetry in the retina. [Notations are N: Number of subjects, OD: optic disc, OC: optic
cup, NR: neuroretinal rim, FAZ: foveal avascular zon, CRAE: central retinal arteriolar equivalent, CRVE: central retinal venular equivalent, AVR:
arteriole-to-venule ratio, TS: temporal-superior, NI: nasal-inferior, TI: temporal-inferior, CMT: central macular thickness, mGCC: macular ganglion cell
complex, ACHM: achromatopsia, r: correlation coefficient, p: significance level,

—: information is not provided, BAD: Bland-Altman diagram.]

. Mean + SD Significance Test Concordance Analysis
Referred Work N Attributes Right [ o Type [ » p [ BAD
CRAE 194.2 £21.2 | 194.2 +20.3 0.70
Leung et al. [26] | 1546 | CRVE 225.0 +20.8 | 226.6 £ 20.2 - -1 077 v
AVR 0.865 + 0.081 | 0.859 4+ 0.077 0.54
Vertical OC/OD 0.31 £0.15 0.30 £0.15 0.85
Budenz [27] 108 | Horizontal OC/OD 0.29+0.14| 0.20+0.14 - 0.20 - X
OD area (mm?) 1.91 +0.40 1.92 4+ 0.41 0.372 | 0.737
Vertical OC/OD 0.34 £0.24 0.34 £0.24 0.387 | 0.665
OC/OD 0.23£0.14 0.23 £0.15 0.487 | 0.735
Li et al. [28] 1276 | NR/OD 0.77 £0.14 0.77 £0.15 Paired t-test 0.649 | 0.645 X
OC area (mm?) 0.46 +0.33 0.47 £0.35 0.232 | 0.763
NR area (mm?) 1.454+0.33 1.454+0.33 0.919 | 0.641
OC shape —0.17+£0.07 | —0.17 £0.07 0.380 | 0.397
RNFL thickness Paired t-test or
Yang et al. [29] g6 | * TS (um) 156.6 £19 | 154.1+20.5 | Wilcoxon paired test | 0.131 | 0.71 X
: * NI (um) 122.9 £22.7 | 122.2+23.4 | depending on 0.737 | 0.70
*TI (um) 160.7 4 20.7 | 162.3 £20.7 | normality of data 0.283 | 0.82
Superior mGCC thickness (um) | 98.54 +5.64 | 98.79 +5.79 0.385 | 0.849
Zhou et al. [30] 158 | Inferior mGCC thickness (um) 98.13 +5.54 | 98.87 £ 5.67 Paired t-test 0.343 | 0.835 v
Average mGCC thickness (um) 98.26 + 5.54 | 98.07 £ 5.54 0.381 | 0.882
7
o[ | P R A
Foveal ONL thickness (um)
Mastey et al. [32] 42 | * Controls 112.9 £ 15.2 112.1 £13.9 Paired t-test 0.434 | 0911 v
76 | * ACHM 79.7£18.3 79.2 + 18.7 0.636 | 0.899

Bland-Altman diagram, then the left and right retinas were
considered symmetric. See Table 1 for a summary of some of
these works and see [41] for a review on retinal symmetry.

Ill. OUR APPROACH FOR FINDING BILATERAL
SYMMETRY IN COLOR FUNDUS PHOTOGRAPHS

A. OUR TARGET

None of our paired body organs have identical left and right
forms. That means our human body shows approximate-
bilateral or pseudo-bilateral symmetry instead of perfect-
bilateral symmetry. This approximate-bilateral symmetry is
generally less obvious in the inner side of our body. The
retina is an example of our inner body parts, which shows
bilateral asymmetry at first glance. In the 2D color fun-
dus photographs, the left and right retina look asymmetric
mainly because of the unique tree-like structure of CRBVs
spreading over the retina. Poor image quality increases
the asymmetrical look by displaying different colors on
the foreground (see Fig. 4 (b), (c), (e) & (f)) as well as
overexposing (see Fig. 4 (d)) and underexposing (see
Fig. 4 (f) & (g)) different parts of the retina. Besides, some
pathologies affect only one eye which can cause bilateral
asymmetry (see Fig. 4 (a), (g), & (i)). Moreover, which
direction the subject looks at when the images are captured
can affect the symmetric look of the retinas in 2D fundus
photographs. Suppose the subject looks at two different direc-
tions when fundus photographs of the left and right retinas are
captured. In that case, the alignment of different anatomical
parts (e.g., the optic disc, macula, and CRBVs) can be differ-
ent (see Fig. 4 (c)) and sometimes some anatomical parts can

VOLUME 9, 2021

(g) 33132_left 33132_right (h) 27143_left 27143 rlght

(i) 1240_left 1240_right

FIGURE 4. Nine pairs of fundus photographs where the left and right
retinas look asymmetric for different reasons such as low image quality,
mismatched alignment of anatomical structures (such as optic disc,
macula, and central retinal blood vessels), pathology, and non-visible
anatomical structures such as the optic disc and macula. [Source of
images: Kaggle_SetB data set. Right side retinas are flipped
horizontally.]

even be missing (see Fig. 4 (h)) in the left and right fundus
photographs.

Even though, at first glance, a pair of the left and right
retinas look asymmetric in 2D color fundus photographs, our
first target is to show that there is an underlying symmetry in
the left and right retinas from the same subject, which can be
detected by both human and deep neural networks (DNNGs).
Second, we want to show how this bilateral symmetry in
retinas is sufficient for building a side-independent retina
biometric system.
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B. OUR APPROACH

Finding bilateral symmetry in 2D color fundus photographs
of the left and right retinas is a complex problem. We turn
this complex problem into a binary classification problem.
Instead of measuring specific attributes such as length and
the number of blood vessels, or area and thickness of a
specific layer, as is typical in the research of medical science
(e.g., [34]-[38]), we investigate whether a system (human
or a DNN) can tell whether a pair of left and right retinas
belong to a single subject or two different subjects. If a
system can decide that a pair of left and right retinas belong
to a single subject, we can assume that the system finds
substantial bilateral symmetry in that pair. On the contrary,
if the system decides that a pair of left and right retinas
belong to two different subjects, we can assume that the
system did not find any symmetrical properties in that pair.
From the biometric point of view, this is a side-independent
verification task. Usually, in a retina-based biometric system,
features extracted from the same side retina are compared
for verification, whereas, in our task (see Subsection V-G),
features extracted from different sides and the same side
retinas are used for verification.

C. MANUAL VERIFICATION

We take opinions from two groups of human volunteers
for manual verification: (1) untrained human volunteers and
(2) trained human volunteers. We do not provide any infor-
mation regarding symmetry in the retinas to untrained human
volunteers. We ask them to decide by themselves how to do
the verification. On the other hand, we provide the summary
of the untrained volunteers’ observations and 100 pairs of
retinas with actual labels to the 2nd group of volunteers to
train themselves as long as they want.

In principle, without observing any examples of positive
pairs, PPs (i.e., the pairs from the same subjects) and negative
pairs, NPs (i.e., the pairs from two different subjects), it is
difficult to guess in which sense retinas from the same subject
are symmetric. For example, without any prior knowledge,
it is difficult to guess how much the foreground color or the
optic disc can vary between two retinas from one subject and
how much they can vary from subject to subject. By observing
labeled training data, trained volunteers and DNNs may learn
what similarities indicate that two retinas are from the same
subject. Untrained volunteers do not have this opportunity.
However, untrained volunteers may have a chance to do better
than guessing randomly by training themselves gradually if
they know that there are both PPs and NPs in the test. They
can gradually learn where symmetry exists and assume that
the pairs with the largest bilateral symmetry are positive.
Keeping all these points in mind, we use a computer inter-
face to take human volunteers’ opinions. In the computer
interface, we show four pairs of the left and right retina in a
single frame at once, as shown in Fig. 7, and in total, we show
100 pairs in a random order, among which 50 pairs are PPs,
and 50 pairs are NPs. We ask volunteers to make a binary
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decision about each pair in a frame. We describe the details
about the experimental setup in Subsection IV-C.

D. AUTOMATIC VERIFICATION

In order to do the verification automatically, we need a
DNN which can perform three tasks: (1) high-level feature
extraction from retinal images, (2) merging of the extracted
features, and (3) binary classification. Since convolutional
neural networks (CNN) are widely used for extracting fea-
tures from image data, we decide to use CNNs as a feature
extractor.

Features extracted from two fundus photographs can be
merged in many ways such as concatenation, absolute sub-
traction, averaging, addition, multiplication, dot product,
maximization, and minimization. Two properties of the merg-
ing technique are important to consider. First, does it pre-
serve all information in the two input features? That is, is it
possible to reconstruct the input features from the merged
feature? Second, is it symmetric with respect to the two input
features? That is if we swap the two input features, will the
output remain the same? We decide to explore only four
merging/combining techniques:

1) concatenation: preserves all information, not

symmetric

2) absolute subtraction: does not preserve all information,
symmetric

3) averaging: does not preserve all information,
symmetric

4) concatenation of averaging and absolute subtraction:
preserves all information, symmetric

As a binary classifier, we decide to use a simple network
having convolutional and dense layers as hidden layers and
a neuron with sigmoid activity function in the output layer.
The output of the sigmoid function is in the range 0 — 1, and
it is the standard choice of output activation function when
one wants an NN with two output probabilities in a two-class
problem. By deciding a threshold value, 3, we can easily get
a binary decision.

Based on our preliminary decisions, we develop a Y-shaped
DNN by connecting three neural networks (NNs) as shown
in Fig. 5. We name it YNN. In the YNN, there are two
convolutional neural networks (CNNs), each of which acts
as a high-level feature extractor, and one neural network for
binary classification that acts as a similarity score generator.
Each retinal image in the pair to be verified is passed through
a high-level feature extractor. The extracted high-level fea-
tures are merged/combined and then processed further by
the score generator, which generates a similarity score in the
range 0 — 1 for a pair. By setting § = 0.5, we get a binary
decision about a pair of the left and right fundus photographs
from the YNN.

We decide to train the YNN in an end-to-end manner,
i.e., the feature extractor networks and the binary classifica-
tion network are trained jointly for the binary classification
task. During training, the YNN does not learn a model for
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FIGURE 5. YNN used for automatic verification of a pair of left and right
retinas. YNN is a combination of three neural networks. The first two
neural networks extract high-level features from the pair to be verified,
and the third network generates a similarity score. If the score is below or
equal to 0.5 for a pair, the fundus photographs of the pair are considered
to belong to two different subjects. If the score is above 0.5 for a pair,
the fundus photographs of the pair are considered to belong to a single
subject. The architecture of YNN is depicted in more detail in Fig. 6 (f).

a specific subject. Instead, it learns where to look for sym-
metry in a pair of retinas. Therefore, after the training phase,
it can verify pairs from subjects unseen in the training phase.
It means the YNN can handle open-set verification.

We decide to explore whether:

o it is easier for the YNN to compare two retinas if we
flip horizontally one image (e.g., the right retinal image)
than to compare retinal images without flipping any
image.

« sharing/tying parameters or using different parameters
for the two feature extractors is optimal. Even when
images are from the same subject in a PP, they are from
retinas of two different sides. It is unclear whether they
(even after one is flipped) follow the same distribution
or two different distributions. If images from the left and
right retinas follow the same distribution, it should be
beneficial to share the parameters of two feature extrac-
tors. On the contrary, if they follow different distribu-
tions, then sharing parameters by the feature extractors
may not be beneficial.

o a well-known pre-trained model (e.g., VGG16 [42])
would be a better feature extractor of YNN than its own
feature extractor.

e a YNN can also be used as side independent verifi-
cation system, by which we mean a system that can
compare two retinas no matter whether they are from
the same side or two different sides. In order to achieve
this, we need to use a slightly different approach during
training a YNN. We need to include not only left-right
pairs after flipping a specific side image, but also right-
right and left-left pairs while training the YNN.

We also decide to investigate the impact of intersession vari-
ability. Ideally, we should use only pairs of fundus pho-
tographs from different sessions, but among the databases,
we have access to, this is only possible in one database,
which is too small for a detailed experimental analysis.
We, therefore, use that database to investigate the impact of
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the intersession variability on the results, whereas we use
a larger database for the main experiments. We describe
the architecture of YNN and its training procedure in detail
in Subsection IV-D.

If two feature extractors of the YNN share parameters,
the YNN turns to a siamese network proposed independently
for fingerprint recognition in [43] and signature verification
in [44], and successfully used for face verification (e.g., [45]),
one-shot image recognition (e.g., [46]) and depth information
extraction (e.g., [47]). Note that the NN proposed in [43]
was not named a siamese network. The term siamese net-
work was coined from [44] to indicate all networks which
have two identical sub-networks to extract features from
the inputs. As shown in Fig. 6, the differences among the
different siamese networks are mainly the different arrange-
ments of the convolutional layers in the CNNs, different kinds
of dimension reduction approaches (e.g., max-pooling, sub-
sampling, striding), and different similarity score generation
approaches.

IV. EXPERIMENTAL SETUP

In this section, we briefly describe our hardware and soft-
ware setup in Subsection IV-A, data sets in Subsection I'V-B,
setup for manual verification in Subsection IV-C, setup
for automatic verification in Subsection IV-D, and image
pre-processing steps in Subsection I'V-E.

A. HARDWARE & SOFTWARE TOOLS

We did all experiments using a machine with TensorFlow’s
Keras API 2.0.0, OpenCV 4.2.0, and Python 3.6.9. The
machine is a standard PC with 32 GB memory, AMD Ryzen
Threadripper 2950X CPU with 16 cores per socket, and one
GeForce RTX 2080 Super GPU with 8 GB memory.

B. DATA SETS

The publicly available retina data sets are mainly prepared for
automatic pathology detection (e.g., [48]-[55]), segmentation
of anatomical structures such as optic disc, macula, CRBVs
(e.g., [56]-[59]), assessing quality of retinal image
(e.g., [60], [61]), retinal image registration (e.g., [62], [63])
and so on. Most of these data sets have images from only
one side and one session. Therefore, most of these data sets
were not appropriate for our purpose. Few data sets have
images from both side retinas, among which we chose three
data sets to do the verification: the Kaggle data set ([48]),
the Longitudinal diabetic retinopathy screening data
set ([63]), and Messidor-2 data set ([52])

1) Kaggle data set: This data set is prepared for the com-
petition of diabetic retinopathy detection. It is provided by
EyePACS and publicly available via the Kaggle online com-
munity of data scientists and machine learners. It has 44, 351
pairs of images. There are left and right retinal images belong-
ing to a single patient ID number in each pair. Therefore,
there are in total 88, 702 RGB retinal images belonging to
44,351 subject IDs. Images were captured under a variety
of conditions. There is no information whether images from
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FIGURE 6. Varieties of siamese networks, i.e., the networks which have
two identical sub-networks to extract high-level features from the inputs.
(a) A siamese network proposed in [44] for verifying whether two
signatures are signed by the same subject. (b) A siamese network
proposed in [45] for verifying whether faces belong to the same subject.
(c) A siamese network proposed in [46] for one-shot image recognition.
(d) & (e) Siamese networks, named MC-CNN-fst and MC-CNN-acrt,
proposed in [47] for extracting depth information from a rectified image
pair. (f) Our YNN proposed for verifying whether two fundus photographs
(which could be from the left side, right side, or from both left and right
side) belong to the same subject. Notice that our YNN is more similar to
MC-CNN-acrt than other siamese networks because it does not use any
predefined distance metric to estimate the similarity score.

the same patient were captured at the same session, but this
is likely the case. Therefore, this database cannot be used to
study the effect of session variability. We prepared three sets,
i.e., Kaggle A, Kaggle B, and Kaggle_ C, from the images
having resolutions 3264 x 4928 and 3168 x 4752 for three
purposes (see Table 2 for details).

We prepared two test sets (i.e., Kaggle_SetA.l and Kag-
gle_SetA.2) using the images of Kaggle_ SetA and one test
set (i.e., Kaggle_SetC) using the images of Kaggle_ SetC.
In principle, it is possible to build 150 positive pairs (i.e.,
the left and right retinal images of a pair belonging to a single
subject ID) and 150 x 149 = 22,350 negative pairs (i.e.,
the left and right retinal images of a pair belonged to two dif-
ferent subject IDs) using the 150 pairs of Kaggle_SetA. How-
ever, for human volunteers, it is difficult and time-consuming
to decide about 150 + 22,350 = 22, 500 pairs. Therefore,
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we decided to reduce the number of pairs while keeping the
variability among pairs as much as possible. For fulfilling
that, we divided 150 subjects into three groups: the first
50 subjects were for the positive pairs (PPs), the second
50 were for the left side of negative pairs (NPs), and the
third 50 were for the right side of NPs. In this way, we kept
only 50 PPs and 50 x 50 = 2, 500 NPs in Kaggle_SetA.1,
and 50 PPs and 50 NPs in Kaggle SetA.2. The PPs were the
same in both test sets, and the NPs of Kaggle_SetA.2 were a
subset of the NPs of Kaggle_SetA.1. In Kaggle_SetC, there
were 1, 752 PPs and 1, 752 NPs. Even though it was possible
to make 1,752 x 1,751 = 3,067,752 NPs from 1, 752
pairs, we chose only 1, 752 NPs in order to keep a balance
between the PPs and NPs. Contrary to Kaggle_SetA.1 and
Kaggle_SetA.2, there was a subject overlap between the PPs
and NPs and the left and right sets of NPs in Kaggle_SetC.
2) Longitudinal diabetic retinopathy screening data set:
This data set was prepared for fundus image registration
methods. It has 1120 in total color fundus photographs
of 70 patients in the diabetic retinopathy screening program
of the Rotterdam Eye Hospital (Rotterdam, The Netherlands).
For each patient, there are four types of color fundus pho-
tos for both left and right retinas: macula-centered, optic
nerve-centered, superior, and temporal fundus images. The
images were captured in two sessions, and there was a 1-week
gap between the two sessions. We prepared one set named
RODREP_SetA by taking only macula-centered images
(i.e., two images for each patient’s per retina) from this data.
Since there is only one session with a macula-centered retinal
image for the right side retina for the subject having Patient
ID 62, we excluded images of this subject. Therefore, we had
276 images (138 images from the left side and 138 images
from the right side) from 69 subjects. We were able to
prepare 138 PPs of left-right retinas from the same session
(i.e., RODREP_SetA.1), 138 PPs of left-right retinas from
different sessions (i.e., RODREP_SetA.2), 69 PPs of left-left
retinas from different sessions (i.e., RODREP_SetA.3),
and 69 PPs of right-right retinas from different sessions
(i.e., RODREP_SetA.4). For all cases, we prepared NPs equal
to the PPs. We chose macula-centered images mainly because
YNN’s training set, i.e., Kaggle_SetB, has macula-centered
images.

3) Messidor-2 data set: This data set is mainly prepared for
computer-assisted diagnoses of diabetic retinopathy. It con-
tains two macula-centered eye fundus images (one per eye)
per subject. There are 874 subjects (i.e., patients); therefore,
in total, 1748 images. There is no information about whether
images from the same patient were captured at the same
session, but this is likely the case. We used all images of this
data set.

C. SETUP FOR MANUAL VERIFICATION

Twenty-three human volunteers participated in manual veri-
fication. The majority of them were not familiar with the fun-
dus photographs, as shown in Table 3. Even if any volunteer
was familiar with the color fundus photographs, looking for
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TABLE 2. Data Sets used in our experiments. [# Subj: Number of subjects, # Pairs: Number of pairs, PPs: Positive pairs, NPs: Negative pairs, LR-SS: pairs
of left-right retinas from the same session, LR-DS: pairs of left-right retinas from different sessions, LL-DS: pairs of left-left retinas from different sessions,
RR-DS: pairs of right-right retinas from different sessions. The Kaggle sets and Messidor-2 have only pairs of left-right retinas from the same session.]

. . . # Pairs
Data Set Height x Width | # Subjs. PPs | NPs Purpose
50
Kaggle SetA.1 ( Different 50 NPs randomly chosen from Test set for manual verification
3264 x 4928 150 50 2,500 NPs for different volunteers )
50 . . .
Kaggle_SetA.2 ( Same NPs for all volunteers ) Test set for manual and automatic verification
Kaggle_SetB.1 3168 x 4752 6834 6834 41,229,522 Training set of YNN
Kaggle_SetB.2 200 200 200 Validation set of YNN
1536 x 2304 151
Messidor-2 960 x 1440 132 874 763,002 Adaptation set of YNN
1488 x 2240 154
Kaggle_SetC 3264 x 4928 1752 1752 1752
138
RODREP_SetA.1 (LR-SS) 138
138
RODREP_SetA.2 138 ) . . .
1312 x 2000 69 (LR6-;)S) Test set for automatic verification
RODREP_SetA.3 (LL-DS) 69
69
RODREP_SetA 4 (RR-DS) 69

TABLE 3. Volunteers’ familiarity level with fundus photographs. [Level-0:
Not familiar with fundus photographs, Level-1: Have some basic
knowledge about fundus photographs, Level-2: Work on fundus
photographs.]

Level of familiarity with | # Untrained | # Trained Total
fundus photographs Volunteers | Volunteers
Level-0 13 1 14
Level-1 6 0 6
Level-2 1 2 3
Total [ 20 [ 3 [ 23

symmetry in the left and right retinas and making a decision
about the subjects was entirely new for him/her. None of the
volunteers thought about it before participating in the test,
i.e., they did not have any training. Among 23 volunteers,
we did not provide any information regarding symmetry in
retinas to the first 20 volunteers. They directly participated
in the test, knowing only some basic rules about the test.
On the other hand, the last three volunteers were provided
the summary of the information noted down by the first
20 volunteers. They got time to train themselves to figure out
symmetry. Therefore, we considered the first 20 volunteers as
untrained volunteers while the last three volunteers as trained
volunteers.

In the test, 25 frames were shown to each volunteer,
where each frame contained four pairs of retinas side-by-side
(as shown in Fig. 7). The right side retinas were flipped to
make the comparison task easier for human volunteers. The
task of the human volunteers was to click on a pair when they
thought that the pair belongs to a single person. Volunteers
were allowed to select/deselect any pair as many times as they
wanted and could spend as much time on the verification task
as they wanted. However, after closing any frame, they were
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FIGURE 7. An example frame for collecting volunteers’ opinions. When a
volunteer clicked on a pair, its boundary turned into red color and it
meant that the volunteer thought this pair belonged to a single subject.
Numbers 1, 2, 3, 4 were the pair numbers and 25/25 was the frame
number.

not allowed to see it again. After closing the last frame, each
volunteer was asked to write about the factors they consid-
ered to make a decision. Twenty-three volunteers participated
in 23 separate sessions. None of them were aware of the actual
answers. All volunteers were requested not to share their
assumptions with other volunteers. When writing their points,
untrained volunteers were informed of retina-related terms
to make their writing easier. After individual participation in
the test, three volunteers participated together. This time, they
were allowed to consult with each other and decide about a
pair based on the majority opinion.

After summarizing the features reported by the first 20 vol-
unteers, we gave them to the last three volunteers. We pre-
pared a similar interface for them to train themselves. The
only difference between this interface and the one used in
the test phase was that after clicking on an NP, they saw a
blue-colored boundary, whereas after clicking on a PP, they
saw a red-colored boundary so that they could know which
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FIGURE 8. Architectures of deep neural networks used in our experiments: (a) YNN, (b) Model1: NN having one dense layer less than the YNN,

(c) Model2: NN having the same layers as the YNN but with an extra dense layer in each feature extractor and a Cosine distance layer as feature merger
and similarity score generator, and (d) Model3: NN using the pre-trained VGG16 provided by Keras, without the last three dense layers, as a feature
extractor. [Note that only the concatenation approach is depicted as the feature merger for the YNN even though four merging approaches were explored.

The vertical text shows the output shape of the corresponding layer.]

pairs are PPs and which pairs are NPs and analyze their
decisions. They had to decide about a pair before seeing
the correct answer. They were given three weeks to train
themselves. In total, 100 pairs (50 PPs and 50 NPs) from
the Kaggle_SetB were seen by them in random order during
training. Only when they felt the confidence to participate in
the final test, they were shown the pairs of the Kaggle_SetA.2.

All volunteers (i.e., ID 1-23) saw the same 50 PPs but
in random orders. Volunteers with ID 1-10 saw 50 different
NPs, which were randomly chosen from the 2, 500 NPs of
Kaggle_SetA.1 so that they were not exhausted by seeing too
many NPs. Volunteers with ID 11-23 saw the same 50 NPs
but in random orders.

There is a similar work for irises. Bilateral texture simi-
larity in pairs of left and right irises was investigated based
on human opinions in [64]. The setup used to get humans’
opinions had one pair of irises per frame. Twenty-seven
humans had to choose an option from the list of five degrees
of certainty after seeing a pair only for three seconds. There
were 105 PPs and 105 NPs. At the beginning of the test, all
humans got a chance to train themselves a bit by three PPs
and two NPs with labels.
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D. SETUP FOR DEEP NEURAL NETWORKS

We trained four kinds of deep neural networks (NNs): YNN,
Modell, Model2, and Model3. Each of these models can
be split into three parts: (1) two identical feature extractors,
(2) feature merger and (3) similarity score generator.
As shown in Fig. 8 (a), each feature extractor of the YNN
consisted of three blocks of convolutional-maxpooling layers,
where each block had two consecutive convolutional layers
followed by one max-pooling layer. In all convolutional lay-
ers, stride = 1, padding = same and kernel_size = 3 x 3 and
in all max-pooling layers, stride = 2 and pool_size = 3 x 3.
In each block, the number of channels was increased twice
by increasing the number of filters, whereas the height and
width of the feature map (i.e., the output of each block)
were reduced to half. Four kinds of merging approaches
were applied as the feature merger. The similarity score
generator had two consecutive convolutional layers with
filters_no = 16, kernel_sz = 3x3, stride = 2 and padding =
valid. Because of the settings stride = 2 and padding =
valid, the size of feature maps was reduced to half by each
convolutional layer. Therefore, a max-pooling layer was not
used for shrinking the size of the feature maps. Except for the
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neuron of the output layer, the rectified linear units (ReLU)
was used as the activation function for all neurons in all other
layers. For the neuron of the output layer (i.e., the last dense
layer), sigmoid function was used as the activation function.

As shown in Fig. 8 (b), Modell had one dense layer less
than the YNN. Model2 had the same layers as the YNN
but with an extra dense layer in each feature extractor and
a Cosine distance layer as the feature merger and the sim-
ilarity score generator as shown in Fig. 8 (c). In Model3,
the pre-trained VGG16 provided by Keras was used as a fea-
ture extractor as shown in Fig. 8 (d). The VGG16 model has
13 convolutional layers, five pooling layers, and three dense
layers. The pre-trained VGG16 model provided by Keras was
trained mainly for classifying images of 1000 classes. To use
this model for extracting high-level features from fundus
photographs, we had to exclude the last three dense layers.
We trained these models in four different ways:

« without tying parameters of the feature extractors and

without flipping the right-side retina.

« without tying parameters of the feature extractors, but

flipping the right-side retina.

« by tying parameters of the feature extractors and without

flipping the right-side retina.

« by tying parameters of the feature extractors but flipping

the right-side retina.

For the YNN, we tried four different operations to merge
the features extracted from the fundus photographs of the left
and right retinas: concatenation, average, absolute subtrac-
tion, and concatenation of absolute subtraction and average.
For Modell, Model2, and Model3, we merged features only
by concatenation.

For training the YNN, Modell, Model2, and Model3,
we used left-right paired images. We also trained a variation
of the YNN (we name it Model4) using the left-right, right-
left, left-left, and right-right pairs. Since in the Kaggle SetB,
there is only one image per side for a subject, we used data
augmentation to create extra left-left and right-right pairs for
Model4. We did data augmentation by rotating an image in
the range 0 — 90 degrees, shifting it at most 10% both along
the horizontal and vertical direction, changing brightness
in the range 0.2 — 1.0, zooming in the range 0.8 — 1.2
and shearing, i.e., displacing image at most 18 degrees in a
counter-clockwise direction. For adapting Model4 to reduce
domain mismatch between the training and test data sets,
we used pairs from the Messidor-2 data set. Three training
and adaptation pairs from two subjects are shown in Fig. 9 as
examples.

We trained YNN using grayscale, red channel, green chan-
nel, and blue channel images along with RGB colored images
to understand which color channel is the best. To avoid the
effect of randomness caused by different factors, including
weight initialization and dropout, on the estimation of per-
formance, we trained all models five times. That means,
in total, we trained the YNN using RGB color images 80
(i.e.,4 x4 x 5) times, whereas we trained color channel-based
YNN, Modell, Model2, and Model3 five times and
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(a) 4148 (left-left) (b) 4148 (left-right)

(d) 504 (left-left) (€) 504 (left-right)

(c) 4148 (right-right)

(7) 504 (right-right)

FIGURE 9. Example pairs used for training and adapting Model4. 1st row:
example pairs from the training set, Kaggle_SetB, after using data
augmentation. 2nd row: example pairs from the adaptation set,
Messidor-2, after using data augmentation. [Note that images of the right
retinas were flipped horizontally.]

TABLE 4. Performance (mean =+ standard deviation) of human volunteers
to verify 100 pairs of color fundus photographs where 50 pairs were
positive pairs and 50 pairs were negative pairs.

Kaggle_SetA.1
Untrained
Volunteers

0.79 £0.07

Sensitivity 0.74 £0.15

Specificity 0.84 £0.17

F1 0.77 £+ 0.09

Kaggle_SetA.2
Untrained Trained
Volunteers | Volunteers

0.79 £0.05 | 0.86 & 0.02
0.72 £0.09 | 0.82 + 0.04
0.86 £ 0.07 | 0.91 + 0.05
0.77 £0.07 | 0.86 + 0.02
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FIGURE 10. The number of volunteers who thought the pairs belonged to
the same subject, i.e., who classified each pair as a positive pair (PP):

(a) the number of volunteers among 23 volunteers for each PP, (b) the
number of volunteers among 13 volunteers for each negative pair (NP),
(c) the number of volunteers among seven volunteers (i.e., top four
untrained volunteers + three trained volunteers) for each PP and (d) the
number of volunteers among five volunteers (i.e., two untrained
volunteers among top four untrained volunteers + three trained
volunteers) for each NP.

Model4 twice: for the first time without adaptation and for
the second time with an adaptation technique.

To train all deep NNs, we set mean squared error as the
loss function; RMSProp with a learning rate of 0.0001 as
the optimizer and epoch_no = 50. We reduced the learning
rate if there was no change in the validation_accuracy for
more than three consecutive epochs. We stopped training
if validation_accuracy did not change in 15 consecutive
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TABLE 5. Individual performance of human volunteers. [V. ID: Volunteer ID, Acc.: Accuracy, Sens.: Sensitivity, Spec.: Specificity, Tog.: Together.]

Kaggle_SetA.1

Kaggle_SetA.2

Untrained Volunteers

Untrained Volunteers Trained Volunteers

V.ID[ 1] 2] 3] 4] 5] 6] 7] 8] 9] 10| 1]

12

[ 13] T4] 15] 16] 17] 18] 19] 20| 21 22| 23]Tog.

Acc. [0.75]0.810.71]0.89(0.84]0.86|0.65|0.730.83|0.82 | 0.71

0.83

0.7510.8810.86|0.810.79]0.79 | 0.740.74 || 0.84 | 0.87 | 0.87 | 0.88

Sens. [0.82]0.76{0.4410.84|0.82]0.76 | 0.86 | 0.52 [ 0.66 [ 0.94 || 0.52

0.74

0.7810.82/0.80 [ 0.84|0.64|0.72 | 0.64 | 0.68 || 0.80 | 0.88 | 0.84 | 0.78

Spec. [0.680.86{0.98[0.940.86|0.96|0.44]0.94|1.00 | 0.70 | 0.90

0.92

0.7210.9410.92]0.78 | 0.94 | 0.86 | 0.84 | 0.80 | 0.88 [ 0.86 | 0.90 | 0.98

F1 0.77]0.80]0.60]0.88]0.84 | 0.84]0.71] 0.66 | 0.80 | 0.84 || 0.64

0.81

0.76]0.87]0.85]0.82]0.75]0.77{0.71 | 0.72 ]| 0.83 ] 0.87 | 0.87 | 0.87

(a) 1096_left - 1096_right (2/23)

(b) 13874 _left - 13874 _right (3/23)

(c) 12159 _left - 12159_right (6/23)

(d) 1322_left - 1322_right (23/23)

(i) 18071 _left - 22538 _right (6/13)

(e) 10913_left - 10913_right (23/23) (f) 11638 _left - 11638_right (23/23)

(k) 16021 _left - 20195 _right (7/13) (I) 18252_left - 21524 right (12/13)

FIGURE 11. Examples of easy-to-recognize pairs and difficult-to-recognize pairs for human volunteers. Easy-to-recognize
pairs were correctly recognized, whereas difficult-to-recognize pairs were incorrectly classified by the majority of
volunteers. [1st row: three difficult-to-recognize PPs, 2nd row: three easy-to-recognize PPs, 3rd Row: three
easy-to-recognize NPs, and 4th Row: two comparatively difficult-to-recognize NPs (j) & (k) + one difficult-to-recognize NP
(I). The title of a sub-figure indicates SubjectiD_left - SubjectiD_right (the number of volunteers who thought the pairs
belonged to the same subject / total number of volunteers). Source of image: Kaggle_SetA.]

epochs. For adaptation, we trained Model4 for ten epochs
using the Kaggle SetB data set at first and then retrained
Model4 using the Messidor-2 data set, keeping the same set
up as we used for all other models. We set batch_size = 64
when training a model except Model3 (i.e., the VGG16 based
model). Due to memory limitations, we set batch_size = 32
when training Model3. For all other settings, we used the
default values of TensorFlow’s Keras API 2.6.1-tf.

E. IMAGE PRE-PROCESSING

We cropped the dark pixels of the background, which do
not provide any information about the retina, using a sim-
ple background cropping algorithm. At first, we converted
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an RGB-colored fundus photograph into a grayscale image.
Then we blurred the grayscale image using a 5 x 5 Gaussian
kernel. After that, we detected edges using Canny’s edge
detection algorithm ( [65]). After that, we found the contour
which had the maximum area. After that, we estimated the
radius of the circle that minimally enclosed that contour.
Using that radius, we cropped the background. We used the
functions of the OpenCV library for this part. After cropping
the background, since the different data sets have different
resolutions, we re-sized all images to 256 x 256 by bicubic
interpolation. Then we re-scaled pixel values to [0, 1] for
each channel of each image independently. Except the above
processes, no pre-processing was applied to any images.
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TABLE 6. Frequency of symmetrical properties noted down by trained
and untrained volunteers. [Notations are NUV: number of untrained
volunteers who found symmetry, NTV: number of trained volunteers who
found symmetry, TUV: total number of untrained volunteers, TTV: total
number of trained volunteers.]

Symmetrical properties found in NUV/TUV | NTV/TTV
CRBVs 17/20 3/3
- Pattern in CRBVs 4/20 2/3
- Pattern in thick CRBV 1/20 0/3
- Branching pattern in CRBVs 3/20 1/3
- Density of CRBVs 4/20 0/3
- Spreadness of CRBVs 5/20 2/3
- End of a CRBV 1/20 0/3
- Tortuosity of CRBVs 5/20 0/3
- Thickness of CRBVs 1720 0/3
- Color intensity of CRBVs 3/20 1/3
Foreground 15/20 3/3
- Foreground color 15/20 2/3
- Color of the border of the foreground 0/20 1/3
- Artifacts in the border of the foreground 120 0/3
Optic disc (OD) 12/20 2/3
- Size & shape of OD 4/20 2/3
- Pattern and thickness of CRBVs in OD 3/20 0/3
- Exit of CRBVs from OD 3/20 1/3
- Number of branches coming out from OD 2/20 0/3
- Border of OD 1720 0/3
- Visibility of optic cup (OC) 1720 0/3
- Color of OC 2120 0/3
- Orientation of OD 120 0/3
Macula 820 0/3
- Overall macula 1/20 0/3
- Color of macula 120 0/3
- Size of macula 120 0/3
- Shape of macula 1/20 0/3
- Alignment of OD with macula 5/20 0/3
- Position of macula 120 0/3
Choroidal blood vessels 5/20 0/3

V. RESULTS & ANALYSIS

In this section, we present and analyse the results of several
experiments. In Subsection V-A and V-C, we present the
results of manual and automatic different-side verification,
respectively. We analyze what patterns human volunteers
and deep neural networks are looking at in Subsection V-B
and V-D, respectively. We compare the performance of whole
color fundus photographs-based automatic verification with
the CRBVs-based automatic verification in Subsection V-
E. In Subsection V-F, we analyse the agreement of manual
and automatic verification. In Subsection V-G, we compare
results of different-side with same-side verification as well
as different-session image verification. We compare results of
different NNs having slightly different architectures compar-
ing to YNN in Subsection V-H. Finally, we compare different
channel based YNNs in Subsection V-1.

A. MANUAL VERIFICATION

As can be seen in Table 4, on average, the untrained volun-
teers had an accuracy of 79%, whereas the trained volunteers
had an accuracy of 89%. As shown in Table 5, even the
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(a) 3_left (Sessionl)  (b) 3_left (Session2) (c) 3_left (Session3)

(e) 3_right (Sessionl)  (f) 3_right (Session2) (@) 3_right (Session3) (h) 4_right (Session1)

(i) Positive Pair
[ 3_left (Sessionl) - 3_right (Session2) ]

(j) Negative Pair
[ 3_left (Sessionl) - 4_right (Sessionl) ]

FIGURE 12. Effect of camera settings and environment on the foreground
color. (a), (b) & (c): images were captured from the left retina of
Subject-3 in three different sessions, (e), (f) & (g): images were captured
from the right retina of Subject-3 in three different sessions,

(d) & (h): images were captured from the left and right retinas of
Subject-4 in the same session, (i): a positive pair prepared by the left and
right retinas of Subject-3 and (j): a negative pair prepared by the left
retina of Subject-3 and the right retina of Subject-4. The foreground
colors of the images captured from the same retina but in different
sessions are different. On the contrary, the foreground colors of the
images captured from different subjects but in the same session are
same. Therefore, humans will make wrong decisions about pairs

in (i) & (j), if their decisions are based on the foreground color. [Note that
Subject-3 and Subject-4 were male and European. Camera settings and
lighting conditions were different in different sessions, but the same for
two subjects in the same session. There was one month gap between the
1st and 2nd sessions and 14 days gap between the 2nd and 3rd sessions.
Right side images are horizontally flipped. Source of image: STRaDe

data set.]

result of the volunteer with the lowest score was better than
the result expected from random guesses. Therefore, we can
conclude that human volunteers can catch substantial bilateral
symmetry in color fundus photographs if they investigate
carefully.

Most of the untrained volunteers were not familiar with
fundus photographs, as shown in Table 3. It seems familiarity
with color fundus photographs did not positively impact the
performance of untrained volunteers. The worst performer
(having volunteer ID 7) was familiar with color fundus pho-
tographs; on the other hand, the best performer (having vol-
unteer ID 4) was not.

There was, on average, a relatively small difference
between the performance of the top four untrained volun-
teers (having volunteer ID 4, 14, 6 & 15)) and three trained
volunteers (having volunteer ID 21, 22, & 23). The first
reason could be that four pairs of left and right retinas were
in a frame. The untrained volunteers knew beforehand that
there would be both PPs and NPs in the test, although not
necessarily in every frame. This prior knowledge helped them
to gradually make rules about symmetry, many of which
were correct. The second reason could be that the trained
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(a) 1294_left 1294_right

Choroidial Blood Vessels

(b) 10243 _left

Choroidial Blood Vessels

10243_right

FIGURE 13. Visibility of choroidal blood vessels can make a positive pair
easy to recognize by humans. [Source of image: Kaggle_SetA.]

(a) 3_left 3_right (b) 4_left 4_right

(c) 5_left 5_right (d) 6_left 6_right

(e) 4_left 6_right ) 4_left 3_right

FIGURE 14. Variability in the foreground color caused by ethnicity. (a) &
(b): two positive pairs (PPs) from two Europeans, (c) & (d): two PPs from
two South-Asians, (e): one negative pair (NP) prepared by combining
retinas from an European and a South-Asian and (f) one NP prepared by
combining retinas of two Europeans. Notice that Europeans and
South-Asians have obvious different foreground colors. By combining
retinas from subjects belonging to these two ethnic groups, we can
prepare easily recognizable NPs as shown in (e). By combining retinas
from subjects belonging to the same ethnic group, we can prepare NPs
which are difficult to recognize, as shown in (f). [Note that, the right side
images are horizontally flipped. Source of image: STRaDe data set.]

volunteers were not as focused as some untrained volunteers
during the test.

The pairs that the majority of volunteers correctly recog-
nized can be considered easy-to-recognize pairs; contrary,
the pairs that the majority of volunteers incorrectly classified
can be considered difficult-to-recognize pairs. Some example
pairs of these two categories are shown in Fig. 11. As shown
in Fig. 10 (a), among 50 positive pairs (PPs), there were
seven easy-to-recognize PPs which were recognized by all
23 volunteers. As shown in Fig. 10 (b), among 50 negative
pairs (NPs), there were 15 easy-to-recognize NPs which were
correctly recognized by all 13 volunteers. Note that among
23 volunteers, all volunteers saw the same 50 PPs, but only
13 volunteers (having volunteer ID 10-23) saw the same NPs.

Among top four untrained volunteers and three trained
volunteers, all seven volunteers (having volunteer ID 4, 14, 6,
15, 21, 22, 23) saw the same 50 PPs, but only five volunteers
(having volunteer ID 14, 15, 21, 22, 23) saw the same NPs.
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Interestingly, these volunteers had the same opinions about
the majority of PPs and NPs (as shown in Fig. 10 (c) & (d)).
Seven volunteers correctly recognized 28 out of 50 PPs
(as shown in Fig. 10 (c)). Five volunteers correctly
recognized 37 out of 50 NPs (as shown in Fig. 10 (d)).

B. WHAT HUMANS LOOK FOR

The human volunteers discovered symmetrical properties in
the foreground, optic disc, macula, CRBVs, and choroidal
blood vessels for verification. Every volunteer considered
multiple properties while making a decision about a pair.
Although the untrained volunteers did not influence each
other, interestingly, the properties they discovered overlapped
with each other. Some of the properties are summarized
in Table 6.

The most frequently mentioned properties are related to the
CRBVs. Even though CRBVs give an asymmetrical look in
a pair of fundus photographs at first glance, the majority of
volunteers found symmetry in CRBVs. Interestingly, the find-
ings of the human volunteers match well with the findings in
the previous studies [26], [34]-[36] (which were conducted
much before our experiments). For example:

o By measuring diameters of all retinal arterioles and

venules located 0.5 — 1.0 disc diameters from the
OD margin of 1546 subjects, bilateral symmetry in the
left and right retina was reported in [26].

« By measuring the fractal dimension of the retinal vas-
cular network as a means of quantifying the branching
pattern, bilateral symmetry in the retina was reported
in [37].

By using masks of CRBVs (images where CRBVs are visible
as white on a black background), we have analysed the sym-
metry in CRBVs in more detail with the help of 24 human
volunteers in our previous work [2]. Among the volunteers in
that work, 20 untrained and two trained volunteers also partic-
ipated in this work, i.e., 2D color fundus photographs-based
experiments.

After CRBVs, the foreground color was the property that
influenced most volunteers in their decisions. However, our
further analysis found that emphasizing on the foreground
color to make a decision can sometimes be misleading.
It is true that retinas from the same subject, in general,
have the same foreground color and different colored reti-
nas for a single subject are pretty rare to find (actually,
it might happen for eyes having heterochromia iris). However,
the images captured from the same retina of a subject may
have different colors, whereas images captured from retinas
of different subjects may have the same color. As shown
in Fig. 12 (a), (b), & (c), the foreground colors of the images
captured from the left retina of Subject-3 in three different
sessions are different. Same phenomenon happened for the
right side retina as shown in Fig. 12 (e), (f), & (g). On the
contrary, images shown in Fig. 12 (a) & (d) have the same
color even they are captured from the left retinas of two dif-
ferent subjects. Same phenomenon happened for the images
shown in Fig. 12 (e) & (h). Different factors can be the
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TABLE 7. Performance of different types of YNNs for verifying pairs of color fundus photographs of the left and right retinas. Randomization caused by
random weight initialization and dropout had a large effect. [Note that each type of YNNs was trained five times. The results are in the mean + standard
deviation form. Notations are AUC: Area under the receiver operating characteristic (ROC) curve, EER: Equal error rate, NF: NoFlip, i.e., right side retinas
were not flipped. RF: RightFlip, i.e., right side retinas were flipped. Ctt, Avg, Sub, and Ctt(Sub,Avg) are applied for merging the high-level features. Ctt:
Concatenation, Avg: Average, Sub: Absolute subtraction, Ctt(Sub,Avg): Concatenation of absolute subtraction and average.]

Kaggle_SetA.2
Untied

NF RF
Ctt Avg Sub Ctt(Sub,Avg) Ctt Avg. Sub Ctt(Sub,Avg)
Accuracy | 0.890 +0.024 | 0.900 £ 0.011 | 0.880 £ 0.028 | 0.896 £ 0.017 || 0.824 £ 0.031 | 0.774 £ 0.083 | 0.830 £ 0.068 | 0.804 £ 0.076
Sensitivity | 0.984 4+ 0.008 | 0.980 4 0.000 | 0.984 4+ 0.008 | 0.984 &+ 0.008 || 0.984 £ 0.008 | 0.980 £ 0.000 | 0.976 £ 0.008 | 0.984 £ 0.008
Specificity | 0.796 4+ 0.046 | 0.820 4+ 0.022 | 0.776 4+ 0.051 | 0.808 4 0.041 || 0.664 + 0.066 | 0.568 + 0.166 | 0.684 + 0.137 | 0.624 £ 0.159
Fl1 0.900 £ 0.020 | 0.908 £ 0.009 | 0.892 £ 0.023 | 0.905 4 0.014 || 0.849 +0.022 | 0.816 + 0.054 | 0.854 + 0.047 | 0.837 £ 0.050
AUC 0.958 £ 0.015 | 0.962 £ 0.006 | 0.941 £ 0.016 | 0.960 & 0.023 || 0.915 +0.019 | 0.916 £ 0.029 | 0.942 + 0.009 | 0.900 £ 0.047
EER 0.068 £ 0.027 | 0.068 £ 0.010 | 0.080 £ 0.013 | 0.064 4+ 0.027 || 0.132 4+ 0.045 | 0.128 + 0.037 | 0.104 £ 0.027 | 0.116 £ 0.034

Tied

NF RF
Ctt Avg. Sub Ctt(Sub,Avg) Ctt Avg. Sub Ctt(Sub,Avg)
Accuracy | 0.906 4+ 0.024 | 0.810 £ 0.026 | 0.942 £+ 0.012 | 0.896 4= 0.033 || 0.882 £ 0.018 | 0.748 £ 0.092 | 0.876 4+ 0.026 | 0.870 £ 0.017
Sensitivity | 0.980 4 0.000 | 0.880 4 0.123 | 0.984 4+ 0.015 | 0.984 4+ 0.008 || 0.988 + 0.010 | 0.972 + 0.027 | 0.996 + 0.008 | 1.000 &£ 0.000
Specificity | 0.832 +0.048 | 0.740 4+ 0.097 | 0.900 &+ 0.018 | 0.808 + 0.069 || 0.776 £ 0.041 | 0.524 £ 0.206 | 0.756 £ 0.059 | 0.740 £ 0.033
F1 0.913 £0.021 | 0.819 £ 0.042 | 0.944 +0.011 | 0.905 4 0.028 || 0.894 4= 0.014 | 0.800 & 0.058 | 0.890 + 0.020 | 0.885 £ 0.013
AUC 0.956 £ 0.019 | 0.893 £ 0.025 | 0.987 £ 0.006 | 0.956 +0.011 || 0.963 = 0.008 | 0.883 +0.038 | 0.951 £ 0.016 | 0.930 £ 0.037
EER 0.076 £ 0.027 | 0.168 £ 0.027 | 0.044 £ 0.020 | 0.044 4+ 0.015 || 0.072 4+ 0.020 | 0.164 &+ 0.039 | 0.060 + 0.025 | 0.080 + 0.013

Kaggle_SetC
Untied

NF RF
Ctt Avg. Sub Ctt(Sub, Avg) Ctt Avg. Sub Ctt(Sub, Avg)
Accuracy | 0.864 +0.029 | 0.839 £ 0.011 | 0.837 £ 0.023 | 0.857 £ 0.033 || 0.795 £ 0.041 | 0.776 £ 0.062 | 0.826 £ 0.059 | 0.772 £ 0.064
Sensitivity | 0.983 4 0.006 | 0.985 4+ 0.007 | 0.990 4+ 0.002 | 0.983 4+ 0.012 || 0.976 + 0.011 | 0.972 + 0.010 | 0.970 & 0.009 | 0.989 + 0.002
Specificity | 0.745 +0.064 | 0.694 4+ 0.027 | 0.684 4+ 0.048 | 0.731 +0.078 || 0.613 + 0.091 | 0.581 + 0.126 | 0.683 £ 0.121 | 0.555 £ 0.129
Fl1 0.879 £ 0.022 | 0.860 £ 0.008 | 0.859 +0.017 | 0.874 4 0.025 || 0.828 +0.028 | 0.815 +0.040 | 0.850 + 0.041 | 0.815 £ 0.042
AUC 0.951 £0.016 | 0.944 £ 0.013 | 0.935 +£0.017 | 0.935 £ 0.020 || 0.918 +0.014 | 0.917 £ 0.031 | 0.932 + 0.033 | 0.906 + 0.037
EER 0.105 £0.013 | 0.114 £0.018 | 0.115 £ 0.011 | 0.107 £ 0.012 || 0.128 + 0.016 | 0.142 + 0.028 | 0.120 &+ 0.028 | 0.131 £ 0.034

Tied

NF RF
Ctt Avg. Sub Ctt(Sub, Avg) Ctt Avg. Sub Ctt(Sub, Avg)
Accuracy | 0.883 +0.032 | 0.800 £ 0.039 | 0.940 £ 0.008 | 0.891 £ 0.031 || 0.879 £ 0.014 | 0.754 £ 0.073 | 0.887 £ 0.022 | 0.868 £ 0.018
Sensitivity | 0.983 +0.009 | 0.878 4+ 0.158 | 0.974 4+ 0.009 | 0.987 &+ 0.007 || 0.981 £ 0.002 | 0.963 £ 0.036 | 0.983 £ 0.002 | 0.985 £ 0.007
Specificity | 0.784 +0.072 | 0.721 4+ 0.089 | 0.906 4+ 0.021 | 0.794 4+ 0.069 || 0.778 + 0.027 | 0.545 £ 0.174 | 0.791 £ 0.046 | 0.752 £ 0.042
Fl1 0.895 £ 0.027 | 0.807 £ 0.066 | 0.942 £+ 0.007 | 0.901 4+ 0.026 || 0.891 +0.011 | 0.800 &+ 0.043 | 0.897 + 0.019 | 0.882 £ 0.014
AUC 0.961 £ 0.012 | 0.893 £ 0.027 | 0.986 & 0.003 | 0.961 £ 0.013 || 0.961 +0.007 | 0.874 +0.032 | 0.968 + 0.010 | 0.951 £ 0.012
EER 0.081 £ 0.020 | 0.183 £ 0.025 | 0.054 £ 0.007 | 0.066 &= 0.009 || 0.082 = 0.011 | 0.193 £ 0.031 | 0.066 &+ 0.006 | 0.071 £ 0.005

reasons behind these examples, such as different settings of
cameras, lighting conditions where the fundus photographs
are captured, and the size of the pupil when images are
captured. As a result, we would make the wrong decisions
for both PPs and NPs if we consider the foreground color as
the main factor.

Many volunteers also found symmetric properties in the
optic disc, macula, and choroidal blood vessels. The number
of volunteers who found symmetry in the optic disc was larger
than the number of volunteers who found symmetry in the
macula. Interestingly, the top four untrained volunteers used
the presence of the choroidal blood vessels while making
decisions. Our further analysis found that the choroidal blood
vessels are not visible in fundus photographs of all subjects.
If they are visible, they are visible on both sides of the retinas
and have a similar pattern in both retinas as shown in Fig. 13.

Some of the properties noted by the volunteers were
incorrectly assumed to be related to the subject’s identity,
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i.e., artifacts in the foreground border, the orientation of the
optic disc, the position of the macula, and alignment of
the optic disc with the macula. The first one depends on the
camera lens, while the others depend on which direction the
subject looks at while the retinal photograph is captured.
Accordingly, these properties can be different for the same
eye of a subject. Therefore, these properties should not be
used for making decisions about any pairs.

Many factors, such as experience level of the operator,
operator’s finger movement or shaking, different settings of
fundus cameras, subject’s eye movement or blinking, dif-
ferent amounts of light reflected by different parts of the
retina because of its natural curved structure, inadequate
illumination, variation of pupil dilation, and poor focus, can
result in poor-quality retinal images. Poor quality fundus
photographs can mislead observers. Therefore, the quality
of fundus photographs should be assessed, and poor-quality
fundus photographs should be discarded before taking
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(i) 18221_left - 16337_right (16)

(d) 7959_left -7959_right (16)

(c) 32106_left - 32106_right (16)

(g) 3651_left - 3651_right (14)

(h) 14722_left - 14722_right (15)

(k) 39290_left - 10738_right (16) (1) 24764_left - 36124_right (16)

(m) 13208_left - 18735_right (16)

(n) 32271_left - 7508_right (16)

(0) 26552_left - 4678_right (16) (p) 424_left - 18660_right (16)

FIGURE 15. Examples of easy-to-recognize pairs and difficult-to-recognize pairs for YNNs. Easy-to-recognize pairs were recognized correctly and

difficult-to-recognize pairs were recognized wrongly by the majority of YNNs. 1st row: positive pairs (PPs) recognized correctly by 16 varieties of YNN. 2nd
row: PPs recognized wrongly as negative pairs (NPs) by 14 or 15 out of 16 varieties of YNNs. 3rd row: NPs recognized correctly as NPs by 16 varieties of
YNN. 4th row: NPs recognized as PPs by 16 varieties of YNNs. [Note that the title of each sub-figure indicates SubjectID_left - SubjectID_right (Number of

YNNs decided that the pair belonged to the same subject). Source of image: Kaggle_SetC.]

opinions from human volunteers. Different kinds of retinal
image quality assessment algorithms (e.g. [66]-[74]) can be
used to assess quality of fundus photographs automatically.
Finding an appropriate algorithm is kept as future work.

Our other observation is that ethnicity and gender dif-
ferences in the retinas of a pair can make it an easily rec-
ognizable NP. There are potential ethnic and gender differ-
ences in retinal vascular geometric parameters and retinal
structures, e.g.:

o Among Indians, Malays, and Chinese subjects, Indians
have the largest retinal arteriolar and venular calibers,
whereas Chinese have the largest retinal arteriolar and
venular tortuosity and venular fractal dimension [75].

o There are larger retinal arteriolar and venular calibers
in Blacks and Hispanics than Whites and Chinese [76].
Both retinal arteriolar and venular calibers are substan-
tially wider in the East-Asian than in the Caucasian
children [77].

o The fovea is significantly less thick in females than
in males. It is less thick in African-Americans than in
Caucasians [78], [79]. The mean foveal thickness of
Hispanics is in the middle of Caucasians and African-
Americans [79].

o There is a significant difference in the macular pig-
ment density between white non-Hispanic and African
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subjects. A parafoveal ring is significantly more fre-
quent in African subjects than in white non-Hispanic
subjects [80].

o East Asian children have similar mean vertical OD
diameters to European-Caucasians but 30-43% larger
mean vertical OC diameters, resulting in larger mean
OC/OD ratios [81].

o The foreground color of the retina depends mainly
on the amount of melanin in the RPE layer. Differ-
ent ethnic groups have different amounts of melanin.
Therefore, a wide color spectrum can be seen for
the retina. Caucasians have a strong red component,
whereas African-Americans have a much stronger blue
component in the retina [82].

When retinas in an NP are from two different ethnic groups
(as shown in Fig. 14 (e)), it is easy for humans to decide
that the retinas in the pair are from two different subjects
by looking at only the foreground color. However, retinas in
an NP from the same ethnic group (as shown in Fig. 14 (f))
are difficult to be recognized. In such a case, humans need to
consider other properties.

C. AUTOMATIC VERIFICATION
Table 7 and Fig. 16 show the performance of YNN
for different ways of: tying parameters (tied/untied),

VOLUME 9, 2021



S. Biswas et al.: Study of Bilateral Symmetry in Color Fundus Photographs

IEEE Access

VOLUME 9, 2021

1.0 1.0
0.8 0.8
508 B 05
MY R o i o s v G BB i e e e o s A
.g .5
204 ---= Random 204 ---- Random
—— Ctt — Ctt
— Avg — Avg
0.2 — sub 0.2 —— Sub
—— Ctt(Sub, Avg) —— Ctt(Sub, Avg)
0.0 T T T T 0.0 T T T :
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Recall Recall
(a) Untied_NoFlip (b) Tied_NoFlip
1.0
0.8 1
5§00 5
SIE i o e 0 B A i ) w
8 8
£04] --== Random £0.4 --== Random
— Ctt — Ctt
— Avg — Avg
0.2 1 — Bub 0.2 1 — Sub
Ctt(Sub, Avg) —— Ctt(Sub, Avg)
0.0 T T — T 0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Recall Recall
(c) Untied_RightFlip (d) Tied_RightFlip
- 1.0 -
0.81
[l d [ /’
o s H -
=4 e & #
@ v 0.61
2 & &
= b =
7] S 0
2 .~~~ ~=== Random £ 04 Random
o 3 — 'EtE ) ctt
= | o
= — Avg = Avg
— Sub 021 Sub
—— Ctt(Sub, Avg) Ctt(Sub, Avg)
- . T 0.0 T T . -
0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate False Positive Rate
(e) Untied_NoFlip (f) Tied_NoFlip
1.0- .
0.8
= @
] ot T
o . o
o 0.6 70 4]
2 & 2
= =S
(] 0
£ 04 ---- Random £ Random
o it - Ctt o - Ctt
= 2 Avg |g Avg
= P —_—
02 — sub Sub
e —— Ctt(Sub, Avg) Ctt(Sub, Avg)
0.0+ T T T T 0.0 T T T T
0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate
(g) Untied_RightFlip

False Positive Rate
(h) Tied_RightFlip

FIGURE 16. Precision-Recall curves [(a) - (d)] and Receiver Operating Characteristic (ROC) curves [(e)-(g)] for
different types of YNNs for the Kaggle_SetC data set. For all operating points in both precision-recall and
ROC curves, Avg is the worst for all cases and Ctt(avg,sub) is the best for most of the cases. It can also be
noticed that for the precision-recall, the ranking of the system depends on the operating point, i.e., Cttis
better than Sub when high precision is important but Sub is better than Ctt when high recall is important.
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FIGURE 17. What YNNs with different feature mergers looked at for verifying a positive pair of color fundus photographs. The integrated gradients
attribution method [84] is used to highlight the contribution of important parts of the pair in the similarity score.
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TABLE 8. Percentage of agreement between color fundus photograph

085 ‘e o ZZ e "o’ . ° based verification and masks of CRBV based verification. [Notations are
20.80 LI, zor{ ° n "e = " PP: positive pairs, NP: negative pairs, C(S,A): Concatenation of absolute
o7 o ™ - L, Z06] " m = ° = subtraction and average.]
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FIGURE 18. Comparison between manual verification based on color C(S,A) NF | 94| 70| 96| 70 || 98] 57| 98 | 64

fundus photographs and manual verification based on masks of CRBVs.
Most of the volunteers performed better in color fundus photograph
based verification. [Note that verification was performed on the
Kaggle_SetA data set.]

() 16496_left 20288 _right (0/12) (d) 16496_left 20288 _right (6/12)

FIGURE 19. Examples of cases when color fundus photograph based
verification is better than masks of CRBV based verification. (a) & (c):
color fundus photographs of a positive pair (PP) and a negative pair (NP).
(b) & (d): masks of CRBVs generated from the color fundus photographs
in (a) & (c), respectively. Human volunteers took advantage of visibility of
the optic disc, macula and foreground color in the color fundus
photographs to make correct decisions. Therefore, more human
volunteers correctly recognize a PP and an NP in color fundus
photographs than in masks of CRBVs. [Note that (x/y) in each subtitle
indicates that x out of y number of volunteers selected that pair as a PP.
Source of image: Kaggle_SetA.]

merging features (concatenation/subtraction/average), and
pre-processing inputs (no flipping / flipping the right side).
From the results, it is clear that YNNs performed substan-
tially better than human volunteers. The results for Kag-
gle_SetA.2 and Kaggle SetC are almost the same. It is
expected since these sets have the same properties. Since
Kaggle_SetC is much larger than Kaggle_SetA.2 it provides
more reliable results. Randomization caused by random
weight initialization and dropout had a bigger effect than we
thought. Our other observations are that:

« overall, non-flipping the right retina is better than flip-
ping the right retina.

« except for average merging, tying parameters is better
than non-tying parameters.

VOLUME 9, 2021

RF [ 96| 72| 98| 66 96| 62| 98| 59

TABLE 9. Scores of the six positive pairs (PPs) and six negative

pairs (NPs) shown in Fig. 11, decided by human volunteers and YNN. The
human scores were decided by averaging the decision of 23 volunteers
for PPs and 13 volunteers for NPs. In these 12 pairs, there were three
easily recognized PPs, three easily recognized NPs, three difficult PPs,
and three difficult NPs. Note that scores near 1.0 are better for PPs, while
scores near 0.0 are better for NPs. [Notations are VIt: Volunteers, C(S, A):
Concatenation of absolute subtraction and average, and YNN_Untied_
NoFlip: the parameters of the feature extractors of the YNN were untied,
and the right side retinal images were not horizontally flipped.]

YNN_Untied_NoFlip

Pair ID VIt [ Avg [ Sub [ CS.A)
1096_1eft-1096_right | 0.09 | 1.00 | 1.00 | 1.00 | 1.00

& | T3874_Jeft- 13874 _right | 0.13 | 0.02 [ 0.25 [ 0.03 | _0.00
& 12159 Iefi-12159_right | 0.26 | 0.97 | 1.00 [ 1.00 | 1.00
1322 Iefi-1322_tight | 1.00 | 1.00 | 1.00 [ .00 | 1.00
T0913_Ief-10913_right | 1.00 | 1.00 | 1.00 | 1.00 | 1.00
11638 _Ieft-11638_right | 1.00 | 1.00 | 1.00 [ 1.00 | 1.00
15745 1620759 _right | 0.00 | 0.89 | 0.97 | 1.00 | 0.99
T4947 [eft-21065_right | 0.00 | 0.00 | 0.00 | 0.0 | 0.00

£ [ 16993 _1efi-22240_right | 0.00 | 0.99 | 1.00 | 1.00 | _1.00
Z [T8071_1efi-22538 _right | 0.46 | 0.00 | 0.00 | 0.00 | 0.00
T6021_[eft-20195_right | 0.54 | 0.73 | 1.00 | 1.00 | 1.00
18252 _left-21524_right | 0.92 | 0.00 | 0.00 | 0.00 | 0.00

TABLE 10. The number of times volunteers and YNN agreed with each
other for 50 PPs and 50 NPs of the Kaggle_SetA.2. [Notations are VIt:
Volunteers and YNN_Untied_NoFlip: the parameters of the feature
extractors of the YNN were untied and the right side

retinal images were not horizontally flipped.]

YNN_Untied_NoFlip

VIt I TAve | Sub | CrSub.Avg)

Vit - 39 | 40 | 40 39

) Ctt 39 - 49 49 50
& Avg 40 49 | - | 50 49
Sub 40 | 49 | 50 - 49
Ctt(Sub,Avg) | 39 | 50 | 49 49 -

VIt - 41 | 41 41 37

" Ctt 41 - 44 50 46
& Avg i [44 | - | &4 40
Sub 41 | 50 | 44 - 46
Ctt(Sub,Avg) | 37 | 46 | 40 | 46 -

o absolute subtraction performs consistently better

than other merging approaches for both the Kag-
gle_SetA.2 and Kaggle SetC data sets.
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(e) 33156_left - 29105_right

(f) 3987 _left - 35137 _right

FIGURE 20. Examples of agreement and disagreement between color fundus photograph based verification and masks of CRBV based verification by

16 varieties of YNN. (a) & (b) negative pairs (NPs) that YNNs mistakenly considered as positive pairs (PPs) in both types of images based verification.

(c) & (d) NPs that were correctly recognized by YNNs when color fundus photographs were used but mistakenly recognized as PPs when masks of CRBVs
were used. (e) & (f) NPs that were correctly recognized by YNNs when masks of CRBVs were used but mistakenly recognized as PPs when color fundus

photographs were used.

TABLE 11. The number of times volunteers and YNN were correct when
disagreeing with each other about 50 PPs and 50 NPs of the
Kaggle_SetA.2. [A cell value x/y means that the system in the row and
column header disagreed y times and that the system in the row header
was correct x times. Notation is YNN_Untied_NoFlip: the parameters of
the feature extractors of the YNN were untied and the right side retinal
images were not horizontally flipped.]

Vit YNN_Untied_NoFlip
’ Ctt | Avg [ Sub [ Ctt(Sub,Avg)

Vit = [ O/11 | 0/10 | /10 0/11

Cit 71T | - | 171 | 171 0/0

glf Avg 10710 | 071 = 00 071
Sub 10/10 | O/T | 0/0 | - 0/1
Ctt(Sub,Avg) | 11711 | 0/0 | 1/1 | 171 -

Vit B 819 | 719 | 809 12/13

. Cit 179 -~ | 2/6 | 00 a7%

& Avg 209 | 46 | - | 4l6 8710
Sub 79 | 00 | 216 | - 474
Cti(Sub,Avg) | 1/13 | 0/4 | 2/10 | 0/4 -

« merging features by the average operation after flipping
the right retina performs worse than the non-flipping
case.

« most of the varieties of YNN perform badly when poor
quality image pairs are compared. For example, poor
quality PPs are recognized as NPs, as shown in the 2nd
row of Fig. 15.

« all varieties of YNN recognize NPs correctly when there
is a clear foreground color difference as shown in the 3rd
row of Fig. 15.

o all varieties of YNN cannot recognize NPs having
almost the same foreground color for both sides as
shown in the 4th row of Fig. 15. Increasing the number of
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NPs having the same colored retinas in the training set of
YNN or reducing domain mismatch issue can mitigate
this problem to some extent.

D. WHAT NEURAL NETWORKS LOOK AT

To find answers of questions such as “which parts of retinas
contribute significantly to the output of the YNN*, “Does our
YNNs find similarity in the same places of retinas as human
volunteers do’’, or ‘Do the different YNN architectures look
at different things?”’, we applied an attribution method. The
task of an attribution method is to estimate how much each
input feature contributes to the decisions of the network [83].
We used the integrated gradients method [84] that generates
a heatmap representing how important a region of the input
image was for the decision. According to this method, for
each pair of retinas, we generated a path of 64 image pairs by
interpolating between a pair of black baseline images and the
original pair of retinal images. We calculated the gradient of
the YNN output with respect to each pixel of the pairs of reti-
nas, summed the gradients over each interpolated image, and
took the absolute value. As shown in Fig. 17, similar to differ-
ent human volunteers, different YNNs used different features
such as illumination of the foreground, boundary area of
the foreground, choroidal blood vessels, optic disc, and the
area near the optic disc, to generate a similarity score for a
pair of fundus photographs.

E. COLOR FUNDUS PHOTOGRAPHS VS MASKS OF CRBVs

Using a U-shaped convolutional neural network, we gener-
ated masks of CRBVs from the color fundus photographs
and did the same kind of tests as we did for color fundus

VOLUME 9, 2021
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FIGURE 21. Comparison between automatic verification based on color fundus photographs and automatic verification
based on masks of CRBVs. The difference in performance between the two types of verification was marginal. [Note that
verification was performed on (a) the Kaggle_SetA data set and (b) the Kaggle_SetC data set.]

photographs (see [2] for the details of the tests). Overall,
the majority of human volunteers recognized more pairs
of color fundus photographs correctly than the pairs of
CRBVs. Fig. 18 shows the performance of 12 volunteers (ten
untrained + two trained volunteers), who saw the same PPs
and NPs for both types of images. It seems most of the time,
the visibility of optic disc, macula, and foreground color in the
color fundus photographs made it easier for human volunteers

VOLUME 9, 2021

to make a correct decision about a pair of the left and right
retina (see Fig. 19 for examples).

Contrary to the human volunteers, YNN had a marginal
difference in performance between the two types of images
based verification. Interestingly, most of the time, color fun-
dus photograph based YNN and masks of CRBV based YNN
agreed about PPs. On the other hand, both types of YNNs
disagreed with NPs quite often (see Table 8). Some examples
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TABLE 12. Results of side-independent verification. Domain adaptation by fine-tuning parameters improved the performance of the YNN. [Note that
left-right, left-left, and right-right pairs of color fundus photographs were used to train the YNN. The two feature extractors of the YNN shared
parameters. Concatenation was used as a merging approach. The right side retinal images were horizontally flipped. Notations are LR-SS: pairs of the
left-right retinas from the same session, LR-DS: pairs of left-right retinas from different sessions, LL-DS: pairs of left-left retinas from different sessions,
RR-DS: pairs of right-right retinas from different sessions.]

YNN trained by Kaggle_SetB only YNN trained by Kaggle_SetB and adapted by Messidor2
Kaggle_SetC RODREP_SetA Kaggle_SetC RODREP_SetA

LR-SS [ LR-SS [ LR-DS [ LL-DS [ RR-DS LR-SS [ LR-SS [ LR-DS [ LL-DS | RR-DS

Accuracy 0.8773 | 0.5725 | 0.5797 | 0.5942 | 0.5870 0.8610 | 0.8406 | 0.8116 | 0.8333 0.9058
Sensitivity 0.9720 | 0.9783 | 0.9783 | 1.0000 | 1.0000 0.8288 | 0.8768 | 0.8551 | 0.8406 0.9275
Specificity 0.7825 | 0.1667 | 0.1812 | 0.1884 | 0.1739 0.8933 | 0.8043 | 0.7681 | 0.8261 0.8841
F1 0.8879 | 0.6959 | 0.6996 | 0.7113 | 0.7077 0.8564 | 0.8458 | 0.8193 | 0.8345 0.9078
AUC 0.9424 | 0.6002 | 0.6048 | 0.6232 | 0.6087 0.9265 | 0.8817 | 0.8753 | 0.8806 0.9468
EER 0.0959 | 0.6232 | 0.6594 | 0.6087 | 0.7391 0.1358 | 0.1812 | 0.1812 | 0.1739 0.1014

TABLE 13. Performance of varieties of YNN. [NF: NoFlip, i.e., right side retinas were not flipped. RF: RightFlip, i.e., right side retinas were flipped
horizontally. Model1: Neural network (NN) having one dense layer less than the YNN, (c) Model2: NN having the same layers as the YNN but with an extra
dense layer in each feature extractor and a cosine distance layer as the feature merger and the similarity score generator, and (d) Model3: NN using the
pre-trained VGG16 provided by Keras, without the last three dense layers, as feature extractors.]

Kaggle_SetA.2
Untied
NF RF
YNN Modell Model2 Model3 YNN Modell Model2 Model3
Accuracy | 0.890 + 0.024 | 0.880 + 0.014 | 0.594 + 0.043 | 0.738 + 0.048 || 0.824 + 0.031 | 0.770 + 0.074 | 0.618 4+ 0.055 | 0.780 4+ 0.033
Sensitivity | 0.984 4+ 0.008 | 0.980 4+ 0.013 | 0.900 4 0.151 | 0.924 £ 0.054 || 0.984 4 0.008 | 0.964 £ 0.043 | 0.784 £ 0.174 | 0.976 £ 0.008
Specificity | 0.796 4+ 0.046 | 0.780 4+ 0.028 | 0.288 + 0.232 | 0.552 + 0.135 || 0.664 + 0.066 | 0.576 £+ 0.173 | 0.452 £ 0.187 | 0.584 £ 0.073
Fl 0.900 £ 0.020 | 0.891 £ 0.012 | 0.686 + 0.023 | 0.780 % 0.026 || 0.849 + 0.022 | 0.811 = 0.045 | 0.666 4+ 0.066 | 0.817 4 0.022
AUC 0.958 £+ 0.015 | 0.936 &+ 0.026 | 0.500 4 0.000 | 0.837 4 0.022 || 0.915 4+ 0.019 | 0.883 £ 0.067 | 0.500 £ 0.000 | 0.882 + 0.023
EER 0.068 £ 0.027 | 0.104 + 0.023 | 0.348 4+ 0.032 | 0.208 4 0.048 || 0.132 4+ 0.045 | 0.140 £ 0.028 | 0.356 £ 0.050 | 0.180 + 0.028
Tied
NF RF
YNN Modell Model2 Model3 YNN Modell Model2 Model3
Accuracy | 0.906 + 0.024 | 0.898 + 0.017 | 0.714 + 0.051 | 0.786 + 0.040 || 0.882 + 0.018 | 0.824 + 0.043 | 0.582 4+ 0.064 | 0.852 4+ 0.025
Sensitivity | 0.980 4 0.000 | 0.980 4 0.000 | 0.900 4 0.074 | 0.964 £ 0.027 || 0.988 & 0.010 | 0.984 £ 0.008 | 0.816 £ 0.159 | 0.956 £ 0.015
Specificity | 0.832 +0.048 | 0.816 4+ 0.034 | 0.528 + 0.165 | 0.608 + 0.093 || 0.776 £ 0.041 | 0.664 + 0.089 | 0.348 £ 0.143 | 0.748 £ 0.048
Fl 0.913 £ 0.021 | 0.906 £ 0.015 | 0.760 + 0.023 | 0.819 + 0.026 || 0.894 + 0.014 | 0.849 4+ 0.031 | 0.657 4+ 0.069 | 0.866 4 0.020
AUC 0.956 £ 0.019 | 0.956 + 0.013 | 0.566 4= 0.070 | 0.863 4 0.025 || 0.963 4 0.008 | 0.923 £ 0.034 | 0.506 £ 0.012 | 0.917 &£ 0.005
EER 0.076 £ 0.027 | 0.068 + 0.020 | 0.232 4+ 0.032 | 0.196 4 0.029 || 0.072 4+ 0.020 | 0.100 £ 0.018 | 0.340 £ 0.099 | 0.124 £+ 0.015
Kaggle_SetC
Untied
NF RF
YNN Modell Model2 Model3 YNN Modell Model2 Model3
Accuracy | 0.864 £ 0.029 | 0.844 +0.028 | 0.611 + 0.054 | 0.742 + 0.038 || 0.795 + 0.041 | 0.732 + 0.057 | 0.621 4+ 0.044 | 0.777 4+ 0.009
Sensitivity | 0.983 4+ 0.006 | 0.983 + 0.011 | 0.928 4+ 0.073 | 0.912 £+ 0.054 || 0.976 £ 0.011 | 0.958 £+ 0.055 | 0.851 £ 0.125 | 0.939 £ 0.018
Specificity | 0.745 4+ 0.064 | 0.705 4+ 0.065 | 0.294 4+ 0.181 | 0.573 £ 0.116 || 0.613 = 0.091 | 0.506 £ 0.161 | 0.392 £ 0.182 | 0.615 £ 0.036
Fl 0.879 £ 0.022 | 0.864 £ 0.019 | 0.706 + 0.015 | 0.781 & 0.020 || 0.828 & 0.028 | 0.784 % 0.030 | 0.690 4 0.032 | 0.808 £ 0.004
AUC 0.951 £ 0.016 | 0.916 £ 0.034 | 0.500 + 0.000 | 0.836 + 0.020 || 0.918 + 0.014 | 0.866 + 0.045 | 0.500 4+ 0.000 | 0.882 4+ 0.004
EER 0.105 £ 0.013 | 0.131 & 0.011 | 0.304 4 0.040 | 0.236 = 0.018 || 0.128 = 0.016 | 0.154 £ 0.020 | 0.344 + 0.042 | 0.189 4 0.009
Tied
NF RF
YNN Modell Model2 Model3 YNN Modell Model2 Model3
Accuracy | 0.883 £ 0.032 | 0.871 £ 0.017 | 0.690 + 0.051 | 0.809 + 0.019 || 0.879 + 0.014 | 0.810 4+ 0.051 | 0.589 4+ 0.046 | 0.872 4+ 0.010
Sensitivity | 0.983 4+ 0.009 | 0.980 4+ 0.012 | 0.885 4+ 0.084 | 0.958 4+ 0.015 || 0.981 4 0.002 | 0.983 £+ 0.007 | 0.828 £ 0.170 | 0.950 £ 0.008
Specificity | 0.784 + 0.072 | 0.761 4+ 0.045 | 0.495 + 0.179 | 0.659 £ 0.052 || 0.778 & 0.027 | 0.636 & 0.106 | 0.351 £ 0.169 | 0.794 £ 0.027
Fl 0.895 £+ 0.027 | 0.884 £ 0.013 | 0.742 £ 0.018 | 0.834 + 0.012 || 0.891 = 0.011 | 0.839 4 0.037 | 0.662 4+ 0.066 | 0.881 £ 0.008
AUC 0.961 £+ 0.012 | 0.948 £ 0.009 | 0.557 + 0.061 | 0.891 + 0.010 || 0.961 + 0.007 | 0.933 4+ 0.023 | 0.508 4+ 0.011 | 0.940 4 0.007
EER 0.081 £ 0.020 | 0.097 & 0.013 | 0.246 4+ 0.038 | 0.159 4+ 0.017 || 0.082 & 0.011 | 0.101 £ 0.014 | 0.347 £0.110 | 0.113 £ 0.007

of NPs, about which both types of YNNs agreed or disagreed,

are shown in Fig. 20.
As shown in Fig. 21, based on two threshold independent

metrics, AUC and EER, we can say that YNN was slightly

we cannot declare anyone winner.

F. HUMAN VS. YNN

dependent metrics, Accuracy, Sensitivity, Specificity and F1,

better for recognizing pairs of color fundus photographs
than the pairs of CRBVs. However, based on four threshold

To estimate the agreement among human volunteers,
we applied majority voting to the decisions of the human
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TABLE 14. The number of epochs, number of parameters, and training time of different models. [# Parm: number of trainable parameters, Epoch: Average

number of epochs, and Time: Average training time.]

Fli YNN Modell Model2 Model3
P I~ Parm. Epoch Time || #Parm. | Epoch Time # Parm. | Epoch Time # Parm. | Epoch Time
. NF 50 | 37.83435 50 | 34.73527 19 | 15.74792 24 | 59.48771
Untied -pp— 366,145 <5175 13350 1 169713 30 [a2.03457 (] 19889442 912036558 | #3740V 2516135203
. NF 50 | 35.76289 50 | 35.82669 21 | 28.37987 50 | 69.09019
Tied RF 294,065 47 | 44.31338 93,633 40 [ 35.22006 15,817,362 48 [ 31.31578 2,514,209 43 [ 76.16682

TABLE 15. Performance of YNNs for different types of images. Notice that YNN’s accuracy is slightly better for the red channel than for all other channels,
including the RGB images. [Note that, for each type of image, the YNN was trained independently. Feature extractors of each YNN were untied.
Concatenation was used for merging features. Right side retinal images were not horizontally flipped. CRBVs-based results reported

here were taken from [2] for the purpose of comparison.]

Kaggle_SetA
CRBV RGB Gray Red Green Blue
Accuracy | 0.892 4 0.025 | 0.890 4 0.024 | 0.882 £ 0.013 | 0.920 £ 0.017 | 0.886 + 0.022 | 0.870 & 0.032
Sensitivity | 0.976 &+ 0.008 | 0.984 4 0.008 | 0.988 £ 0.010 | 0.996 £ 0.008 | 0.980 + 0.022 | 0.984 + 0.008
Specificity | 0.808 &+ 0.045 | 0.796 4 0.046 | 0.776 £ 0.034 | 0.844 £ 0.034 | 0.792 & 0.055 | 0.756 % 0.065
F1 0.901 + 0.021 | 0.900 £ 0.020 | 0.893 £ 0.010 | 0.926 £ 0.015 | 0.896 + 0.018 | 0.884 4 0.026
AUC 0.919 £ 0.015 | 0.958 £ 0.015 | 0.935 +0.026 | 0.973 £ 0.010 | 0.946 &+ 0.010 | 0.934 £ 0.017
EER 0.132 +£0.016 | 0.068 £ 0.027 | 0.100 = 0.028 | 0.076 £ 0.023 | 0.088 £ 0.024 | 0.128 £ 0.027
Kaggle_SetC
CRBV RGB Gray Red Green Blue
Accuracy | 0.882 4 0.000 | 0.864 4 0.029 | 0.844 £ 0.026 | 0.877 £ 0.009 | 0.855 + 0.027 | 0.855 4 0.024
Sensitivity | 0.989 & 0.004 | 0.983 4 0.006 | 0.986 & 0.011 | 0.982 £ 0.007 | 0.984 + 0.015 | 0.975 &+ 0.015
Specificity | 0.774 £ 0.003 | 0.745 4 0.064 | 0.703 £ 0.059 | 0.773 £ 0.022 | 0.726 &+ 0.066 | 0.736 £ 0.061
F1 0.893 + 0.000 | 0.879 4 0.022 | 0.864 & 0.018 | 0.889 £ 0.007 | 0.872 + 0.020 | 0.872 4+ 0.017
AUC 0.936 +0.005 | 0.951 £ 0.016 | 0.934 +0.011 | 0.950 £ 0.007 | 0.944 4+ 0.006 | 0.943 £ 0.011
EER 0.126 +0.006 | 0.105 £ 0.013 | 0.130 +0.013 | 0.116 £ 0.013 | 0.106 = 0.009 | 0.122 £ 0.022

volunteers (i.e., 23 volunteers for PPs, 13 volunteers for NPs)
for the Kaggle SetA.2 (see Table 9 for the scores of the
12 pairs shown in Fig. 11 as examples). We then compared
how well the majority of human volunteers and different
YNNs agreed. The result is shown in Table 10. Interestingly,
there is a high agreement between manual and automatic ver-
ification and a very high agreement between different YNN
architectures for automatic verification. Whenever there was
a disagreement about PPs between the human majority vote
and the YNNs, the YNNs were correct most of the time, while
for NPs, human volunteers were correct most of the time,
as shown in Table 11. For example, the human majority vote
and the YNN, which merged extracted features by concate-
nation, disagreed for 11 out of the 50 PPs. For these 11 PPs,
the human vote was not correct for any PPs, but the YNN
was correct for all 11 PPs. On the contrary, they disagreed
with nine out of the 50 NPs. For these nine NPs, the human
vote was correct for eight NPs, and the YNN was correct for
only one NP.

G. SIDE INDEPENDENT VERIFICATION

In the previously proposed automatic verification system
(e.g., [19], [20], [85]), the same side retinal images were
used to verify a subject. Our experiments in Section V-C
revealed that two different side retinas could also be used
for verifying a subject by an automatic verification system.
Now the first question is, can a single system be used for
both cases, i.e., can we verify a subject using a single system
no matter whether image pairs are from the same side or

VOLUME 9, 2021

two different sides of retinas? The second question is, how
much does the performance reduce if the two images in a
pair are from different sessions (e.g., the images are captured
on different days)? We cannot answer these questions using
the Kaggle data set used in the previous experiments because
this data set has only one left and one right retinal image for
each subject, captured at the same session. To answer these
questions, we instead used the RODREP_SetA data set. This
data set has two sessions per subject, and in each session,
there is a left and a right retinal image. Accordingly, we can
compare

« same-session, left-right verification,

« different-session, left-right verification,
« different-session, left-left verification,

« different-session, right-right verification.

Developing a general model which performs well on
unseen data is a fundamental problem of deep learning like
any other machine learning algorithm. If the unseen data
have a different distribution from the training set, i.e., a
domain shift exists, the problem of generalization becomes
significantly difficult ( [86]-[88]). Different approaches have
been proposed for adapting a deep model trained in the source
domain to the target domain. The necessity of domain adapta-
tion arose while experimenting with the RODREP_SetA data
set. The Kaggle_SetB, which was used for training YNNs
had a domain mismatch with the RODREP_SetA data set.
Seeing the foreground color, we assume that subjects of the
RODREP_SetA data set belong to a single ethnic group.
On the other hand, the Kaggle_SetB data set has subjects from

109645



IEEE Access

S. Biswas et al.: Study of Bilateral Symmetry in Color Fundus Photographs

TABLE 16. Number of pairs (mean + standard deviation) in a specific range of similarity scores. Most of the positive pairs (PPs) were in the range

0.9 — 1.0, while most of the negative pairs (NPs) were in the range 0.0 — 0.1 for all types of images. [Note that, for each type of image, the YNN was
trained independently. Feature extractors of the YNN were untied. Concatenation was used for merging features. Right side retinal images were not
horizontally flipped. CRBVs-based results reported here are taken from [2] only for the comparison purpose.]

Score Kaggl;ﬁ?etA.Z

Range CRBV RGB Gray Red Green Blue

0.0-0.1 0.400 £ 0.490 0.600 £ 0.490 0.200 +£ 0.400 0.000 +£ 0.000 0.200 &£ 0.400 0.400 £ 0.490

0.1-0.2 0.200 £ 0.400 0.000 +£ 0.000 0.400 £ 0.490 0.200 +£ 0.400 0.000 £ 0.000 0.200 &£ 0.400

0.2-0.3 0.200 £ 0.400 0.000 +£ 0.000 0.000 +£ 0.000 0.000 +£ 0.000 0.200 &£ 0.400 0.200 &£ 0.400

0.3-0.4 0.200 £ 0.400 0.000 +£ 0.000 0.000 +£ 0.000 0.000 +£ 0.000 0.200 &£ 0.400 0.000 =+ 0.000

0.4-0.5 0.200 £ 0.400 0.200 + 0.400 0.000 +£ 0.000 0.000 +£ 0.000 0.400 +£ 0.800 0.000 =+ 0.000

0.5-0.6 0.400 £ 0.490 0.000 + 0.000 0.200 +£ 0.400 0.000 +£ 0.000 0.200 +£ 0.400 0.400 £ 0.490

0.6-0.7 0.200 £ 0.400 0.000 +£ 0.000 0.200 + 0.400 0.000 +£ 0.000 0.600 £ 1.200 0.800 =+ 1.600

0.7-0.8 0.600 £ 0.490 0.200 + 0.400 0.000 +£ 0.000 0.400 £ 0.490 0.400 =+ 0.800 2.000 =+ 3.098

0.8-0.9 2.000 + 1.414 0.600 + 0.800 2.600 £+ 4.716 2.200 £ 0.748 1.600 =+ 3.200 2.800 £ 3.763

0.9-1.0 | 45.600 4 1.744 | 48.400 4 0.800 | 46.400 £ 5.200 | 47.200 £ 0.980 | 46.200 + 6.112 | 43.200 + 8.795

Score NPs

Range CRBV RGB Gray Red Green Blue

0.0-0.1 | 36.600 4 1.200 | 37.400 4 2.417 | 35.400 £ 1.625 | 36.800 £ 1.470 | 35.800 + 1.470 | 34.400 &+ 1.497

0.1-0.2 1.600 + 1.356 0.600 + 0.490 1.800 £ 1.939 1.400 £ 0.800 1.400 £ 1.356 0.600 £ 0.800

0.2-0.3 0.600 £ 0.800 0.600 + 0.800 0.400 £ 0.490 1.000 £ 0.632 0.800 £ 0.748 1.200 + 0.980

0.3-0.4 1.000 + 1.095 0.400 + 0.490 1.000 £ 0.894 2.000 £ 0.632 1.000 £ 0.632 0.800 £ 1.166

0.4-0.5 0.600 £ 0.800 0.800 + 0.748 0.200 + 0.400 1.000 £ 0.894 0.600 =+ 0.800 0.800 £ 0.748

0.5-0.6 1.000 + 0.894 0.800 £ 1.166 0.400 +£ 0.800 0.000 +£ 0.000 0.400 £ 0.490 0.600 £ 0.490

0.6-0.7 0.800 £ 0.980 0.800 £ 1.166 0.600 £ 0.800 1.200 £ 0.748 1.400 £ 0.800 0.600 £ 1.200

0.7-0.8 0.600 £ 0.800 1.000 + 0.632 1.400 £ 1.020 1.000 £ 0.632 0.600 £ 0.490 1.600 £ 0.800

0.8-0.9 0.600 £ 0.800 2.200 + 1.600 1.200 £ 1.166 1.600 £ 0.800 1.000 £ 1.095 2.000 &£ 1.095

0.9-1.0 6.600 + 0.800 5.400 + 3.137 7.600 £ 1.020 | 4.000 + 1.265 7.000 £ 2.280 7.400 £ 2.871
Score Kagg}l);_SSetC
Range CRBV RGB Gray Red Green Blue
0.0-0.1 4.000 £ 0.894 9.800 £ 4.167 7.400 £ 4.409 7.000 £ 3.742 7.600 £ 2.653 11.000 4 4.858
0.1-0.2 3.000 £ 2.449 5.800 £ 2.561 3.200 + 2.135 4.400 =+ 3.007 4.800 £ 5.706 6.200 £ 7.467
0.2-0.3 3.200 £ 1.470 3.200 £ 1.720 4.400 £+ 3.441 5.800 £+ 2.315 3.200 £ 2.638 5.400 £+ 4.030
0.3-0.4 3.200 £ 1.470 5.000 £ 2.449 4.400 £+ 5.571 8.200 £ 2.561 4.200 £+ 5.036 9.800 £ 6.013
0.4-0.5 5.000 + 3.688 6.800 £+ 3.919 5.800 £ 4.400 6.400 £ 3.499 8.200 £ 10.477 11.000 + 8.414
0.5-0.6 8.000 £ 4.775 7.200 £ 3.544 8.600 + 9.091 13.000 4 5.477 10.800 =4 13.790 19.000 =+ 14.792
0.6-0.7 10.400 + 3.774 12.600 + 5.571 16.400 + 16.978 20.200 £+ 6.969 21.000 4 26.283 35.200 4 29.158
0.7-0.8 31.400 4 9.708 18.400 4 11.056 32.800 £ 36.251 40.000 4+ 16.697 38.600 4 56.333 84.600 £ 79.636
0.8-0.9 83.400 =+ 34.696 44.000 % 30.906 103.200 £ 115.977 100.200 + 33.187 89.400 £ 139.872 187.000 + 139.529
0.9-1.0 | 1600.400 + 55.413 | 1639.200 £ 55.765 | 1565.800 & 195.921 | 1546.800 + 64.384 | 1564.200 £ 261.504 | 1382.800 + 286.521
Score NPs
Range CRBV RGB Gray Red Green Blue
0.0-0.1 | 1241.600 &£ 34.857 | 1125.200 £ 113.500 | 1073.400 4 95.569 | 1170.800 =4 34.799 | 1106.600 £ 96.257 | 1076.800 £ 56.947
0.1-0.2 41.200 £ 15.549 67.400 £ 12.706 56.200 + 6.306 66.600 £ 5.122 56.400 £ 14.935 65.600 £ 17.783
0.2-0.3 27.800 £ 8.818 44.800 £ 14.372 39.200 + 8.232 48.600 £ 2.871 39.600 £ 9.265 51.400 £ 17.001
0.3-04 21.200 +£ 6.969 37.600 + 8.089 31.400 £ 5.571 36.400 + 8.065 37.200 + 3.544 46.000 4 9.612
0.4-0.5 24.800 £ 7.082 30.800 + 6.493 31.600 + 4.800 31.600 £+ 4.271 31.800 £ 4.750 49.200 4+ 13.182
0.5-0.6 25.800 £ 5.528 33.000 £ 11.009 34.000 + 3.033 33.400 £ 7.761 36.400 £ 9.562 53.000 £ 5.831
0.6-0.7 25.400 £ 5.607 37.000 &+ 5.967 41.200 £ 7.359 40.800 £ 9.704 41.800 £ 8.280 58.200 + 8.158
0.7-0.8 36.400 £ 12.435 40.400 4+ 9.478 54.200 £ 5.036 47.600 4+ 9.972 44.200 £+ 7.756 69.000 £ 10.431
0.8-0.9 51.000 £ 8.222 72.200 £+ 11.652 88.200 + 14.077 65.200 £ 2.561 70.800 £ 10.008 88.800 + 24.095
0.9-1.0 | 256.800 +26.210 | 263.600 £ 103.905 302.600 4+ 96.344 | 211.000 + 16.334 | 287.200 £ 104.505 194.000 £+ 82.712

multiple ethnic groups. However, there are not enough images
in the Kaggle_SetB data set to capture representative features
of the ethnic group of the RODREP_A data set in the YNN.
The possibility of seeing many NPs from the same ethnic
group during training is very low for the YNN trained on the
Kaggle_SetB. Therefore, YNN cannot learn distinguishable
features for the retinas in NPs from the same ethnic group
and cannot make correct decisions. Fine-tuning parameters of
YNN (i.e., retraining YNN trained by using the Kaggle SetB
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data set for few epochs) by the Messidor2 data set was able
to mitigate this problem to some extent. More investigation
needs to be done in the future regarding this issue to improve
the performance of YNN. Note that, since there is no publicly
available metadata about the ethnic group/race for any of
these data sets, we had to depend on the foreground color
to guess about the similarity of the ethnicity among the
subjects, which is sometimes misleading, as we discussed
in Subsection V-A.
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(a) RGB [0.7735079 ] (b) CRBVs [ 0.0036953693 ]

PID: 13874

Attribution Mask PID: 13874 Overlay Attribution Mask

Overlay

(d) RED [ 0.9813483 (e) GREEN [ 0.5479006 ] (f) BLUE [ 0.003996433 ]

FIGURE 22. What a YNN looked at in different types of retinal images for verifying a positive pair. An attribution method based on integrated

gradients [84] was used to highlight the contribution of important parts of the pair in the similarity score. Notice that the YNNs focused on different areas
of the pair in different types of retinal images. [Note that, for each image type, a YNN was trained independently. Feature extractors of each YNN were
untied. Concatenation was used for merging features. Right side retinal images were not horizontally flipped. Each subtitle indicates Image_Type [
Similarity_Score]. CRBVs-based results reported here were taken from [2] only for comparison purposes. Source of image: Kaggle_SetA.]

We used the YNN trained by using left-left, left-right, and o domain adaptation degraded performance of YNN for
right-right pairs of color fundus photographs. From the results the Kaggle_SetA.

given in Table 12, our observations are that: « one single YNN is almost equally good for handling

o domain adaptation by fine-tuning parameters helped pairs from the same side, both sides, and different ses-

to mitigate the gap between the domain of the sions. That means it is clear that a single retina-based

RODREP_SetA data set and the Kaggle_SetB data set system can be used for side-independent verification.

and improved the performance of YNN. However, verification accuracy (81%-90%) is not good
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enough for practical use. More investigation is necessary
regarding this issue.
As far as we know, side-independent verification has not been
studied in the retina-based biometric field before. Therefore,
our findings will advance retina-based biometric systems in
the future.

H. VARIETIES OF YNN

To figure out the appropriateness of the YNN architecture,
we explored three varieties of YNN: Modell, Model2, and
Model3. As shown in Table 13, these varieties did not perform
better than the YNN. Our other observations are:

o Modell performed slightly worse than the YNN. How-
ever, it had 54.74% and 68.16% less trainable parame-
ters for untied and tied cases, respectively, comparing
to the YNN (see Table 14). In our current hardware
support, we did not achieve a noticeable advantage
by reducing parameters. However, reducing trainable
parameters of the YNN would reduce training time if
we had less powerful hardware support. It indicates that
there could be other design of the YNN which could
perform better and faster than the current design of the
YNN. However, we will have numerous design choices
if we alter the number of convolution, pooling, and fully
connected layers, change the ordering of layers or the
hyper-parameters for each type of layer (e.g., the kernel
size, stride, and the number of kernels for a convolution
layer). Therefore, a manual search for a suitable archi-
tecture of the YNN is infeasible. An automatic algorithm
such as MetaQNN [89] can be beneficial for finding
an appropriate YNN architecture. We kept this issue as
future work.

e Model2, i.e., cosine distance model, performed worse
than the other models. However, they still performed
better than random guesses.

o Transfer learning by the pre-trained VGG16 model was
not very beneficial.

I. SYMMMETRY IN DIFFERENT COLOR CHANNELS

Since foreground color played an important role for both
human volunteers and YNNs, we checked YNN’s perfor-
mance separately in each type of images (i.e., RGB colored
image, grayscale image, red channel, green channel, and blue
channel image) to figure out which type of image played the
most important part. As shown in Table 15, YNN’s accuracy
is slightly better in the red channel than all other channels,
even than RGB colored images for both Kaggle_SetA.2 and
Kaggle_SetC.

As shown in Table 16, with few exceptions, we saw a simi-
lar pattern in the similarity scores for all kinds of images. For
all models, most of the similarity/symmetry scores of positive
pairs (PPs) are in the range 0.9 — 1.0, whereas most of the
scores of negative pairs (NPs) are in the range 0.0 —0.1. This
trend reveals that all YNNs were quite confident about their
decisions. They were able to draw a clear, distinguishable line
between the PPs and NPs. Using an integrated gradient-based
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attribution approach, we investigated which area of the retina
played important parts. As shown in Fig. 22, different YNNs
focused on different areas of a pair.

VI. CONCLUSION

The target of our study was to confirm within-subject bilat-
eral symmetry in color fundus photographs. To this end,
we investigated if it is possible to decide whether a pair
of left and right retinas belong to a single subject or two
different subjects. Twenty-three human volunteers partici-
pated in a manual verification experiment. We designed a
deep neural network for automatic verification. We named
it YNN. Both humans and the YNN could verify subjects
based on two side retinas. For human volunteers, the accuracy
of the verification task was typically in the range 65%-89%,
whereas for 16 varieties of YNN, the accuracy was in the
range 74%-90%. In both cases, the accuracy was well above
the result of random guesses. Therefore, we concluded that
there is a high degree of bilateral symmetry in color fundus
photographs of a subject (e.g., patient). We also found that:

o both human volunteers and YNNs found symmetry in
foreground color, central retinal blood vessels (CRBVs),
area of the optic disc, and choroidal blood vessels,

« randomness, caused by the parameter initialization and
dropout layer, created a noticeable fluctuation in the
performance of the YNN,

« there was a high agreement between human volunteers
and YNNSs and between different YNNs, which reveals
the fact that the majority of retina pairs possess strong
bilateral symmetry,

o poor quality images made both human volunteers and
YNNs confused; therefore, false verification occurred.

o by minimizing domain mismatch between the train-
ing set and target set, we can improve the YNN’s
performance,

« one single YNN can verify pairs from the same side
and two different sides. It had slightly better accu-
racy for the same-side and same-session verification
than the different-side and different session verification,
respectively,

o YNN’s accuracy was slightly better for the red channel
than all other channels, even than RGB images, and

o the RGB based system was better than CRBV based
system for the calibration insensitive metrics.

Even though our investigation found much exciting infor-
mation about the bilateral symmetry in color fundus pho-
tographs, this topic needs to be investigated from many
other directions so that we can develop a side-independent
retina-based biometric system for practical use. For that,
we need to prepare a big data set with good quality color
fundus photographs captured at multiple sessions from both
sides retinas of many subjects belonging to different ethnic
groups. We also need a better approach to detect poor quality
retinal images, tackle the domain mismatch issue, and decide
the YNN’s architecture.
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