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ABSTRACT Veterinarians use X-rays for almost all examinations of clinical fractures to determine the
appropriate treatment. Before treatment, vets need to know the date of the injury, type of the broken bone,
and age of the dog. Thematurity of the dog and the time of the fracture affects the approach to the fracture site,
the surgical procedure and needed materials. This comprehensive study has three main goals: determining
the maturity of the dogs (Task 1), dating fractures (Task 2), and finally, detecting fractures of the long bones
in dogs (Task 3). Themost popular deep neural networks are used: AlexNet, ResNet-50 and GoogLeNet. One
of the most popular machine learning algorithms, support vector machines (SVM), is used for comparison.
The performance of all sub-studies is evaluated using accuracy and F1 score. Each task has been successful
with different network architecture. ResNet-50, AlexNet and GoogLeNet are the most successful algorithms
for the three tasks, with F1 scores of 0.75, 0.80 and 0.88, respectively. Data augmentation is performed to
make models more robust, and the F1 scores of the three tasks were 0.80, 0.81, and 0.89 using ResNet-50,
which is the most successful model. This preliminary work can be developed into support tools for practicing
veterinarians that will make a difference in the treatment of dogs with fractured bones. Considering the lack
of work in this interdisciplinary field, this paper may lead to future studies.

INDEX TERMS Bone age, bone fractures, classification, convolutional neural networks, deep learning.

I. INTRODUCTION
In recent years, many fields of study, particularly
biomedicine, have been positively affected by the phe-
nomenon of deep learning [1]. Recent studies have examined
disease and fracture detection, organ and tissue segmentation,
and many more applications using magnetic resonance (MR)
and tomography images with high success rates thanks to
deep learning algorithms [2], [3].

However, these successful applications are valid for human
medicine. Veterinary medicine is as important to the world
economy as human medicine, and unfortunately, does not
benefit from the blessings of engineering [4]. The importance
of veterinary medicine can be emphasized with this common
expression: ‘‘If human medicine is for people, veterinary
medicine is for humanity.’’

The associate editor coordinating the review of this manuscript and

approving it for publication was Carmelo Militello .

Like human medicine, veterinary medicine specializes in
different fields, such as orthopedics, cardiology, urology, and
virology. These fields required specialized education [5]. This
study is aimed to help general practice veterinarians who do
not have additional training in orthopedics or surgery.

A few interdisciplinary studies integrate engineering and
veterinary medicine. A study on pigs can be given as an
example of animal image processing [6]. The aim is to
develop a fully automated pig skeleton segmentation method
from computed tomography (CT) scanning. Applying a con-
volutional neural network (CNN), the researchers achieved
95% success and claimed that using deep learning meth-
ods increased robustness and reduced the need for manual
control. According to the paper, the outcome of the
image segmentation process can be used to improve pig
breeding [6].

In another paper, McEvoy et al. aimed to classify images
from canine pelvic radiographs using two machine learning
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methods: partial least square discriminant analysis and artifi-
cial neural network (ANN). They used 256 images of 60 dogs
(200 images for training and 56 images for the test set). The
successes of these two methods are promising, and the results
can be integrated into the veterinary field [7].

To show the potential of deep learning techniques in
medicine, Vinicki et al. tried to predict the number of retic-
ulocytes in microscope images of cat blood smears using a
single-shot detector (SSD) and CNN architectures. They used
800 images and achieved 98.7% success [8].

Another work by Banzoto et al. aimed to predict whether
a lesion is a meningioma or glioma on canine MR images
using CNN. According to their work, classification accuracy
is 94% [9].

Xiaoping Huang et al. also reviewed a detection model
using faster R-CNN (region-based CNN) on cow tails.
The study is useful for determining the body condition
score (BCS) of cows because BCS is a parameter that states
the muscle capacity of any cow [10].

Another paper reviewed CAD systems for breast cancer
diagnosis. The authors claimed that there had been no pub-
lished article about PET/MR for breast cancer diagnosis using
machine learning methods yet [11].

Arsomngern et al. investigated a lung lesion problem in
pets using 2862 thoracic X-ray images taken from both dogs
and cats. The results showed that CNN accurately identified
the lesion in 79.6% of the cases [12].

The primary research purpose of our data set was clas-
sification of the types of long bones in dogs. To do that,
1819 images were divided into four classes according to
the type of long bones: femur, humerus, radius-ulna and
tibia. Using AlexNet, a classification accuracy of 0.82 was
achieved. The result of that study was promising for future
work [13].

Much has been written about deep learning applications,
mostly for human medicine [14]–[16]. Our study is quite dif-
ferent and significant for the field. Because few similar stud-
ies have investigated animal healthwith engineering solutions
in detail, outcomes from this study can be used as an assistant
to veterinarians. Veterinarians will be prepared before the
surgery and will be able to decide how the surgery will
be performed. Additionally, several misinterpretations made
in some special cases can be prevented by this guide. Our
work is comprehensive in terms of the number of patients,
radiograph images, and the perspective on the problems of
animals.

The study is divided into three parts. The first task aims
to determine the maturity of the dog by looking at the X-ray
images. This is a challenging problem because all the dogs
in the shelter are stray animals whose exact age cannot be
known.

Veterinarians can predict the maturity of an animal using
radiographs. In most mammals, including dogs, the growth
plates (epiphyseal plates) at the bone edges close after sexual
maturity, and then bone growth stops [17]. Figures 1 and 2
compare young and adult dog radiographs and growth plates.

FIGURE 1. Canine radiographs according to their age [18]. From the left;
a) 2-week-old puppy, b) 7-week-old puppy, and c) 1-year-old adult dog.

FIGURE 2. The puppy and adult dog growth plates [19]. From the left;
a) puppy (growth plate is still open), b) adult (growth plate is closed).

The growth plate in the puppy is still open and more obvious
than the adult dog.

Many studies based on the human system are related to pre-
dicting bone age [20]–[24]. Conversely, for animals, no sim-
ilar research using deep learning methods exists to the best
of our knowledge. This uninvestigated issue can be important
due to the surgical procedure. For instance, anesthesia dosage
is adjusted by considering the age and weight of the animal.
Incorrect doses may cause serious problems [25].

The second task of this study is to determine when a
fracture occurred. This information is important because it
indicates how difficult surgery to repair the fracture will be.
In addition, within limited resources, surgical priority can be
determined among stray dogs, many of which suffer from
similar orthopedic problems. Old fractures that have already
begun to heal in the wrong position, called malunion, are
more difficult to treat [26].

This area has not been explored in academic studies.
Generally, humans know when they were injured. However,
in most cases involving stray animals, veterinarians do not
know when the fracture occurred. Therefore, this area of
research can be useful.

Some papers state that callus formation begins 5–10 days
after the fracture [27]. This study used a threshold time of
1 week. The fracture was categorized as new if it had occurred
within 1 week, or old otherwise. Figure 3 demonstrates the
bones’ healing process in detail.

X-ray images that distinguish callus formation can be seen
in Figure 4. As the healing of the fracture continues, the callus
formation becomes larger and larger [28], [29].
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FIGURE 3. Healing process of a bone [27].

FIGURE 4. Healing process of a bone from X-ray images [28]. A) Newly
formed fracture, B) Initial phase of tissue healing, C) Larger callus
formation.

The final task of our study is detecting fractures. Detection
of bone fractures is one of the most studied subjects in ortho-
pedics medicine [30]–[38]. Many of these research studies
apply transfer learning as a reasonable way to detect fractures.
It leads us to apply the same methods for animals.

One study with a wide perspective on bone fractures
was done by Abbas et al. Their goal is to detect fractures
and recognize the fracture category. Despite using a small,
human-based data set, the overall accuracy of their proposed
method is 97% [39].

One of the latest studies on cats and dogs was done by
Zhou et al. They presented an intelligent image interpretation
system. The system can classify between X-ray images with
and without lesions first. Then the system can localize the
lesions if the images are classified as with lesions. They used
the human musculoskeletal radiograph (MURA) data set and
500 X-ray images from 141 animals (123 dogs, 18 cats).
They proposed two different ways for training process. The
overall accuracies of their proposed methods are 76.6% and
77.4% [40].

The contributions of our study can be summarized as
follows:

1. Creation of a comprehensive data set. Each X-ray image
in the data set has been carefully labeled by a specialist

orthopedist veterinarian. The data set is available online
for other researchers. Therefore, the study can be an asset,
opening the door to novel research.

2. The groundwork has been completed for the develop-
ment of supporting tools for practicing veterinarians. The
health problems of animals have not received as much atten-
tion as human health problems. This work begins to close the
gap.

3. The effect of the data augmentation technique on canine
X-ray images is investigated. To the best knowledge of the
authors, previous studies have not examined this category of
images.

II. MATERIAL AND METHODS
A. DATA SET
The success of any deep learning algorithm depends on many
parameters, and the key factor of the success is data. The
quality, number and variety of data have crucial importance
for accuracy. The X-ray images in the data set were obtained
frommany dogs belong to AnkaraMetropolitanMunicipality
Stray Animals Temporary Nursing Home. The labeling pro-
cess was carried out by a specialist orthopedist veterinarian.

The X-ray images were taken by a Fujifilm CR-IR-392 and
visualized by the FVS-100 interface program. During the
visualization process, they were turned into ∗.png extension
images. In this way, 3212 images were examined, and 1120
images were eliminated because of noise. Figure 5 shows
examples of X-ray images of long bones in the data set.

FIGURE 5. Examples of long bones in the data set. From the left; a) femur,
b) humerus, c) radius-ulna, and d) tibia.

For better visualization, the bones in dogs are given
in Figure 6, and the names of the long bones are shown in
a rectangle. Although the fibula is a long bone, it was not
included in this study because the fibula does not have any
effective role in carrying body weight [41].

B. DATA AUGMENTATION
Data augmentation was performed to ensure the robustness
of the models. Many data augmentation methods exist in
the literature; one of the most basic methods, changing the
brightness of the image, is preferred because of its ease of
application [42]. The gamma value is taken as its default
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value of 1, and the range of values in the output images is
reversed. The number of images allocated for different tasks
was doubled with this augmentation method.

FIGURE 6. Main bones of a canine (dog) [43].

C. METHODS
CNN architectures were used in this study because of their
success in image processing [44]. A convolutional neural
network consists of five fundamental layers: An input layer,
convolution layers, pooling layers, a fully connected layer,
and an output layer [45]. The purpose of the convolution
layer is to extract features from the input image by per-
forming a dot product between image and filter matrices.
After the convolution layer, the pooling layer is generally
used to reduce the dimensions of the featured matrix. Finally,
the output from the network matrix is flattened and ready for
the classification process in the fully connected layer.

In all sub-studies in this paper, training and test sets were
randomly selected as 80% and 20% of the large data set,
respectively. The dimensions of all input images are 200 ×
200 × 3 pixels. By applying the raw data to the CNN model,
the features in the image were obtained and then classi-
fied with multi-class support vector machines (SVM) [46].
AlexNet, GoogLeNet and ResNet-50 architectures were used
as transfer learning methods [47]–[49]. SVM was used for
feature extraction and classification without any deep net-
work because SVM has been proven its success with high
dimensional data sets [50]. In the SVM algorithm, feature
point locations were selected using the grid method with
an 8 × 8 grid step. The number of image feature points
was reduced for each task by keeping 80 percent of the
strongest features from each category. After extracting fea-
tures, the SVM classifier was trained on the training set and
finally evaluated the performance of the classifier using the
test set.

The performance of all sub-studies was evaluated using
confusion matrices. The main performance metrics of the
studies are accuracy and F1 score.

The confusion matrix represents the performance of a clas-
sifier. Several metrics are commonly used from confusion
matrices to show the accuracy of the classifier. In this work,

the accuracies of all models are calculated using (1).

Accuracy = (TP+ TN)/(TP+ TN+ FN+ FP) (1)

where the true negative (TN) parameter shows the number
of negative examples classified accurately. Similarly, true
positive (TP) indicates the number of positive examples clas-
sified accurately. False positive (FP) means the number of
actual negative examples classified as positive; false nega-
tive (FN) is the number of actual positive examples classified
as negative.

Accuracy is not the only metric for measuring the perfor-
mance of the model. Other useful metrics for representing
performance include sensitivity and precision. Precision is
a metric in cases where FP is a greater concern than FN.
Sensitivity is a useful metric in cases where FN is a greater
concern than FP. It is not possible to say whether precision or
sensitivity is more important. A combined metric, named the
F1 score, can be calculated using (2).

F1 score = 2/((1/sensitivity)+ (1/precision)) (2)

III. DISCUSSION AND EXPERIMENTAL RESULTS
A total of 1000 X-ray images were used for the first task. Half
of these X-ray images belong to puppies, and the rest of them
belong to adult dogs. The threshold between the two groups
is 1 year. A specialist orthopedist veterinarian categorized
the radiographs into the age groups without examining the
dogs, so some inaccuracies are likely. Breed, sex, and other
parameters were not considered for all sub-studies in this
paper. All 1000 images featured long bones.

A total of 410 X-ray images were used for the second
task of dating the fractures. Of these images, 304 are new
fractures, and 106 are old, which means that an observable
healing process has started. The threshold time for this task
is 1 week. As with Task 1, a veterinary orthopedist examined
and labeled the images.

Finally, a total of 2027 X-ray images were used for Task 3,
including 481 images randomly selected from 1548 intact and
479 broken bones. After applying all the algorithms, classifi-
cation accuracies for all the tasks are tabulated in Tables 1, 2
and 3.

Table 1 shows that ResNet-50 is the best choice, followed
by GoogLeNet. Increasing the depth of the network appears
to positively affect classification accuracy because ResNet-
50, GoogLeNet and AlexNet consist of 50, 22 and 8 layers,

TABLE 1. Classification results for task 1: determining a dog’s maturity.
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TABLE 2. Classification results for task 2: dating the fractures.

TABLE 3. Classification results for task 3: fracture detection.

TABLE 4. Classification results for task 1 with an augmented data set:
determining a dog’s maturity.

respectively. This finding makes sense because the maturity
of the animals is indicated by small details on the edge of the
bone.

As the CNN architecture goes deeper, it reveals advanced
features in images [51]. In this study, solutions are suggested
for different recognition problems, and there is no best clas-
sification method for all the tasks. For instance, when we
look at the second task, the depth of the network is inversely
proportional to the accuracy. The AlexNet is the shallowest
network among the ones studied.

Data augmentation is used to make the data set more
robust. The number of images for each task was doubled.
Afterward, the same procedures were performed on the aug-
mented data set, and Tables 4, 5 and 6 were created. To better
examine the classification performances, the confusionmatri-
ces are given in Table 7 and 8.

Table 7 shows that the old fractures can be detected better
than new fractures due to the distinctive characteristic of the
callus information around the fracture site. GoogLeNet has
an 88.54% classification success in detecting fractures.

Transfer learning is indispensable when training large data
sets like images in less time and achieve higher success. The

TABLE 5. Classification results for task 2 with an augmented data set:
dating fractures.

TABLE 6. Classification results for task 3 with an augmented data set:
fracture detection.

SVM algorithm has not performed as well as the deep neural
networks despite its success in other studies [52].

Without any image enhancement processes, the F1 scores
of all the studies are promising. All F1 scores are above 0.66,
and the highest score was obtained in Task 3. It is obvious
that an X-ray of a broken bone has stronger distinguishing
features than an X-ray of an adolescent-dog bone; thus, it is
easier to classify.

False negatives have a higher concern than false positives
in medical cases. Consequences can be more severe if actual
positive cases are missed. Hence, sensitivity is the more
important metric. Although the accuracy of SVM is low,
the sensitivity rates are good. For this reason, SVM deserves
consideration in future works.

Another investigation of the study is the effect of data
augmentation on classification accuracy. In most cases, accu-
racies are better after the augmentation process. However,
one point is notable: the decreasing effect on the accuracy
of the SVM algorithm. It appears that SVM failed while
working with a larger data set. Previous investigations have
noted this phenomenon [53]. They claimed that the SVM
algorithm performs better with higher quality samples than
with a higher quantity of samples. Our study results confirm
this claim.

Compared to the transfer learning method, even the train-
ing process with the normal data set takes a long time; the
training process with the augmented data set takesmuchmore
time. Therefore, SVM is not recommended for the augmented
data set. Further, after the augmentation process, the model
constructed using ResNet-50 outperformed the other mod-
els for all tasks. The data augmentation process positively
improved the learning capability of this model.
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TABLE 7. Confusion matrices for all tasks.

TABLE 8. Confusion matrices for all tasks with an augmented data set.

The study has several limitations. First, all X-ray images
were obtained from stray dogs, and there is no way to know
the exact age of the animals. Similarly, the facts of the
fractures are unknown. Dating the injury is a challenging
problem for data set labeling. Although the data set has been
examined by a specialist orthopedic veterinarian, some errors
are possible. Secondly, the exact number of dogs in the data

set is unknown. The associate veterinarian believes images
from more than 1200 different dogs are included in the data
set. Finally, the results are obtained from images without
any enhancement process. Additionally, the parameters of
the networks were determined by the trial-and-error method.
Therefore, the accuracies of the networks do not reflect the
highest achievable values.
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The accuracy of future work can be increased by tuning
network parameters or realizing the image enhancement pro-
cess. Different augmentation methods can be tried on the data
set and considered separately for each task.

IV. CONCLUSION
Whereas there are many successful deep learning applica-
tions for human medicine, veterinary medicine has not been
studied much in this regard. Thus, the goal is to contribute
engineering solutions to veterinary medicine. This paper
investigated three topics to achieve this goal: determining a
dog’s maturity, dating long bone fractures, and long bone
fracture detection.

CNN architectures were used in all tasks: AlexNet,
ResNet-50 and GoogLeNet. SVM was used for comparison.
The three deep learningmethods are not very different, except
for AlexNet in Task 2. ResNet-50, AlexNet, and GoogLeNet
stand out for classification success in three tasks, respectively.
The percentages can increase even more after an optimization
process.

The effect of data augmentation is also investigated in this
study. After doubling the data set, the F1 scores of most deep
learning algorithms were increased. In contrast, the accuracy
of SVM was negatively affected after the augmentation pro-
cess. The SVM algorithm performs better with better quality
samples than with a high quantity of samples.

The results obtained in the study are similar to results from
studies conducted with human-based data sets. This is an
indication that the transfer learning method is suitable for
this study. It saves time during the training phase. The results
showed that this research topic could be handled like most
research on human-based data sets.

In short, we believe that this comprehensive work will
contribute to the field. Considering the lack of studies in this
interdisciplinary field, this paper could lead to future studies.
Our next objective is to classify the type of long bone fracture
in dogs, which is another area ready for enlightenment.
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