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ABSTRACT This paper proposes an inexact Baugh-Wooley Wallace tree multiplier with novel architecture
for inexact 4:2 compressor optimised for realisation using reversible logic. The proposed inexact 4:2
compressor has±1 Error Distance (ED) and 12.5% Error Rate (ER). The efficacy of the proposed reversible
logic based realisation of the proposed inexact 4:2 compressor and Baugh-Wooley Wallace tree multiplier is
measured in scales of Gate Count (GC), Quantum Cost (QC), Garbage Output (GO) and Ancilla Input (AI).
The proposed inexact 4:2 compressor is able to reduce reversible logic realisation metrics GC, QC, GO and
AI by 50%, 15%, 25% and 11.11% as compared to reversible logic realisation of exact 4:2 compressor.
An 8 × 8 Baugh-Wooley Wallace tree multiplier is implemented in this paper. The accuracy metrics
MED and MRED are measured for the proposed multiplier and is found to be the least among existing
inexact compressor based multiplier designs. MED and MRED of the proposed multiplier is 59.16 and
0.0109 respectively. The proposed multiplier is utilised in two applications 1) image processing - one level
decomposition using rationalised db6 wavelet filter bank and image smoothing and 2) Convolutional Neural
Networks (CNN). The efficacy of the proposed multiplier in image processing applications is estimated
by measuring Structural Similarity Index Measure (SSIM) which is found to be 0.96 and 0.84 for image
decomposition and smoothing respectively. In CNN based application, the efficiency is measured in scales
of accuracy and is found to be 97.1%.

INDEX TERMS Inexact Wallace tree multipliers, Baugh-Wooley algorithm, inexact 4:2 compressor,
reversible logic, image processing, wavelet transform, convolutional neural networks.

I. INTRODUCTION
Majority of the signal processing applications have convolu-
tional units as its computationally intensive and performance
determining operational units. Adders and multipliers are
mainly used in convolutional units among which multipliers
significantly contributes to the area, delay and power. High
speed multipliers that are optimised for area and power are
in great demand in real life applications involving computa-
tional units which are used in convolutional neural networks,
multimedia, etc. Multiplication operation can be broadly
divided into three stages 1) generation of partial products
using an array of AND gates 2) partial product accumulation
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and 3) final partial product addition. Partial product accu-
mulation stage contributes to the overall delay and hence
research has been carried out to optimise this stage to generate
the final two terms for stage three using parallel and high
speed accumulation algorithms. Algorithms introduced by
Dadda [1] and Wallace [2] have significantly contributed
in achieving delay-optimised architectures in accumulation
stage. Delay in accumulation phase is further reduced by
using compressors instead of full adders and half adders.
The most commonly used compressor topology is the 4:2
compressor as it can realise regularly structured architectures
compared to other topology like 5 : 3, 7 : 2, etc [3].
In the recent times, multipliers are explored in the light of
approximation as they find huge demand in realising area
and power optimised design for error tolerant applications
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like multimedia processing, neural network, signal process-
ing, etc. Recently, such optimisations in CMOS [4]- [9],
FPGA [10], pass transistor [11] and FinFET [12] based mul-
tiplier realisations are being researched.

Akbari et al. [4] have proposed four 4:2 compressors that
are configurable between exact and approximate modes.
The switching logic between exact and approximate modes
incur extra hardware, which creates an overhead in terms of
area, even though approximation is introduced. An XOR-less
architecture was proposed by Esposito et al. [5] with 56.25%
ER. However, high ER makes it inefficient in image pro-
cessing applications. Reddy et al. [6] and Edavoor et al. [7]
proposed compressors based on multiplexers. These designs
are more appropriate for conventional gate level implemen-
tation. Gorantla and Deepa [8] have proposed 4:2 compres-
sors with optimised delay, but the area/gate count is high.
Strollo et al. [9] have proposed a 4:2 compressor design by
changing the method of stacking circuits. Above mentioned
designs are optimised for CMOSbased applications. 4:2 com-
pressors optimised for FPGA based architecture is presented
in [10]. A compact 4:2 compressor for FPGAs with low accu-
racy losses and higher electrical performance is proposed by
Toan and Lee [10]. Chang et al. [11] have proposed approx-
imate 4:2 compressor optimised for pass transistor based
implementation. FinFET based implementation for approx-
imate 4:2 compressor was proposed by Zakian and Asli [12].

All the above mentioned architectures are restricted by the
physical limitations set by Moore’s law [13]. In irreversible
computations, for every bit lost, there is KTln2 joules of
energy loss. This dissipation was insignificant in higher tech-
nologies [14]. As scaling of devices are happening at a rapid
rate, the KTln2 joules of energy per bit is becoming crucial
and methods are being researched to address this power loss.
Hence, newer technologies need to be explored to reduce the
power dissipation. Reversible approach in designing circuits
and systems is an emerging area of research to address this
issue. In 1973, Bennett’s comparative study on conventional
irreversible and reversible systems showed that if a reversible
model is designed for a circuit/system, the power dissipation
is reduced to zero or to negligible amounts [15].

Realisation of circuits and systems using reversible logic
gates is an emerging area of research. The efficacy of
circuit realisations using reversible logic is measured in
scales of one or a combination of reversible logic realisation
parameters - QC, GC, GO and AI [16]–[27].

Chattopadhyay and Baksi [16] proposed two low quantum
cost circuit construction for symmetric Boolean functions.
The authors have demonstrated the implementation of adder
circuits and has measured and compared the efficacy of
the proposed adder by projecting GO, GC, and QC. The
first construction has reduced GO and the second construc-
tion has reduced GC. Norwin et al. [17] have proposed a
reversible logic based bidirectional barrel shifter for input
widths that are integer powers of 2. The proposed n-bit
barrel shifter has logn select lines with a maximum shift of
(n − 1) bits. The comparative analysis shows that the

proposed 8-bit barrel shifter is able to reduce GC by 19.44%,
GO by 36.84% and QC by 12.93% as compared to [18]
that has the least reversible logic realisation parameters in
the literature. Khan and Rice [19] introduced a Min-Max
algebra based synthesis technique to realise reversible circuits
for ternary logic functions. This circuit mapping is achieved
using ternary multiple-controlled unary gates. The proposed
technique outperforms existing Ternary Galois Field Sum
Of Products (TGFSOP) based technique in scales of AI
and QC. Khan [20] proposed a method to realise reversible
logic based synchronous sequential circuit with the output
functions and state transitions represented using pseudo-Reed
Muller expressions. Synchronous sequential circuits such as
registers and counters are implemented and is able to achieve
an average of 23.78% and 66.63% reduction in QC and
GO compared to the existing replacement technique [21].
Molahosseini et al. [22] have proposed a technique to lever-
age the parallelism in residue number systems to improve
the efficacy of reversible circuit realisations. A parallel-prefix
modulo-(2n−1) adder proposed is able to reduce the overhead
of QC by 19.81% as compared to regular Brent-Kung adder.
Gaur et al. [23] proposed an approach to realise a testable
design for an arbitrary circuit by generating modified testable
cells from parity preserving logic gates. The efficiency of the
circuit is projected in terms of QC, GO and AI. The proposed
approach reduces GO as compared to previous work in the
testable reversible circuit design. Gaur et al. [24] proposed
a reversible logic based realisation for Arithmetic Logic
Unit (ALU) that can be scaled for N-bits using novel parity-
preserving structure. The proposed circuit attains single-bit
fault coverage by using two-fold gate placement method and
Fredkin gates. The efficacy is projected in terms of GC, QC,
GO and AI. This approach achieves an improvement of 61%,
74%, 27% and 14% in GC, QC, GO and AI for a 4-bit ALU
design. Datta et al. [25] proposed an optimisation technique
using multiple-control Toffoli gate netlist. This approach
has repeated application of replacement and pair-wise gate
merging rules. The proposed technique is tested on reversible
benchmark circuits [28] and was able to obtain improvement
of 64.9% for QC and 73.8% for GC. Raveendran et al. [26]
have proposed reversible logic circuit realisation for image
kernels for processing/enhancing images. The implementa-
tion efficiency of the circuit is measured in terms of QC,GO,
AI and GC. Further, the quality of the processed images are
measured in terms of SSIM. Raveendran et al. [27] have pro-
posed reversible logic based design for Haar Wavelet Trans-
form (HWT) and lifting for HWT. The authors have proposed
approximate full adder architectures that are optimised for
reversible logic with 25% ER and ±2 ED. The efficiency of
the reversible circuits presented are projected in scales of QC,
GC, GO and AI and these parameters of the proposed designs
are found to be lesser than the existing approximate adder
designs. The efficiency of image processing is measured in
terms of SSIM and Peak Signal to Noise Ratio (PSNR).

To address the need to realise low power computational
units for error resilient applications, this paper proposes an
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inexact Baugh-Wooley Wallace tree multiplier. This paper
achieve approximation in the multiplier architecture by intro-
ducing a novel architecture for inexact 4:2 compressor which
is compatible for implementation using reversible logic
by optimising reversible logic realisation parameters GC,
QC, GO and AI. The proposed inexact compressor based
Baugh-Wooley Wallace tree multiplier is verified for effi-
ciency in image processing and CNN based applications.
One level decomposition using rationalised db6 wavelet filter
bank and image smoothing applications are performed for the
experimental analysis and the efficiency is measured in terms
of SSIM. In CNN based application, accuracy of the model is
measured to evaluate the efficacy.

The paper is organised as follows. Section II briefs about
Baugh-Wooley Wallace tree multipliers along with the basic
computational units used for carrying out multiplication oper-
ation. Section III introduces the need for compressor and the
proposed compressor design. Section IV discusses reversible
logic implementation in detail and the design of basic com-
putational units including the proposed reversible compressor
using reversible logic gates. Experimental results are pre-
sented in V followed by concluding remarks in VI.

II. BAUGH-WOOLEY WALLACE TREE MULTIPLIER
A. BAUGH-WOOLEY ALGORITHM FOR MULTIPLICATION
The Baugh-Wooley algorithm is a partial product generation
algorithm that operates on 2’s complement operands to per-
form multiplication of signed and unsigned numbers.

Consider two N-bit numbers P and Q in 2’s complement
integer representation as given in Eq. 1 and Eq. 2.

P = −pN−12N−1 +
N−1∑
x=0

px2x (1)

Q = −qN−12N−1 +
N−1∑
y=0

qy2y (2)

The product defined by Baugh-Wooley algorithm [29],
[30] [31] can be represented as

P× Q = pN−1qN−122N−2 +
N−2∑
x=0

N−2∑
y=0

pxqy2x+y

+2N−1
(
− 2N−1 +

N−2∑
y=0

pN−1qy2y + 1
)

+2N−1
(
− 2N−1 +

N−2∑
x=0

qN−1px2x + 1
)

(3)

Constant ‘1’ is added at the 2N-1th and Nth columns.
MSB of the first N-1 partial product rows are inverted. All
the elements in the Nth row except the MSB is inverted.
These defines the final partial product array in BaughWooley
algorithm which is then reduced using any partial product
reduction techniques.

FIGURE 1. Multiplication operation using Baugh Wooley Wallace tree
multiplier.

B. WALLACE ADDER TREE REDUCTION TECHNIQUE
Various adder-tree reduction techniques are presented in lit-
erature (Dadda [1], Wallace [2], Braun [32]) to increase the
speed of operation during partial product accumulation. Wal-
lace tree adder reduction technique was introduced by Chris
Wallace in 1964 for fast multiplication [2]. The partial prod-
uct array is rearranged in a tree like structure. In the imple-
mentation of conventional Wallace tree multiplier, a series
of full adders are used to generate the final carry and sum
in a column with multiple partial product bits. However,
this method has varying number of bits to be added in each
column, which demands a complex circuit for accumulation.
Use of compressors can reduce the complexity in this phase.
Various topology (3 : 2, 4:2, 5 : 2, 7 : 3) have been proposed
in the past and 4:2 compressors have gained popularity in
multiplier design due to the regularity that it can achieve in the
accumulation phase [3]. In this work, Wallace tree reduction
technique is used for accumulation. The partial product bits
in each columns are grouped in groups of four, three or two.
Compressors are used for groups of four bits. Full adders are
for groups of three bits and half adders for groups of two bits.

C. BAUGH-WOOLEY WALLACE TREE MULTIPLIER
In this work, Baugh-Wooley algorithm is used to generate
partial products and Wallace tree adder tree reduction tech-
nique is used in accumulation stage. To improve the speed of
operation, 4:2 compressors are used instead of full adders in
some columns. To reduce gate count, inexact compressors are
utilised in lower significant columns in partial product array.
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FIGURE 2. Exact 4:2 compressor.

FIGURE 3. Proposed inexact 4:2 compressor using conventional logic
gates.

The complete architecture for Baugh Wooley Wallace tree
multiplier implemented in this paper is presented in Figure 1.
In this architecture, eight exact 4:2 compressors, eight inexact
4:2 compressors, five full adders and twenty three half adders
are used.

To avoid the delay introduced due to carry propagation
during addition operation, the Sum and Carry bits of all the
units are passed onto the next stage for further addition. The
Sum is passed onto the columnwith same bit weight and carry
is passed onto next higher significant column. This approach
is followed until the final stage where the partial product bits
are reduced to two rows. In the final stage, a carry propagate
addition operation is carried to obtain the final product.

III. EXACT AND PROPOSED INEXACT 4:2 COMPRESSORS
A. EXACT 4:2 COMPRESSOR
4:2 compressors are used in high performance parallel mul-
tipliers to reduce the delay in partial product accumulation
stage. Figure 2 shows an exact 4:2 compressor. An exact 4:2
compressor has five inputs and three outputs. The underlying
operation in a 4:2 exact compressor is to find the number of
logic ‘1’ in the input. The outputs can be represented as

CSUM = CCIN ⊕ IN4 ⊕ IN3 ⊕ IN2 ⊕ IN1 (4)

CCOUT = IN1(IN2 ⊕ IN1)+ IN3(IN2 ⊕ IN1) (5)

CCY = IN4(IN4 ⊕ IN3 ⊕ IN2 ⊕ IN1)

+CCIN (IN4 ⊕ IN3 ⊕ IN2 ⊕ IN1) (6)

Carry and Cout has equal and higher weight than Sum and
are propagated to the next compressor.

B. INEXACT 4:2 COMPRESSOR
Compressors are explored in the light of approximation to
increase performance and reduce gate count. Introducing
error in full adders can adversely affect accuracy with an

TABLE 1. Truth table for proposed inexact 4:2 compressor.

error rate of approximately 53% [33], [34]. In order to reduce
power and logical complexity, approximation can be intro-
duced in compressors using two approximation techniques.
In the first approximation technique, the input and output
count of the compressor are maintained. By changing output
values, simple logical realisations are obtained. In second
approximation technique, the output count is reduced from
three to two by eliminating CCOUT as it is ‘1’ only for one
input combination ‘1111’. Introduction of this approxima-
tion technique allows pruning of CCIN . The output for sec-
ond compressor approximation technique can be expressed
as

CSUM = IN4IN3IN2IN1 + IN4 ⊕ IN3 ⊕ IN2 ⊕ IN1 (7)

CCY = IN4IN3 + IN2IN1 + (IN4 + IN3)(IN2 + IN1) (8)

IN4 + IN3 + IN2 + IN1 = CSUM + 2× CCY (9)

C. PROPOSED INEXACT 4:2 COMPRESSOR
In this work, the second approximate technique for compres-
sors is used. It is known that, the primitive/basic reversible
logic gates with least QC performs XOR or NOT opera-
tions. Even though there are advanced reversible logic gates
that can realise other logical operations such as AND, OR,
NAND, NOR, etc, the QC of such gates are very high when
compared to primitive/basic reversible logic gates. Therefore,
a design can be best optimised for reversible logic gates based
implementation if the logical operations in a function are
predominantly XOR operations. In the case of introducing
approximation in compressors, the best approach would be
to reduce the gate count (reduce the logical expression) by
introducing minimum number of errors with minimum ED
of +1 or −1.

In addition, reduction of error in cascaded compressor
architectures (seen in the case of multipliers) can be achieved
if equal number of errors are introduced [7]. Therefore, this
paper takes into account the introduction of equal number of
errors in positive and negative directions with minimum ED
and to realise the circuit best suited for reversible logic based
implementation by modifying K-map based reduction tech-
nique. The proposed inexact compressor architecture using
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FIGURE 4. K-Map for CARRY and SUM of proposed 4:2 inexact
compressor.

conventional logic gates is presented in Figure 3. In this
design, maximum operations in the logical expression for
Carry (CCY ) and Sum (CSUM ) is limited to XOR operations
as they can be easily implemented using reversible logic gates
with minimum QC and GC. The K-map for CCY and CSUM
is shown in Figure 4. The CSUM and CCY of the proposed
inexact 4:2 compressor can be represented by Eq. 10 and
Eq. 11 respectively.

CSUM = IN2IN1 + IN4 ⊕ IN3 ⊕ IN2 ⊕ IN1 (10)

CCY = IN4IN3 + IN2IN1+ (IN4 ⊕ IN3)(IN2 ⊕ IN1) (11)

The truth table for the proposed 4:2 inexact compressor is
presented in Table 1. The errors are introduced in input com-
binations ‘1100’ and ‘1111’. For input combination ‘1100’,
ED is +1 and for ‘1111’, ED is -1. Therefore the ER is 2

16
= 12.5%. The errors introduced ensures equal deviation in
+1 and −1 directions which aids in reducing the MED and
MRED in multiplier implementations [7].

IV. REVERSIBLE LOGIC AND IMPLEMENTATION OF
COMPUTATIONAL UNITS USING REVERSIBLE LOGIC
An n×n gate is called reversible if there is a bijectivemapping
between the 2n input combinations and 2n output combina-
tions. This is possible only when the number of outputs equal
the number of inputs, contrary to the surjective or injective
mapping in conventional irreversible gates. A reversible cir-
cuit/system can be realised using reversible gates. However,
reversible circuit realisation is different from conventional
circuit realisation, as it does not allow fan-out and feedback
from output to input. In this work, the reversible logic gates
used are NOT gate, Toffoli gate [35], Feynman gate [36],
Fredkin gate [37], Peres gate [38] and BJN gate [39]. A brief
description of the gates is given below.

A. 1-BIT GATES
NOT gate - a 1-bit gate represented by NOT. It negates the
input at the output. It has a QC of 1.

B. 2-BIT GATES
Feynman gate - a 2-bit gate represented by FYG. Input
(A, B) produces (A, A ⊕ B) at the output of Feynman gate.
FYG has a QC of 1.

FIGURE 5. Half adder using reversible logic.

C. 3-BIT GATES
Toffoli gate - a 3-bit gate represented by TG. Input combi-
nation (A, B, C) produces output (A, B, AB⊕ C). It has a QC
of 5.

Fredkin gate - a 3-bit gate represented by FRG. Input
combination (A, B, C) produces output (A, AB ⊕ AC, AB ⊕
AC). It has a QC of 5.

BJN gate - a 3-bit gate in which an input combination
(A, B, C) produces (A, B, (A+B) ⊕ C) at the output. It is
represented as BJN and has a QC of 5.

Peres gate - a 3-bit gate represented as PG. For input
combination (A, B, C), the output is (A, A ⊕ B, AB ⊕ C).
Peres gate has a QC of 4.

Four commonly used reversible logic realisation parame-
ters are QC, GC. AI and GO [16] - [27].

Quantum Cost (QC) - refers to the number of primitive
quantum gates in the circuit.

GateCount (GC) - refers to the number of reversible gates
in the circuit.

Ancilla Inputs (AI) - refers to the number of additional
inputs included to attain physical reversibility.

Garbage Output (GO) - refers to the number of addi-
tional outputs included to make the circuit reversible.

An optimised reversible circuit synthesis should use min-
imum ancilla inputs, minimum garbage outputs, minimum
gate count and minimum quantum cost. The reversible logic
realisation of the basic computational units is presented
below.

D. HALF ADDER
Half adders are used to find the sum of two bits and have
two inputs (HAIN1 and HAIN2) and two outputs (HASUM
and HACARRY ). The expression for HASUM and HACARRY are
given in Eq. 12 and Eq. 13 respectively.

HASUM = HAIN1 ⊕ HAIN2 (12)

HACARRY = HAIN1 · HAIN2 (13)

Figure 5 shows the reversible logic gate based implemen-
tation of a half adder. A Peres gate is used in which one
ancilla input and one garbage output is used. Summary of
the reversible logic realisation parameters is presented in
Table 2.

E. FULL ADDER
To find the sum of three bits, a full adder is used. Full adder
has three inputs (FAIN1, FAIN2 and FACIN ) and two outputs
(FASUM andFACARRY ).FASUM andFACARRY can be expressed
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TABLE 2. Reversible logic realisation parameters for half adder.

FIGURE 6. Full adder using reversible logic [40].

TABLE 3. Reversible logic realisation parameters for a full adder.

FIGURE 7. Exact 4:2 compressor using reversible logic.

TABLE 4. Reversible logic realisation parameters for an exact compressor.

by Eq. 14 and Eq. 15 respectively.

FASUM = FAIN1 ⊕ FAIN2 ⊕ FACIN (14)

FACARRY = (FAIN1 ⊕ FAIN2) · FACIN + FAIN1 · FAIN2

(15)

The reversible logic realisation of a full adder proposed by
Pujar et al. [40] is used in this paper and is shown in Figure 6.
The full adder realisation has three Feynman gates and one
Fredkin gate with one ancilla input and two garbage outputs.
Table 3 presents the summary of reversible logic realisation
parameters for a full adder.

F. EXACT 4:2 COMPRESSOR
The reversible logic realisation of an exact compressor is
presented in Figure 7 and has four Feynman gates, one NOT
gate, two BJN gates and four Peres gates with eight AI and
nine GO. Table 4 presents the summary of reversible logic
realisation parameters for an exact compressor.

G. PROPOSED INEXACT 4:2 COMPRESSOR
The circuit realisation of proposed inexact 4:2 compressor
using reversible logic gates is presented in Figure 8. The
proposed 4:2 inexact compressor has three BJN gates and

FIGURE 8. Proposed Inexact 4:2 compressor using reversible logic.

TABLE 5. Reversible logic realisation parameters for proposed inexact
4:2 compressor.

three Peres gates with six AI and eight GO. Table 5 presents
the summary of reversible logic realisation parameters for
proposed inexact 4:2 compressor.

V. RESULTS
In this section, the proposed inexact 4:2 compressor is com-
pared with the existing state-of-the-art 4:2 inexact compres-
sor designs. Further, to analyse the efficacy of the proposed
compressor, they are employed to realise an 8 × 8 Baugh-
Wooley Wallace Tree multiplier. The multiplier designs are
used in two applications - image processing and CNN based
hand written digit recognition system.

A. EXPERIMENTAL ANALYSIS OF PROPOSED
COMPRESSOR DESIGN
A comparison of ED and ER of proposed and existing inexact
4:2 compressor architectures is presented in Table 6. The
inexact compressor design is said to be best optimised when
the design is able to achieve minimum gate count with min-
imum ED and ER. Maximum ED of ‘2’ is for compres-
sor designs proposed by Akbari et al. [4] and Gorantla and
Deepa [8]. All the other designs have maximum ED ‘1’.
Introducing error in equal numbers in +1 and −1 directions
will reduce the MED and MRED in multiplier architectures
where the inexact compressors are cascaded in partial product
accumulation phase [7]. The proposed design for inexact
compressor has an ED of ±1, with one error in +1 direction
and one error in −1 direction. This approach aids in the
reduction in MED and MRED in multiplier designs. A high
ER of 62.5% is seen in the case of Akbari et al. [4] Design
1 andDesign 2. High ER is not desirable for image processing
applications.

Lowest ER is for proposed compressor design, compres-
sors design proposed byReddy et al. [6] and Strollo et al. [9].
The proposed inexact compressor design is able to achieve
minimum ED and minimum ER among the other designs
studied in this experiment which makes it ideal for image
processing applications.

To measure the efficiency of the proposed design in
reversible logic based realisation that is based on the
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TABLE 6. Comparison of ED and ER for proposed and existing inexact 4:2
compressor architectures.

FIGURE 9. QC vs ER graph for proposed and existing 4:2 approximate
compressor designs.

principles of quantum computing, reversible logic implemen-
tation parameters (GC, QC, AI and GO) are estimated for
each compressor design and presented in Table 7. The best
optimised design using reversible logic has minimum GC,
minimum QC, minimum GO, and minimum AI. In exact
4:2 compressor, CCOUT , CCY and CSUM are generated in
five, eight and four stages respectively. Exact compressor
design consists of two BJN gates, four Peres gates, four
Feynman gates and two NOT gates which adds upto a GC
of 12, QC of 32 with eight AI and nine GO. Among the
inexact compressor designs, Reddy et al. [6] has the highest
number of stages to generate CCY and CSUM as it has a
MUX based architecture. This design has four BJN gates, two
Toffoli gates, four Peres gates, four Feynman gates and one
NOT gate. GC and QC count is high for compressor design
by Gorantla and Deepa [8] as the design is not optimised
of gate count. Esposito et al. [5], Akbari Design-3 [4] and
Akbari Design-4 [4] generates CCY and CSUM in less number
of stages when compared to other designs. However, these
designs have high ER which makes them undesirable in real
life applications. Among all the designs, proposed compres-
sor design is able to generate CCY and CSUM in four stages

each with an ER as low as 12.5%. It can be observed that
the reversible logic realisation parameters are also less for
the proposed design, when compared to the other compressor
designs. Therefore, the proposed design is the best optimised
design for reversible logic realisation with a low ER. This
makes the proposed design ideal for image processing and
CNN based applications using reversible logic. To further
analyse the efficiency of the proposed design in comparison
with the existing compressor architectures, QC vs ER is plot-
ted for each design. It can be observed that Strollo et al. [9],
Reddy et al. [6] and Gorantla and Deepa et al. [8] have low
ER, but QC is more than 30 in all these designs, which makes
it less optimised for reversible logic realisations. Akbari et al.
Design-3 [4] and Akbari et al. Design-4 [4] have the lowest
QC, but have high ER of 50% and 31.25% respectively.
Among all the designs, the best design with optimum ER
and QC is the proposed design with a QC of 27 and ER
of 12.5%.

B. EXPERIMENTAL ANALYSIS OF PROPOSED INEXACT
BAUGH-WOOLEY WALLACE TREE MULTIPLIER
In this work, an 8 × 8 Baugh-Wooley Wallace tree mul-
tiplier is implemented employing full adders, half adders,
exact and inexact compressors as shown in Figure 1. In exact
compressor based multiplier design, twenty three half adders,
four full adders and sixteen exact 4:2 compressors are used.
In approximate compressor based design, twenty three half
adders, four full adders, eight exact 4:2 compressors and
eight inexact 4:2 compressors are used. Including the exact
compressor based multiplier design, eleven Baugh-Wooley
Wallace tree multipliers are implemented (MULT-1, MULT-
2, . . . ., MULT-11) using reversible logic in this analysis.
Table 8 shows the comparison for reversible logic realisation
parameters for all the multiplier designs. MULT-1 (exact)
has a GC of 295, QC of 892, AI count of 221 and GO
count of 299. The reversible logic realisation parameters are
the highest in the case of MULT-6 [6] and MULT-4 [8].
Both these designs have GC greater than three hundred and
QC greater than thousand, which makes them undesirable in
reversible logic based realisations. Multipliers MULT-2 [4],
MULT-3 [4], MULT-5 [5] and MULT-9 [12] have lower
reversible logic realisation parameters, when compared to
other inexact compressor based multiplier designs, However,
the ER in these compressors employed are greater than 31%,
which is not desirable. The proposed design is able to achieve
low GC as the above mentioned designs with a QC of 852.
AI and GO counts are also comparable. The proposed design
is able to achieve good optimisation in reversible logic reali-
sations parameters.

Analogous to measuring ED and ER for inexact 4:2 com-
pressors,MED,MRED, and error rate (in%) [6] are estimated
for the proposed inexact Baugh Wooley Wallace tree multi-
pliers. The difference of the exact and approximate output
is referred to as the error distance (ED). For a multiplier
design, ED is estimated for a set of input combinations,
and average error distance is calculated and this average is
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TABLE 7. Reversible logic realisation parameters for proposed reversible compatible approximate compressor with existing reversible logic based exact
and approximate compressor designs.

TABLE 8. Reversible logic realisation parameters for proposed reversible
compatible approximate Baugh-Wooley Wallace tree multiplier with
existing reversible logic based exact and approximate compressor
designs.

referred to as Mean Error Distance (MED). For an n-bit
multiplier, MED refers to the average of error distances for
all 22n input combinations. MRED is the mean of ratios of
ED and corresponding input for all 22n input combinations.
Finally error rate (in %) is also estimated which gives the
number of erroneous outputs for all 22n input combinations.
The analysis is carried out for the existing and proposed inex-
act 4:2 compressor based multiplier architectures for seeded
random 32000 input combinations and a comparison of the
same is presented in Table 9.

MED is the highest for MULT-5 [5], MULT-2 [4], MULT-9
[12] andMULT-4 [8] due to high ER in the compressors used.
Low MED is for MULT-11, MULT-6 [6], MULT-10 [9] and
MULT-7 [7] as the ER in these design are low. The least MED
among all the designs are for the proposed compressor based
MULT-11. The proposed MULT-11 has an MED of 59.16.
MRED is the highest for MULT-5 [5] and is 0.1144. MULT-
2 [4], MULT-9 [12] and MULT-8 [10] also have high MRED
which is not desirable for multiplier implementation. Low
MRED is seen in MULT-11, MULT-6 [6], MULT-10 [9] and
MULT-7 [7]. Among all the designs, lowest MRED is for
the proposed compressor based MULT-11. High error rate
of 95.8% and 94.6% is seen in the case of MULT-2 [4] and
MULT-5 [5]. This is due to high ER of the compressors

FIGURE 10. QC vs MRED graph for proposed and existing 4:2 approximate
compressor based Baugh-Wooley Wallace tree multiplier architectures.

employed. Low error rate are for MULT-10 [9], MULT-6 [6]
and MULT-11. Among all these multipliers implemented,
lowest error rate of 85.4% is for the proposed compres-
sor based multiplier MULT-11. The accuracy metrics of the
proposed compressor based MULT-11 makes it ideal for
implementation of multipliers when compared to the existing
state-of-the-art 4:2 approximate compressor based multiplier
designs. To analyse the efficacy of the proposed design when
approximation is introduced, QC vsMRED is plotted for each
design. It can be observed that low MRED is for MULT-
6 [6], MULT-10 [9] and the proposed compressor based
MULT-11. Among these designs, the proposed MULT-11 has
the least QC which is desirable for reversible logic based
realisation.
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TABLE 9. Accuracy metrics for proposed reversible compatible inexact Baugh-Wooley Wallace tree multiplier with existing reversible logic based exact
and inexact 4:2 compressor designs.

C. IMAGE PROCESSING APPLICATION
In this analysis, two image processing applications are
explored to gauge the effectiveness of the proposed inexact
Baugh-Wooley Wallace tree multiplier in real time applica-
tions. The two image processing applications are

• One level decomposition using rationalised db6 wavelet
filter bank.

• Image smoothing.

Since these applications are implemented and analysed to
measure the efficacy of the 8×8 Baugh Wooley Wallace tree
multiplier implemented using proposed inexact 4:2 compres-
sors, the filter coefficients and pixels are scaled to 8-bit 2’s
complement representation.

1) ONE LEVEL DECOMPOSITION USING RATIONALISED
db6 WAVELET FILTER BANK
Multirate signal processing has garnered huge popularity in
the recent times due to its multi resolution capabilities when
compared to signal processing using conventional transform
techniques like Fourier transform, Discrete Cosine trans-
form, etc [41]. Wavelet transform is a transform technique
that is used for multi-rate signal processing. Wavelet Fil-
ter Banks (FBs) are broadly classified into orthogonal and
bi-orthogonal wavelet transforms. In orthogonal wavelet FBs,
the synthesis and analysis are same which aids in energy
preservation. However, orthogonal wavelet FBs are not sym-
metric. Bi-orthogonal wavelet FBs are symmetric, which
improves regularisation in FBs.

Various orthogonal wavelet FBs like db1, db2, db3, . . . .,
dbn can be realised by varying the filter length. While
db1 has rational filter coefficients, all other higher order
filter banks have irrational filter coefficients that creates an
over head in terms of computational intensity, gate count
and delay. In order to address this, rationalisation techniques
were introduced to reduce floating point (irrational) oper-
ations to fixed point (rational) operations. Murugesan and
Tay [41] have introduced a new rationalisation technique
for orthogonal wavelet FB using lattice structure realisation.
This paper realises the db6 wavelet FB realisation using the

rationalisation technique proposed by [41] by adding a slight
modification to realise dyadic filter coefficients. In [41],
the lattice parameters α1, α2 and α3 for db6 wavelet FB are
found to be

[
−9
4

]
,
[ 1
2

]
and

[
−3
31

]
, for which divider circuits are

required to realise
[
−3
31

]
. To achieve a simple realisation using

fixed point multipliers and adders that are computationally
less intensive compared to dividers, this paper slightly modi-
fied α3 to

[
−3
32

]
. This ensures shifter based implementation for

division operation in reversible logic based realisations. This
change slightly varies the perfect reconstruction conditions
of wavelet FB but can be effectively used in error resilient
multimedia applications.

2) IMAGE SMOOTHING
A 5× 5 smoothing kernel IKsm is applied on the input image
Imginput . IKsm can be represnted as

IKsm =


1 1 1 1 1
1 4 4 4 1
1 4 12 4 1
1 4 4 4 1
1 1 1 1 1

 (16)

The final image Imgfinal in terms of Imginput and IKsm can
be represented as

Imgfinal(a, b) =
1
60

2∑
s=−2

2∑
t=−2

(
Imginput (a+ s, b+ t)

× IKsm(s+ 3, t + 3)
)

(17)

3) ANALYSIS OF EFFICACY OF PROPOSED BAUGH-WOOLEY
WALLACE TREE MULTIPLIER IN IMAGE PROCESSING
APPLICATIONS
To measure the accuracy of image processing units designed
using approximate multipliers, SSIM is estimated. SSIM
analyses local patterns of pixel intensities from the frame
of reference of formation of images. Illumination and
reflectance mainly determines the luminance of object sur-
faces being observed. However, the information about the
structure of objects do not depend on illumination. Influence
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TABLE 10. SSIM for one level decomposition using rationalised db6 wavelet filter bank and image smoothing application using proposed and existing
inexact compressor based Baugh-Wooley Wallace tree multiplier architectures.

FIGURE 11. HDR system using LeNet 1 model.

of illumination has to be removed to obtain structural infor-
mation. Therefore, structural information that contributes to
the structure of objects in image is extracted by normalising
it for contrast and luminance. SSIM can be represented by
Eq. 18 [42].

SSIM (x, y) =
(aσxy + K2)(2µyµx + K1)

(σ 2
y + σ

2
x + K2)(µ2

y + µ
2
x + K1)

(18)

µx and µy are mean intensities. σx and σy represent standard
deviation. To avoid instabilities as µ2

x +µ
2
y approaches zero,

two constants K1 and K2 are introduced. Table 10 presents
the experimental results for image processing applications.
For decomposition using wavelets, least SSIM of 0.71 and
0.79 are for MULT-2 [4] and MULT-5 [5] respectively, due to
high ER. Highest SSIM of 0.96 is forMULT-11which utilises
the proposed 4:2 compressor. This is achieved due to the low
ER and ED of the proposed design. MULT-6 [6] and MULT-
10 [9] are also able to achieve high SSIM of 0.95. However,
the proposed MULT-11 has higher SSIM than these designs.
In smoothing application,MULT-5 [5] andMULT-9 [12] have
the lowest SSIM due to high ER and ED. MULT-10 [9] also
has one of the best SSIM of 0.82. The best SSIM is forMULT-
11 with the proposed inexact 4:2 compressor with an SSIM
of 0.84. Proposed MULT-11 is able to achieve high SSIM as
the ER is kept at 12.5% and ED is ±1 with equal number of
deviations in +1 and −1 directions.

D. CNN APPLICATION
The Baugh-Wooley Wallace tree multipliers designed are
utilised in convolutional kernels for Handwritten Digit
Recognition (HDR) system. A CNN based implementation
is carried out to realise Lenet-1 [43] handwritten digit recog-
nition system using MNIST dataset [44]. Lenet-1 hand-
written digit recognition system is shown in Figure. 11.
In Figure. 11, CK represents Convolutional Kernels, CL rep-
resents Convolutional layers, PL represents Pooling layers,
MPL represents Max Pooling layer and FCL represents
Fully Connected Layer. The input images to the Lenet-
1 model are handwritten digit images of size 28× 28. These
images are applied to first CNN layer of size 24 × 24 ×
10 where they are processed using 5 × 5 CK. The fil-
ters perform the multiply-accumulate operation on the three
color components of each pixel in the 28 × 28 images in
parallel.

In these filters, the proposed inexact multiplier is utilised
to perform multiplication operation with reduced delay and
gate count. 2×2MPLs after the CNN layer results in pooling
layers of size (12× 12× 10). The output of MPL layer is fed
to the second CNN layer (8 × 8 × 20). To optimise the gate
count, this layer utilises proposed inexact multipliers. The 4×
4×20 output from the max pooling layer is flattened which is
processed by two FCL to generate the final ten outputs using
LogSoftmax.
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TABLE 11. Accuracy measure for CNN application using proposed and
existing inexact 4:2 compressor based Baugh-Wooley Wallace tree
multiplier architectures.

Sixty thousand images (28×28×3) fromMNIST database
is used for training and validation. Batch size is 128 with
25 epochs. The inputs and trained parameters are scaled
to corresponding 8-bit 2’s complement representation. The
output prediction using LogSoftmax results in a probability
distribution from 0 to 1. The Softmax layer output with
the maximum probability is considered as the final output.
Inexact computation do not adversely affect the accuracy
in such applications as long as the error rate and error dis-
tance is kept minimum. In addition, the probability driven
operation of such systems also allows the introduction of
inexact computations. Hence, CNN based applications can
be used to verify the operations of inexact multipliers. The
experimental analysis in this work is carried out using sim-
ulations in Matlab for two thousand random images. The
efficacy is measured in scales of accuracy presented in %.
The accuracy for various multiplier architectures is presented
in Table 11. With exact compressor based MULT-1, accuracy
obtained is 97.6%. The next best designs using approximate
compressors are MULT-6 [6] and MULT-11 (based on pro-
posed inexact 4:2 compressor). Both these designs have an
accuracy of 97.1%. MULT-10 [9] and MULT-7 [7] also have
comparable accuracy. Lowest accuracy is for MULT-4 [8],
MULT-5 [5] and MULT-9 [12]. The proposed compressor
basedMULT-11 has comparable accuracy asMULT-1 (exact)
and therefore can be used in CNN based applications.

VI. CONCLUSION
A novel architecture for inexact Baugh-Wooley Wallace
tree multiplier optimised for reversible logic realisation is
proposed in this paper. In this, a 4:2 inexact compressor
that has the least reversible logic realisation metrics when
compared to reversible logic based realisation of existing
state-of-the-art architectures is proposed. The proposed inex-
act compressor is utilised to realise Baugh-Wooley Wallace
tree multiplier to perform multiplication operation in two
image processing applications - one level decomposition
using rationalised db6 wavelet filter bank and image smooth-
ing and CNN based handwritten digit recognition system.
In both the image processing applications, the SSIM was

found to be the best in the case of proposed design. The
proposed design based architectures were able to achieve
SSIM of 0.96 and 0.84 for one level decomposition using
rationalised db6 wavelet filter bank and image smoothing
respectively. Similarly, accuracy was estimated to analyse the
efficiency of the proposed multiplier architecture in CNN
based application. The proposed design is able to achieve
an accuracy of 97.1% which is comparable with accurate
multiplier based architecture. Therefore, from the experimen-
tal analysis, it can be concluded that the proposed design is
able to achieve the best optimisation in scales of reversible
logic realisation parameters and is able to achieve comparable
accuracy metrics with the exact Baugh-Wooley Wallace tree
multiplier. The proposed reversible logic realisation along
with the introduction of approximation can find application
in realising power efficient image processing and CNN based
applications in quantum computing.
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