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ABSTRACT Understanding multi-node vehicular wireless communication channels is crucial for future
time-sensitive safety applications for human-piloted as well as partly autonomous vehicles on roads, railways
and in the air. These highly dynamic wireless communication channels are characterized by rapidly changing
channel statistics. In this paper we present the first fully mobile multi-node vehicular wireless channel
sounding system, which is capable of simultaneously capturing multiple channel frequency responses,
ensuring that measurement conditions are identical for all observed links. We use it to analyze road scenarios
with multiple vehicles and a large obstructing double-decker bus. The empirical measurement data is used
to parametrize a model for the large obstructing vehicle within a geometry-based stochastic channel model.
We compare the time-variant channel statistics obtained from our channel model with the ones from the
measurement campaign. By means of a channel emulator we obtain the packet error rates of commercial
modems for the measured and the simulated wireless communication channels and compare them, in order
to validate the model at the link level. We find that the path loss, the root mean square (RMS) delay spread,
and the RMS Doppler spread deviate by less than 3.6 dB, 78 ns, and 52Hz, respectively, for 80% of the total
simulation duration. The PER obtained from measured data is within the maximum and minimum bounds
of our model for 86% of the simulation duration.

INDEX TERMS V2X, multi-node channel sounding, GSCM, large vehicle, HiL.

I. INTRODUCTION
Reliable and low-latency communication systems are crucial
to connect multiple vehicles in challenging traffic scenarios.
This allows for increased road safety and traffic efficiency by
complementing sensors limited to line-of-sight (LOS), such
as video or LIDAR (light detection and ranging), with sensor
data from other vehicles in the vicinity [1], [2], as well as the
exchange of kinematic information.

Therefore, multi-node vehicular wireless channels need to
be thoroughly analyzed by gathering measurement data in
realistic scenarios. The empirical data gathered can be used
to obtain realistic channel models which are a key component
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for testing the reliability of vehicular communication systems
in lab environments.

Multi-node channel measurements allow the recording
of time-variant frequency responses of multiple wireless
links simultaneously. Measuring multiple channels at once
is particularly useful for vehicular scenarios due to the non-
stationary statistical properties of vehicular wireless com-
munication channels, where sequentially recreating the exact
measurement conditions in order to compare links between
different nodes can be almost impossible.

Large-vehicles like buses1 can block the line-of-sight
between other vehicles. Therefore, it is essential to include the

1According to [3] buses accounted for 9.4% of the inland passenger traffic
in the European Union in 2017.
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TABLE 1. Existing multi-node channel sounding systems.

detailed characteristics of this vehicle category in a channel
model to better reproduce realistic traffic situations. Further-
more, the correct choice of a channel model is crucial to
efficiently, yet accurately, capture the statistics of the time-
and frequency-variant fading process in highly dynamic mul-
tipath propagation environments. This enables the design of
reliable and affordable test procedures on the link and system
levels.

Geometry-based stochastic channel models (GSCMs)
present a trade-off between low-complexity stochastic chan-
nel models and the accuracy of ray-tracing channel mod-
els [4]. We aim to achieve a high level of model accuracy
while maintaining low model complexity and automating
geometry modelling efforts, which makes GSCM a suitable
choice.

In this work we therefore encompass the whole process.
We present a multi-node measurement system, analyse col-
lected measurement data and use it to calibrate a channel
model. We then use both the measurement data and the
model simulations to emulate a link between two commercial
modems in our lab and compare their link-level packet error
rate (PER).

A. CONTRIBUTIONS
The contributions of this paper can be summarized as follows:
• To the best of the authors’ knowledge, in this paper we
present the first vehicular multi-node channel sounding
system and measurement data from vehicular scenarios.
Our results show the impact of a double-decker bus on
link attenuation, root mean square (RMS) delay, and
RMS Doppler spread in an urban overtaking scenario
and an intersection scenario.

• We present a GSCM that obtains its geometry data from
the OpenStreetMap (OSM) [5] database and includes
a simple, yet accurate, model for a double-decker bus,
calibrated by measurement data.

• We obtain time-variant PERs from measured and sim-
ulated channel transfer functions, by emulating a link
between two commercial vehicular modems. The eval-
uated PERs are compared to validate our model at the
link-level.

B. ORGANIZATION OF THE PAPER
The rest of this paper is organized as follows. Section I-C is
dedicated to the discussion of related work. In Section II we
present the concept of our multi-node channel sounder and
the sounding principle. Section III presents the measurement
campaign setup, measurement scenarios and measurement

results, with a discussion on large vehicle influence. The
channel model is presented and its results are compared with
measurements in terms of time-variant channel statistics in
Section IV.We verify our model through link-level emulation
in Section V.

C. RELATED WORK
The benefits of multi-node channel sounding are highlighted
in [6], where the authors present a multi-node channel
sounder whose centralized synchronization limits its use
with respect to dynamic scenarios. A combination of two
multiple-input multiple-output (MIMO) channel sounders is
used in [7] to capture two links simultaneously in indoor
multi-user MIMO scenarios. Similar scenarios are investi-
gated in [8] and [9]. However, the measurement systems used
in [7], [8], and [9] do not cover links between all nodes and
are therefore unsuitable for measuring multi-node (or ad-hoc)
communication scenarios.

A comparison of key features of the sounder used in this
paper with previously developed multi-node channel sound-
ing solutions is shown in Table 1. While all three multi-
node channel sounders that are listed operate below 6GHz,
the AIT multi-node channel sounder is fully mobile, scal-
able to multiple nodes, and offers the largest measurement
bandwidth (150.25MHz).

Simultaneous measurements of links between multiple
vehicles are conducted in [11] and [12], and the authors
of [12] measure links between multiple vehicle groups that
include trucks. However, both [11] and [12] only analyze the
received power and measure PERs without inspecting time-
variant channel impulse responses, which provide the ground
truth and essential insights into the propagation properties of
vehicular scenarios. In this paper we use a custom-built multi-
node channel sounder to simultaneously collect the time-
variant frequency responses between three vehicular nodes.

One of the initial efforts towards understanding vehicular
channels in situations that include large vehicle obstructions
is described in [13], where the authors investigate the PER
and communication range of a vehicular link obstructed by a
truck. By measuring a static link between parked vehicles,
the authors of [14] show that a school bus can introduce
between 15 dB and 20 dB of attenuation between two vehi-
cles, depending on the distance, and an increase of 100 ns in
the RMS delay spread.

A channel sounding measurement with a truck between
two cars in a dynamic environment is presented in [15], where
the authors show the shadowing loss for different antenna
arrangements and an increase in RMS delay spread when the
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truck is present. The average channel gain and RMS delay
spread of vehicular channels obstructed by different types of
vehicles and for different antenna positions, are investigated
in [16] for a rural overtaking scenario. The authors of [17]
measure a dynamic vehicular link with a bus between two
cars and present a cluster-based channel model. Nevertheless,
detailed channel sounding measurements that can be used
to analyze and model the time-variant statistics of multi-
vehicle scenarios that include large vehicles have not yet been
performed.

The authors of [18] describe a model for power contribu-
tions due to diffraction around a truck. However, different
types of large vehicles have different structure, which needs
to be considered in an attempt to make channel models more
accurate.

We base the GSCM in this paper on the model presented
in [19], which uses a simplified ray-tracing approach with a
stochastic point scatterer distribution. However, the MIMO
GSCM presented in [19] is limited to vehicle-to vehicle com-
munications in rural motorway and highway environments.
The authors of [20] provide a generalized GSCM for urban
intersections and they use high resolution measurements to
identify scattering intersection points. However, although the
authors of [20] use a general model, it shows moderate devi-
ations when compared with measurement data. It should be
noted that neither of the models in [19] and [20] give attention
to the impact of large vehicles.

II. VEHICULAR MULTI-NODE CHANNEL SOUNDER
To collect time-variant frequency responses between all
nodes in a single snapshot we use a custom-built software-
defined radio (SDR) based multi-node channel sounding sys-
tem [10] that exploits a scalable sounding scheme depicted
in Fig. 1.

FIGURE 1. Sounding scheme for three nodes (left) and scalable sounding
schedule for L nodes (right). Measurement phases are delimited with
dashed lines. During each phase, depending on the sounding schedule,
a node can act either as a transmitter (Tx) or as a receiver (Rx).

The scalable sounding scheme is a key component of the
multi-node system and it uses the switched-array principle
to measure

(L
2

)
=

L!
2(L−2)! channels between L nodes. Each

snapshot interval Tsys is split into L−1 sounding intervals Ts,

or phases in which different links are measured. In case of
an L = 3 node system we split each snapshot into two
phases, where the second node switches from receiver (Rx)
to transmitter (Tx) for the second phase as seen on the left
side of Fig. 1.

The maximum resolvable Doppler shift of the multi-node
sounder relates to the sounding interval as

fDmax = 1/(2(L − 1)Ts). (1)

By synchronizing all the nodes to a one pulse-per-second
(1PPS) signal and choosing Tsys to be an integer fraction of
the 1PPS, we align the 1PPS signal with the start of a snap-
shot. The operation of each node starts with the first 1PPS
signal that the SDR receives from the Rubidium clock. Since
the 1PPS signals of all nodes are previously synchronized,
the snapshot synchronization on system level is ensured.
This eliminates the need for starting trigger synchronization
mechanisms and allows all nodes to operate on demand and
move independently without range restrictions, enabling full
mobility of the system and allowing measurements of com-
plex multi-vehicle scenarios.

A. IMPLEMENTATION
The schematic of a single node of the multi-node sounder
is shown in Fig. 2. The National Instruments (NI) univer-
sal software radio peripheral (USRP) [21] is used as radio
frequency (RF) front-end. The USRP is equipped with a
field-programmable gate array (FPGA) chip that is used for
raw data processing, RF chain selection and automatic gain
control.

FIGURE 2. Schematic of a single AIT multi-node sounder node. The
transmit (Tx) chain with a power amplifier (PA) and the receive (Rx) chain
access the common antenna through a PIN-diode switch. The software
defined radio (SDR) unit is controlled through the host PC, and it receives
the reference signals from the Rubidium clock.

We use separate RF chains to transmit and receive, with
an external amplifier added to the transmit chain and a
PIN-diode switch placed before the shared antenna. The
system uses previously synchronized Rubidium clocks for
the 10MHz frequency reference signal and a one pulse-per-
second (1PPS) signal for node synchronization.

Each sounder node is operated and configured through
the LabView Communications software suite on a host PC
where the recorded data is stored. Real-time calculation and
display of the measured frequency responses allow live visual
evaluation.
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B. SOUNDING PRINCIPLE
The transmit signal x[q] is designed using the algorithm
from [22] in order to minimize its crest factor [23]. We trans-
mit three concatenated copies of x[q] from which two copies
are used to obtain the oversampled receive signal frequency
response while the rest provides a guard period allowing
multipath components to decay [24].

Each sounding signal consists of Q orthogonal frequency
division multiplexed (OFDM) subcarriers with a frequency
spacing 1f and total bandwidth B = 1fQ. The sounding
sequence lasts ts =

3Q
B and the additional time left Ts − ts

after transmitting and receiving allows for buffer clearing,
data recording and automatic gain control.

Each receiving node records raw data and estimates the
discrete frequency response g(a,b)[m, q] of link (a, b), where
a 6= b and a ∈ {1, . . . ,L} and b ∈ {1, . . . ,L} are the Tx and
Rx node indices, respectively. Discrete time and frequency
(subcarrier) indices are denoted by m ∈ {0, . . . ,T − 1} and
q ∈ {0, . . . ,Q − 1}, respectively, with T being the total
number of recorded time samples and Q the total number of
recorded frequency samples. The sampled impulse response
is obtained from the sampled frequency response by using the
fast Fourier transform.

A calibration measurement between antenna ports of each
node pair is performed with the same transmit power as
the measurements to obtain the RF chain transfer functions
gc (a,b)[q]. They are used in post-processing to extract the
frequency response as

g(a,b)[m, q] = yb[m, q]/(x[q]gc (a,b)[q]), (2)

where yb[m, q] is the received signal of node b. This ensures
wireless channel reciprocity (g(a,b)[m, q] = g∗(b,a)[m, q]) and
omits the effects of radio frequency (RF) chain components
and the Tx signal power.

We compute the time-variant first and second-order statis-
tics of the wireless channel from the recorded frequency
responses as described in Appendix A.

III. MEASUREMENT CAMPAIGN
In this section we first present the setup and the measure-
ment parameters used in the measurement campaign.We then
present two measurement scenarios and the obtained mea-
surement results, followed by an analysis of observed mul-
tipath components.

A. MEASUREMENT SETUP
A measurement parameter summary is given in Table 2.
The vehicles in both scenarios are driving at approximately

constant speed of maximum ≈ 11.5m/s, making the maxi-
mum relative speed vmax ≈ 23m/s. Therefore, we choose a
snapshot duration of Tsys = 500µs, satisfying the condition
Tsys <

c0
2fcvmax

= 1.1ms, where c0 is the speed of light
and fc the carrier frequency, to be able to resolve the largest
expected Doppler components. We use M = 240 samples in
time to calculate the channel statistics for each stationarity

TABLE 2. Channel sounding parameters.

region, which corresponds to up to ≈ 27 λ in the spatial
domain, or Tstat = 120ms in time.

We analyze 15 s of measurement time in each scenario,
which corresponds to T = 30000 samples of measurement
data in time.

A summary of hardware setup parameters is given
in Table 3. The transmit signal power is fixed to −10 dBm
such that the output power stays below the 1 dB compression
point of the external amplifier.

TABLE 3. Hardware setup parameters.

The vehicle models and antenna heights are given
in Table 4. The antennas are mounted on the right front corner
of each vehicle roof. Every node is equipped with a dash-cam
and a real-time kinematic GPS receiver. The used double-
decker bus is 14m long, 4m high, and 2.55m wide.

TABLE 4. Measurement vehicles.

B. MEASUREMENT SCENARIOS
The measurement campaign is performed in an urban envi-
ronment and it includes an overtaking scenario and an inter-
section scenario. Both scenarios take place in Vienna in
Paukerwerkstrasse, which is a two-lane two-way street with
office buildings on both sides of the road, a factory at one
end, a construction site withmetallic fencing further down the
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FIGURE 3. Overtaking scenario diagram with arrows showing the moving
direction of vehicles (map source: Google Maps).

FIGURE 4. Intersection scenario a) photo and b) diagram (map source:
Google Maps).

road, and trees on the roadside, as shown in the aerial photos
in Fig. 3 and Fig. 4.

1) OVERTAKING SCENARIO
A diagram of the overtaking scenario is shown in Fig. 3. This
scenario aims to recreate a situation where car 3 wants to
overtake a large vehicle (in this case a double-decker bus)
that is obstructing the LOS to car 1 which is coming from
the opposite direction. Node 2 is mounted to a van driving in
front of the bus and has a LOS connection to car 1.

Another car, driving behind car 1, is present in the scenario.
The distance from the antenna on car 2 and the bus is kept
at ≈30m and the distance between the bus and car 3 is
kept at ≈10m, making the distance between the antennas of
nodes 2 and 3 approximately 54m.

2) INTERSECTION SCENARIO
This scenario recreates a situation where a stable link
between two vehicles at opposite sides of an urban intersec-
tion is obstructed by a passing large vehicle. As depicted
in Fig. 4 cars 1 and 3 are waiting on opposite sides of the
road at 30m distance, behind building corners, while the bus
passes between the two cars, therefore disrupting link (1, 3).
The bus is followed by car 2 which is in obstructed line-of-
sight (OLOS) with cars 1 and 3 while the bus is passing the
intersection.

C. MEASUREMENT RESULTS
1) OVERTAKING SCENARIO
The time-variant first and second-order statistics of all three
wireless channels in the overtaking scenario are shown

in Fig. 5 with distinct multipath components pointed out.
Links (1, 2) and (1, 3) show the characteristics of a typical
vehicle-to-vehicle communication scenario where vehicles
drive in opposite direction and link (2, 3) resembles a scenario
where both vehicles drive in the same direction [25].

After passing the curve at time t1 = 2.3 s, car 3 becomes
shadowed by the bus and the power of the LOS component of
link (1, 3) drops by ≈ 14 dB. Car 1 passes car 2 at t2 = 7.9 s
and regains LOS with car 3. After t3 = 10.1 s link (1, 2)
undergoes OLOS conditions. Meanwhile, link (2, 3) keeps
a steady signal-to-noise ratio of ≈ 30 dB despite the large
vehicle obstruction.

The static discrete (SD) scatterer reflection component
pointed out in Fig. 5 comes from the metallic structures on
the factory marked at the right end of Fig. 3. Comparing to
link (1, 3), this component is weaker by roughly 17 dB in
link (1, 2) as it has to go through the bus to reach car 2.
After accounting for the path loss of the additional distance
between nodes 2 and 3, we can see that the bus attenuates the
SD reflection by ≈ 13 dB.
Other SD reflections coming from metallic structures such

as traffic signs are also present in the results. The diffuse
scattering reflections coming from buildings, parked cars and
vegetation are present in all three links, as shown in Fig. 5.

2) INTERSECTION SCENARIO
In the intersection scenario, links (1, 2) and (2, 3) present typ-
ical vehicular communication links of two vehicles passing
each-other [25]. Therefore, we focus on the analysis of the
disrupted link (1, 3). The time-variant power delay profile
(PDP) and Doppler spectral density (DSD) of link (1, 3)
are shown in Fig. 6. The bus obstructs link (1, 3) between
t4 = 6.1 s and t5 = 7.9 s and the van with node 2 then
obstructs the link between t6 = 9.5 s and t7 = 10.3 s.

3) LARGE VEHICLE IMPACT
As car 1 approaches car 2 in the overtaking scenario, the sig-
nal of link (1, 2) is reflected from the front side of the bus
and then in link (1, 3) from the back of the bus, 0.48 s later,
as seen in Fig. 5. The back reflection is noticeably stronger
than the front reflection since the back side of the bus has
a larger metallic surface. This hypothesis is confirmed in
the intersection scenario where the back of the bus causes a
stronger reflection than the front side.

The obstructing large vehicle has a strong influence on the
RMS delay spreads. In the overtaking scenario the difference
in the RMS delay spread of the obstructed and LOS link is
more than 200 ns, as shown in Fig. 5 c). With an increase in
distance between the vehicles, the large vehicle reflections
would proportionally increase the RMS delay spreads.

Between t2 and t3, the Doppler shift of the reflection
coming from the front of the bus and the LOS component
of link (1, 2) is more than 800Hz. This causes the RMS
Doppler spread to increase by more than 140Hz, as seen
in Fig. 5. Furthermore, the difference between the RMS
Doppler spreads of links (1, 3) and (1, 2) between t1 and t2 is
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FIGURE 5. Overtaking scenario: (a) Time-variant power delay profiles (PDPs), (b) time-variant Doppler spectral densities (DSDs), and (c) time-variant
second-order statistics, of all three measured channels. Link (1,3) is in obstructed line-of-sight (OLOS) from t1 until t2, and link (1,2) becomes
obstructed after t3.

alsomore than 140Hz. This difference would further increase
at higher velocities and the impact of the bus reflections on
the RMS Doppler spreads would be even more severe.

During the OLOS interval in the intersection scenario,
the OLOS signal fades more as the bus moves forward,
as seen in Fig. 6, indicating the different signal penetration
of different parts of the bus.

As seen in Fig. 7 the RMS delay spread increases by 30 ns
and the path loss by 8.6 dB right after t4 when the front
of the bus, which is largely covered in glass, is obstructing
the link. The RMS delay spread further increases by up to
69 ns when the back of the bus, which is mostly metallic,
is obstructing the link and the path loss is further increased
by up to 20 dB.

The RMS Doppler spread in the intersection scenario
increases by 43Hz while the bus is obstructing the link, and

increases by up to 51Hz between t5 and t6 owing to the
combined impact of reflections from both the bus and car 2.
The van carrying node 2 causes an increase of up to 35 ns in
the RMS delay spread, 19Hz RMS Doppler spread and up
to 7.5 dB path loss between t6 and t7, significantly less than
the bus.

IV. GEOMETRY-BASED CHANNEL MODEL
In order to model the time-variant second-order statistics of
themeasured wireless channels, we recreate themeasurement
environment geometry and the path coefficients by using a
GSCM. As mentioned in Section I-C, we base our model on
the model presented in [19].

Using a path-based GSCM together with publicly available
data from OSM yields a very high level of flexibility when it
comes to modelling the scenario geometry. This modelling
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FIGURE 6. Intersection scenario: Time-variant PDP and DSD of link (1,3).
The bus obstructs the link between time instants t4 and t5, and car 2
obstructs the link between t6 and t7 .

FIGURE 7. Intersection scenario: Time-variant RMS delay spread, RMS
Doppler spread and path loss of link (1,3).

approach can be used to apply the model parameters to dif-
ferent scenarios and easily scale to system-level [26].

In this section we provide a short description of the
methodology used for developing our OSM-GSCM, while a
more detailed description can be found in [27]. The insights
gathered in two measurement scenarios are used to model
the impact of large obstructing vehicles, which is the main
novelty of our channel model.

A. GEOMETRY MODELLING
Most of the scenario geometry data such as the position of
buildings, traffic signs, roads, and vegetation is imported
from OSM, thus significantly reducing modeling efforts.
Node trajectories are imported from the recorded GPS data,
counting in the relative position of the GPS antennas to the
transceiver antennas. We model the bus and the car driving
behind car 1 as mobile discrete scatterers and input their
trajectories manually. All the trajectories are sampled once
per second and the coordinates of the vehicles between the
sample points are spline-interpolated.

Diffuse scatterers are uniformly distributed along building
walls according to predefined distributions. A uniformly dis-
tributed initial phase for each diffuse scatterer is selected for
each simulation run. To speed-up the simulation we use only
a limited number of diffuse scatterers selected through the
locality-sensitive hashing algorithm [27]. Attenuation of the
LOS signal by vegetation is determined according to [28].
Metallic reflecting objects such as traffic signs are modeled
as SD scatterers. The model supports first order reflections
to keep the computational complexity of the model low.
A screenshot of the simulation geometry for the overtaking
scenario is shown in Fig. 8.

FIGURE 8. Overtaking scenario: Geometry-based stochastic channel
model (GSCM) simulation geometry using data imported from
openstreetmap (OSM) and GPS trajectories from the measurements.

TABLE 5. Channel model parameters [19] for the line-of-sight (LOS)
component, static discrete scatterers (SD), mobile discrete
scatterers (MD) and diffuse scatterers (DI).

A summary of model parameters for different scatterer
types is given in Table 5. We use the measurement results to
calibrate this small set of model parameters to optimize the
match between measurements and simulation.

B. LARGE VEHICLE MODEL
The authors of [18] have shown the contribution of the double
edge-diffracted signal over the roof of a truck. However,
large passenger vehicles tend to have a larger percentage of
windows and a more heterogeneous structure. This leads to
different penetration loss, depending on the part of the large
vehicle that is obstructing the LOS, as we have seen in Fig. 7.

The authors of [29] show that the side of a bus pass-
ing parallel to the measuring nodes, behaves as a moving
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FIGURE 9. The reflection point is selected depending on the position of
the nodes relative to the large vehicle. Obstructed line-of-sight (OLOS) is
considered in case the nodes are not positioned on the same side of the
large vehicle. The figure depicts the Tx in different positions, connected
by the solid-line reflection path (or obstructed path marked by the
dashed line) to the corresponding position of the Rx.

reflecting surface. From our analysis of Fig. 6, we see that
the front and back of a large moving vehicle show the same
behaviour.

Therefore, we focus on including twomajor factors of large
vehicle contributions in our model:
• The reflections from the different sides of the large
vehicle - when Tx and Rx are on the same side of the
large vehicle.

• The path loss of an obstructing large vehicle - when Tx
and Rx are on opposite sides of the large vehicle.

1) SIDE REFLECTION
With the aim of keeping our model computationally simple
we consider only a single point reflection on the middle
axis of the large vehicle, but we change the position of the
reflection point xMD depending on the position of the nodes
relative to the large vehicle. Therefore, we consider three
separate cases, as depicted in Fig. 9:

xMD =


lMD

2
, | θTx front |≤

π

2
∧ | θRx front |≤

π

2

−
lMD

2
, | θTx back |≥

π

2
∧ | θRx back |≥

π

2
0, otherwise

(3)

where θTx front and θRx front are angles between the Tx and the
Rx and the middle point of the front side of the large vehicle,
respectively, relative to its direction. The angles between the
middle point of the back side of the large vehicle and the Tx
and the RX, relative to the direction of the large vehicle, are
denoted by θTx front and θRx front, respectively.
In case of our bus, the front and the back side have a

different size of the metallic reflective surface and glass.
The size of these metallic surfaces is larger than in a typi-
cal passenger car, hence they cause proportionally stronger
reflections. Due to the two-dimensional nature of the GSCM
and its use of point reflections we use the measurement data
from the intersection scenario to quantify this difference and
accordingly add 12 dB gain to the back reflection of the bus

and an additional 7 dB gain to the front reflection. For the
same reason we add an additional 4 dB gain to the back
reflection of the node 2 van.

2) PATH LOSS
Depending on the intersecting point of the LOS path and the
horizontal axis xMD of the obstructing vehicle, we apply the
normalized measured path loss of the LOS component from
the intersection scenario between times t4 and t5, to the sim-
ulated LOS path. The simulated path loss of the intersection
scenario is compared to three measurement runs in Fig. 10.

FIGURE 10. Measured and simulated normalized path loss during the
double decker bus obstruction in the intersection scenario. The
attenuation factor is applied to the LOS component depending on the
intersection point of the horizontal axis of the large vehicle xMD and the
LOS path.

When the LOS intersects both the front and the back side
of the obstructing large vehicle, we add an attenuation factor
of αbus[m] = 0.008 dLOS[m] to the path loss exponent, where
dLOS[m] is the LOS distance between the Tx and the Rx.
Due to the path-based nature of our model, the approach

to modelling large vehicles proposed in this paper can eas-
ily be scaled to scenarios with multiple large vehicles by
applying the same modelling principle to each large vehicle
individually.

C. SIMULATION RESULTS
1) OVERTAKING SCENARIO
The PDP and DSD of the simulated link are shown in Fig. 11.
The simulated results show a good qualitative match with the
measured PDP and DSD of link (1, 3) shown in Fig. 5.

A comparison of the measured second-order statistics
with the minima and maxima of second-order statistics of
100 simulation runs (with randomly initiated diffuse scatterer
phases) is shown in Fig. 12. The simulated second-order
statistics also provide an excellent match as measurement
results fall mostly between the minima and the maxima of
the simulation runs.

2) QUANTITATIVE COMPARISON
To quantify the match between the model and the measure-
ment we calculate the difference between the estimated mean
of the second-order statistics obtained by the simulation runs
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FIGURE 11. Overtaking scenario: PDP and DSD of link (1,3) from the
OSM-GSCM simulation.

FIGURE 12. Overtaking scenario: Measured and simulated second-order
statistics of link (1,3). The area between the minima and the maxima
of 100 simulation runs is shaded grey.

FIGURE 13. Overtaking scenario: Cumulative distribution functions of
offset values of the mean second-order statistics obtained from
simulations to the measurement data.

and the ones obtained from the measurement data. The cumu-
lative distribution functions of the calculated offset values are
shown in Fig. 13. The path loss deviates less than 3.6 dB for

80% of the total simulation duration. The RMS delay spread
and RMS Doppler spread offset is less than 78 ns and 52Hz,
respectively, for 80% of the samples.

3) INTERSECTION SCENARIO
The time-variant PDP and DSD obtained by simulating the
intersection scenario are shown in Fig. 14, displaying a good
match with the measurement results from Fig. 6. However,
there are additional reflective components that occur in the
measurements due to the size and exact shape of the reflective
surfaces of the obstructing vehicles.

FIGURE 14. Intersection scenario: PDP and DSD of link (1,3) from the
OSM-GSCM simulation.

In both scenarios we show an excellent match between
the measurement results and simulation results but minor
offsets still occur due to the absence of three dimensional
components and higher order reflections from the model,
the modeling of large reflective surfaces as point scatterers,
and the exclusion of minor objects such as parked vehicles,
metallic drainpipes or fences. Further improvements could
therefore be achieved, albeit at the cost of drastically increas-
ing the computational complexity of the model.

V. PACKET ERROR RATE EVALUATION
As an additional step to verify the channel model we use
a hardware-in-the-loop (HiL) methodology that allows us
to obtain high resolution time-variant PERs from measured
frequency responses [30]. We use the measured and the
simulated frequency responses as input to the AIT real-time
wireless channel emulator [31] and then compare the PER
of wireless links emulated between two off-the-shelf IEEE
802.11p [32] modems. The diagram of the HiL setup is
depicted in Fig. 15.

A. LINK-LEVEL EMULATION SETUP
For our link-level emulation, we use off-the-shelf Cohda
Wireless MK5 modems [33] as transceivers. The emula-
tor [31] is based on the basis expansion model approach and
consists of a propagation module, implemented on a host PC,
and a convolution module implemented on the FPGA of a
USRP SDR, as shown in Fig. 15.
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FIGURE 15. Hardware-in-the-loop (HiL) packet error rate (PER)
measurement setup using the AIT real-time channel emulator.

The emulated wireless communication channels have a
bandwidth of 10MHz at a center frequency of 5.9GHz
(channel 180). To adjust for different sampling in time and
frequency between input frequency responses and emulation,
we use interpolation based on discrete prolate spheroidal
sequences [34]. A mathematical description of the used inter-
polation method is given in Appendix B. The interpolated
frequency responses are then projected on the used basis
sequences (also discrete prolate spheroidal sequences) and
the obtained coefficients are streamed to the convolution
module. The convolution module reconstructs the frequency
responses, convolves them with the signal coming from the
Tx modem and forwards it to the Rx modem.

The presented approach allows for a significantly reduced
streaming bandwidth compared to streaming the uncom-
pressed frequency responses. It also allows easy and repeat-
able link-level testing for different modems and with different
communication parameters.

In our setup, we use a transmit power of 0 dBm and aQPSK
symbol alphabet with a convolutional coding rate of 1/2.
The packet size is set to the typical IEEE 802.11p size of
100 bytes, and we transmit at a rate of 1000 packets/s, which
gives us a throughput of 800 kbit/s. To reach very low PERs
of down to 10−4 we consider the packet error probability of
100 combined emulation runs.

B. PER ANALYSIS
In Fig. 16, the PER obtained by emulating empirically mea-
sured frequency responses of channel (1, 3) in the overtaking
scenario, denoted by γ [k], is compared to the PERs obtained
by emulating frequency responses from 100 OSM-GSCM
simulation runs with randomly initialized diffuse scatterer
phases. The estimated mean PER of emulated simulations is
denoted by γ̄ ′[k] and the minima and the maxima are denoted
by γ ′min[k] and γ

′
max[k], respectively.

The value of γ [k] falls between γ ′min[k] and γ
′
max[k] for

86% of the time, showing that our OSM-GSCM consis-
tently provides a good match with the measurements, also
at the link-level. Furthermore, by calculating the offset ratio
γ [k]/γ̄ ′[k] we see that the ratio is kept between 0.09 and 1
for 90% of the values, as shown in Fig. 17.

We then run the emulations with the same parameters but
with a 64QAM symbol alphabet and a convolutional coding

FIGURE 16. Overtaking scenario: Time-variant PER γ obtained by
emulating the measured channel (1,3), and the estimated mean PER (γ̄ ′),
maxima (γ ′

max), and minima (γ ′

min) of PERs obtained from emulating
100 simulation runs. The used modulation is QPSK with a convolutional
coding rate of 1/2.

FIGURE 17. Cumulative distribution functions of ratios between PER γ [k],
obtained from emulating measured frequency responses, and the
estimated mean PER γ̄ ′ , obtained from emulating simulated frequency
responses, for both used modulation schemes.

FIGURE 18. Overtaking scenario: Time-variant PER γ obtained by
emulating the measured channel (1,3), and the estimated mean PER (γ̄ ′),
maxima (γ ′

max), and minima (γ ′

min) of PERs obtained from emulating
100 simulation runs. The used modulation is 64QAM with a convolutional
coding rate of 3/4.

rate of 3/4. The result is presented in Fig. 18 where the
PER γ [k] obtained from measurement data falls between
the γ ′min[k] and the γ ′max[k] in 98% of the emulated time,
showing an excellent match of our model for more complex
modulation schemes. As shown in Fig. 17, the offset ratio in
case of 64QAM is found to be between 0.27 and 2 for 90%
of the values of the analyzed interval.
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This shows that our channel model is suitable for thorough
testing of vehicular communication hardware and software in
urban scenarios that include large vehicles.

VI. CONCLUSION
In this paper we have presented the results of the first ever
multi-node vehicular wireless channel sounding measure-
ment campaign. We use our custom-made AIT multi-node
channel sounder [10] in two urban scenarios with a large
vehicle obstruction, to simultaneously collect time-variant
frequency responses of three vehicular wireless communica-
tion channels. We analyze and compare time-variant statistics
of the measured links in an overtaking scenario and an inter-
section scenario to obtain new insights into the impact of large
obstructing vehicles on vehicular communication channels.

In the analyzed scenarios the obstructing bus increases
the RMS delay spread and RMS Doppler spread by more
than 200 ns and 100Hz, respectively, compared to the unob-
structed link.

The measurement data is used to calibrate a small set
of scatterer distribution parameters of the GSCM. Publicly
available OpenStreetMap data is used to build the model
geometry. We parameterize the path loss caused by the
obstructing vehicle and define criteria for modeling obstruct-
ing vehicle reflection points, while keeping the added model
complexity low. The scenario simulations of the model show
an excellent match when compared to the measured links,
both qualitatively and quantitatively.

The estimated mean second-order statistics obtained from
the simulations show less than 3.6 dB offset from the mea-
sured path loss and 78 ns and 52Hz offset from the measured
RMS delay spread and RMSDoppler spread, respectively, for
80% of the samples.

The measured and simulated frequency responses enable
us to obtain high resolution time-variant PERs by using a
HiL setup with our AIT channel emulator [31]. We used the
obtained PERs to show the consistency of themodel quality at
the link-level for different modulation parameters. The PER
obtained from emulating the measured frequency responses
falls within theminima andmaxima bounds of PERs obtained
from emulating frequency responses of 100 simulation runs
86% of the time when using QPSK and 98% of the time in
the case of 64QAM, showing a consistently excellent match
of our model at the link-level.

APPENDIX A
WIRELESS CHANNEL CHARACTERIZATION
The underlying fading process in rapidly time-varying wire-
less channels, such as the ones in vehicular communications,
is non-stationary and its statistical characterization is only
valid for a limited stationarity region [35], [36]. A station-
arity region is a spatial region where we assume the process
to be weak stationary and we further assume uncorrelated
scattering. We use the local scattering function (LSF) [35] to
estimate the scattering function locally for each stationarity
region. The LSF is calculated from the recorded frequency

responses for eachM ×N sample sized stationarity region as
a multi-taper estimate [37] of the scattering function. Since
we use time to index measurement data samples, we use
k to index the time interval during which a node covers a
stationarity region. The LSF is obtained as in [36]:

Ĉ(a,b)[k; n, p] =
1
IJ

IJ−1∑
w=0

|H(Gw)
(a,b)[k; n, p]|

2, (4)

with the stationarity region length of Tstat, taking M =

Tstat/Tsys samples in time, and taking all the available N = Q
samples in frequency [38]. The corresponding resolution in
the delay domain is thus 1τ = 1/B and the resolution in
the Doppler domain is 1ν = 1/Tstat. To index the rela-
tive time sample of each stationarity region we use m′ ∈
{−M/2, . . . ,M/2 − 1} which relates to the absolute time
index as m = M/2(2k − 1)+ m′ + 1.
The windowed time-variant frequency response of each

linkH(Gw)
(a,b) is defined as

H(Gw)
(a,b)[k; n, p] =

M/2−1∑
m′=−M/2

N−1∑
q=0

g(a,b)[m′ − k, q− k]

×Gw[m′, q]e−j2π(pm
′
−nq), (5)

with n ∈ {0, . . . ,N − 1} and p ∈ {−M/2, . . . ,M/2 − 1}
denoting discrete delay and Doppler shift, respectively.
The window function Gw[m′, q] = ui[m′ + M/2]ũj[q +
N/2] uses band-limited discrete prolate spheroidal (DPS)
sequences [34] ui, indexed by i ∈ {0, . . . , I − 1}, and uj,
indexed by j ∈ {0, . . . , J−1}, whilew = iJ+j and I = J = 3
as in [39].

The time-variant PDP and DSD are used to describe the
time-variant second-order statistics of the channel. They are
given as the marginals with respect to Doppler

P̂τ ; (a,b)[k; n] =
1
M

M/2−1∑
p=−M/2

Ĉ(a,b)[k; n, p], (6)

and delay

P̂ν; (a,b)[k; p] =
1
N

N−1∑
n=0

Ĉ(a,b)[k; n, p]. (7)

The RMS delay spread and RMS Doppler spread are used
to describe delay and Doppler dispersion, of the wireless
channel for stationarity region k . The RMS delay spread is
computed as the second central moment

στ ; (a,b)[k] =

√√√√√√√√
N−1∑
n=0

(nτs)2P̂τ ; (a,b)[k; n]

N−1∑
n=0

P̂τ ; (a,b)[k; n]

− τ̄(a,b)[k]2, (8)
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where

τ̄(a,b)[k] =

N−1∑
n=0

(nτs)P̂τ ; (a,b)[k; n]

N−1∑
n=0

P̂τ ; (a,b)[k; n]

, (9)

is the mean delay.
The RMS Doppler spread is calculated as

σν; (a,b)[k]=

√√√√√√√√√
M/2−1∑
p=−M/2

(pνs)2P̂ν; (a,b)[k; p]

M/2−1∑
p=−M/2

P̂ν; (a,b)[k; p]

−ν̄(a,b)[k]2,

(10)

where

ν̄(a,b)[k] =

M/2−1∑
p=−M/2

(pνs)P̂ν; (a,b)[k; p]

M/2−1∑
p=−M/2

P̂ν; (a,b)[k; p]

, (11)

is the mean Doppler shift.
In calculating (8) and (10) we only consider the compo-

nents of the PDP and the DSD that fulfill a power threshold
criterion [40]. This way we omit spurious noise components
up to 5 dB above the noise floor and weak components that
are more than 40 dB below the instantaneous peak value due
to receiver sensitivity limitations.

APPENDIX B
INTERPOLATION OF CHANNEL MEASUREMENT DATA
Channel sounding measurement data is typically acquired
with a sampling time Ts, chosen according to the maximum
Doppler bandwidth. For channel emulation the convolution
of the input signal with the channel impulse response needs
to be computed, where the channel impulse response must
be provided with sampling time Te = 1/Be defined by the
system bandwidth Be. Typically, Ts � Te while the sampling
distance in frequency for the measurements Fs and emulation
Fe are in a similar range.
Hence, in this appendix we describe an efficient inter-

polation approach for the above described problem setting.
We assume that the parameters Ts, Te, Fs, and Fe are appro-
priately scaled integer numbers. For the interpolation we need
to find suitable intermediate sample spacings in time Ti and
frequency Fi that are largest common divisors, fulfilling

Ts/Ti = rt,s, Te/Ti = rt,e (12)

and

Fs/Fi = rf,s, Fe/Fi = rf,e (13)

with {rt,s, rt,e, rf,s, rf,e} ∈ N.

We want to obtain an estimate of the sampled frequency
responses on the interpolation time frequency grid

g[m, q] = g(mTi, ϕ(q)Fi) (14)

from subsampled noisy measurements obtained with sam-
pling time Ts and with sampling distance in frequency Fs.
Here, g(t, f ) denotes the time-variant channel frequency of
the physical propagation channel including the effects of
the transmitter and receiver filters, m is the discrete time
index and q the discrete frequency index of the interpo-
lated channel frequency response. The function ϕ(q) =
((q + Ni/2 mod Ni) − Ni/2) maps the subcarrier index q ∈
{0, . . . ,Ni − 1} onto the discrete frequency index ϕ(q) ∈
{−Ni/2, . . . , 0, . . . ,Ni/2− 1}.
Equation (14) is defined for the region I in time and

frequency, given by the Cartesian product

I = I t × I f = [0, . . . ,Mi − 1]× [0, . . . ,Ni − 1], (15)

where Mi = (Ms + 21)rt,s denotes the number of samples
in time and Ni = Nsrf,s the number of samples in frequency
after interpolation. The number of measurement samples in
time and frequency are denoted by Ms and Ns, respectively.
We overlap the time frequency regions by 1 samples to
compensate for the increased estimation variance at the block
boundaries, see [41, (32)].

The noisy measurements, obtained by channel sounding,
are indexed by m′ in time and q′ in frequency,

y[m′rt,s, q′rf,s] = g(m′Ts, q′Fs)+ z(m′Ts, q′Fs)

= g[m′rt,s, q′rf,s]+ z[m′rt,s, q′rf,s], (16)

with Ts = Tirt,s sample spacing in time, Fs = Firf,s sample
spacing in frequency, m′ ∈ {0, . . . ,Ms + 21} and q′ ∈
{0, . . . ,Ns + 21}. Additive complex white noise is denoted
by z[m, q] with E[z] = 0 and Var[z] = σ 2.

For the interpolation we assume amaximum relative veloc-
ity vmax and a maximum time delay τmax. It follows that the
frequency response g[m, q] is band-limited to the region

W = W t
×W f

= [−νmax, νmax]× [0, θmax], (17)

with the one sided maximum normalized Doppler bandwidth
νmax = Tifcvmax/c0, where fc is the carrier frequency and c0
denotes the speed of light. The maximum normalized delay
θmax = Fiτmax.

With these assumptions g[m, q] can be estimated using a
projection on a two-dimensional DPS subspace as explained
in [42], [43] for the case of pilot based channel estimation.
We will adapt the notation of [42] for the interpolation prob-
lem in this appendix.

Modifying [42, (20)] we obtain

y[m, q] =
( Dt−1∑
`=0

Df−1∑
k=0

u`[m,Wt ,Mi]

· uk [ϕ(q)+
Ni

2
,Wf ,Ni]ψ`,k

)
+ z[m, q]. (18)
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where u`[m,W,M ] denotes the generalized DPS sequences
time-limited to m ∈ {0, . . . ,M} and band-limited to the
region W . Please see [42, (14)-(17)] for the detailed defi-
nition of generalized DPS sequences. The DPS coefficients
are denoted by ψ`,k , the time domain subspace dimension is
denoted byDt and the frequency domain subspace dimension
by Df , respectively.
For the purpose of estimating the DPS coefficients ψi,k we

rewrite (18) in matrix vector notation as follows. We collect
the coefficient ψi,k in the vector

Eψ = [ EψT
0 , . . . ,

EψT
Dt−1]

T
∈ CDtDf , (19)

where

Eψ` = [ψ`,0, . . . , ψ`,Df−1]
T. (20)

We define the observation vector

Ey = [y[0, 0], . . . , y[0,Ni − 1], . . . ,

× y[Mi − 1, 0], . . . , y[Mi − 1,Ni − 1]]T ∈ CMiNi ,

(21)

and similarly we define vector Eg containing the channel
frequency response samples g[m, q] and the noise vector Ez
containing the noise values z[m, q].
We define the vector

Ef [m,Wt ,Mi] = [u0[m,Wt ,Mi], . . . , uDt−1[m,Wt ,Mi]]T

(22)

containing the elements of the generalized DPS basis
sequences for a given time index m. Finally, we define the
MiNi × DtDf matrix

EDDD =



Ef [0,Wt ,Mi]T ⊗ Ef [ϕ(0)+
Ni

2
,Wf ,Ni]T

...

Ef [Mi − 1,Wt ,Mi]T ⊗ Ef [ϕ(0)+
Ni

2
,Wf ,Ni]T

...

...

Ef [0,Wt ,Mi]T ⊗ Ef [ϕ(Ni − 1)+
Ni

2
,Wf ,Ni]T

...

Ef [Mi − 1,Wt ,Mi]T ⊗ Ef [ϕ(Ni − 1)+
Ni

2
,Wf ,Ni]T


(23)

allowing to write the signal model for estimating the general-
ized DPS coefficient vector Eψ as

Ey = EDDD Eψ + Ez, (24)

and their least square estimate as

Ê
ψ =

(
EDDDH

diag(Ed) EDDD
)−1
EDDDH︸ ︷︷ ︸

EAH

Ey = EAHEy, (25)

where Ed = Eα⊗ Eβ is an indicator vector for the sampling grid
with elements αk = γ (k, rt,s) and βk = γ (k, rf,s) where

γ (k, r) =

{
1 for k mod r = 0;
0 otherwise.

(26)

Please note that the matrix inversion in (25) is only of
dimension DtDf × DtDf and EA can be precomputed. For
reconstruction on the emulator time frequency grid defined
by Te and Fe we use

g[m′′, q′′]=
[
Ef [m′′rt,e,Wt ,Mi]T ⊗ Ef [ϕ(q′′rf ,e),

× Wf ,Ni]T
]
Eψ, (27)

with q′′ ∈ {0, . . . ,Ne} andm′′ ∈ {1rt,s, . . . , (M+1)rt,s−1}.
For the numerical implementation we use the parameters

depicted in Table 6.

TABLE 6. Numerical implementation parameters.
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