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ABSTRACT Aiming at the problems of illumination changes, target deformation and background clutter
in the target tracking field, a visual tracking algorithm based on peak sidelobe ratio is proposed. The
object-interference model is used to represent the target appearance model, and context information is added
to the relevant filtering framework. Training the filter internally to enhance the ability of filter discrimination.
In the model update process, it is easier to introduce samples that cannot characterize the target, and
use peak sidelobe comparison to update the tracking parameters, which can enhance the generalization
ability of the model. Tested with some classic and recently algorithms in the OTB50, OTB100, UAV123,
TC128 experimental video data set, the experiment’ results show that the visual tracking algorithm that is
proposed in the article can track the target more accurately. It has important research on the development of

intelligent video surveillance value.

INDEX TERMS Target tracking, machine vision, correlation filter, peak sidelobe ratio.

I. INTRODUCTION

In recent years, people innovated a lot of things, and computer
vision technology has continued to develop, and the problem
of target tracking has become more significant and it is the
basis in the field of vision. A large number of scholars in
this direction have conducted research and made substantial
progress, but there are still many problems that need to be
further improved. For example, problems such as the target
being occluded, the target scale change, the target being
partially or completely occluded, the illumination change in
the object, and the background clutter in the tracking process
could cause the target tracking failure.

Video target tracking usually obtains a target motion model
based on the background and target information in the frame
sequence. After a series of processing, it predicts the target’s
position, size, shape, trajectory and other behavior states
in the video, which is the target behavior. The foundation
for advanced tasks such as understanding and analysis and
behavior prediction. Target tracking also has comprehensive
application value in traffic flow monitoring [1], robots [2],
human-computer interaction [3], autonomous driving [4],
medical diagnosis [5], etc. It is a variety of intelligent systems
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that can play different roles. It is an indispensable part of
the process, but there is still much room for improvement in
tracking the target object in a complex environment to achieve
the accuracy and success rate requirements. Therefore, it is
vital to study a visual target tracking algorithm that takes into
account tracking speed and accuracy.

Traditional target tracking algorithms include particle filter
method [6], EKF interactive multi-model algorithm [7], mean
shift method [8], Struck method [9] and so on. And now, with
the development of two main ways that include deep learning
frameworks and related filtering frameworks, current track-
ing methods mainly adopt regression and classification mod-
els for research, mainly discriminant methods [10]. Using
strong generalization and characteriza-tion capabilities, deep
learning models have received more and more attention, and
many algorithms based on neural networks with excellent
performance have been proposed one after another. For exam-
ple, STCT [11] based on early neural network, SINT [12]
based on main network. Deep features are used in many
trackers. These trackers can deal with complex problems and
track object easily [13]-[15]. Ma et al proposed HCFT [16]
method and the method improved system performance based
on the correlation filter and used the convolutional features.
Correlation filtering methods are also popular and it has a fast
speed.
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The correlation filtering method regards the process of per-
forming correlation filtering operations on the image region
of interest to obtain the result as the process of target tracking,
which has certain advantages in terms of speed and accuracy.
In 2010, Henriques et al. [17] proposed the MOSSE method,
the processing speed reached 669fps, but the accuracy was
not very good. The CSK algorithm [18] added a regular term
on the basis of the MOSSE algorithm, proposed the concept
of a classifier, and improved the accuracy. The subsequent
KCF [19] algorithm reached 172 fps in terms of speed, which
fully met the requirements of real-time performance, and
achieved good results in terms of accuracy. It has become a
popular algorithm in the field of target tracking and has been
used by a large number of scholars for algorithm comparison
and improvement.

As stated in the convolution theorem, the multiplication of
the elements in the Fourier domain corresponds to the corre-
lation in time domain. Recently, CF is researched by a large
number of scholars [20]. Sui ez al. [21] proposed a new track-
ing algorithm that could enhance the performance of identify-
ing the peak of the correlation response. Yan et al. [22] used
multi-channel HOG features to track small object. And they
combined two responses to achieve accuracy. Yuan et al. [23]
proposed a target-focusing convolutional regress-ion model
to complicated situations and achieved better performance.
Moreover, Yuan et al. [24] used multiple features to build
the target model for object tracking to deal with the tracking
accuracy problem caused by a single feature. Zhang et al. [25]
combined the texture features and color features to perform
optimal similarity matching. And they proposed scale nor-
malization to track in the candidate frames. Xiong et al. [26]
proposed a rotation parameter estimation and target scale
method and it could deal with problems caused by long-term
target tracking. When the object was lost, the method started
to determine the possible position of the target in the current
frame. Joakim Johnander et al. proposed DCCO [27], which
regularized the sub-filter locations with an affine deformation
model to avoid over-fitting. And the method improved the
performance in challenging situations.

Nan et al. [28] combined spatial reliabilities of samples
and the time regularization with the channel for the first
time. And they used ADMM to solve calculation problem.
Qi e al. [29] proposed a multi-cue CPF for short visual tracker
and combined the correlation filter and particle filter to prove
the tracker’s effectiveness. Yuan et al. [30] matched current
frames and previous frames and added a motion detection
algorithm to correlation filter tracking. It has greatly advan-
tage for fast motion scenes.

The hybrid between CF and CNN trackers had great perfor-
mance in target tracking. CFNet [31] used convl, conv2 and
conv5 in the proposed algorithm framework to compare
the performance differences, and concluded that CFNet-
Conv2 was more suitable for completing the tracking task.
Danelljan M et al proposed the ECO tracker [32], which
used factorized convolution operator to reduce the dimen-
sions of HOG, CN and CNN. They also reduced the training
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parameters, thereby effectively reducing the computational
complexity. ECO+ [14] changed the cha-racteristic network
to ResNet-50 and divided into shallow features and deep
features to get the great result.

The new CNN-based trackers also had high accuracy to
track target. Faster R-CNN [33] introduced a RPN that simul-
taneously predicted object bounds and objectness scores at
each position. Wang et al. proposed the SiamMask [34] and
they replaced the shallow network AlexNet that extracted
features with the deeper network ResNet, and added a mask
branch to RPN in parallel to further improve the accuracy
of tracking. Siam R-CNN [35] was introduced as a Siamese
two-stage full-image redetection architecture with a Tracklet
Dynamic Programming Algorithm. And it showed strong
results for long-term tracking.

Our main contributions are as follows:

1) The color feature and HOG feature are combined to

extract features of the target.

2) Adds contextual information and assign it to the tracker
in the learning phase and enhances the discriminative
ability of the filter.

3) Use the peak sidelobe ratio in the object template
update process to improve the ability of related filtering
algorithms to deal with tracking problems and achieve
the goal of track accurately.

Il. RELATE WORKS

Correlation filter has good tracking performance and it is an
efficient tracking method. We used CF as our basic frame-
work to track object. Our method can well deal with tracking
scenes. In the following, we will briefly review some workers
related to our algorithm.

A. CORRELATION FILTER TRACKER
Correlation filter trackers have got a lot of attention due
to their rapid speed and performance. MOSSE tracker used
gray feature to build the target model, and the speed was
very fast. It was the pioneer of correlation filter tracker.
Li and Zhu proposed the SAMF tracker [36] and added the
scaling pool which calculated the target scale by matching
the features of seven scales. Then, KCF tracker used HOG
feature and correlation filters in a kernel space. And it adopted
a circulant matrix to train the target sample and solved the
problem of insufficient samples. But boundary effects were
produced due to the cyclic shift operation of the target sample,
Danneljan et al. [37] proposed spatial regularization to solve
the problem. Bertinetto et al. [38] combined HOG feature and
global color histogram to build Staple tracker, it developed the
inherent structure of each patch by maintaining two indepen-
dent regression questions and was inherently robust to both
deformations and color changes. The tracker’s calculation
efficiency and accuracy had been significantly improved, and
the frame rate had reached S8OFPS.

With the rapid development of deep learning, many cor-
related filter trackers that combined deep convolution fea-
tures had emerged. Based on the KCF, [39] introduced rich

105319



IEEE Access

Y. Cui, H. Ren: Research on Visual Tracking Algorithm Based on Peak Sidelobe Ratio

hierarchical convolution features in the correlation filtering
framework for visual tracking. It used specific three-layer
features trained on ImageNet to replace the original HOG
features for modeling.

B. OBJECT MODEL UPDATE
Object model update plays an important role in target tracking
and it largely affects the quality of the tracking algorithm.
Generally, it is impossible for the target to maintain the same
posture in the video frame sequence. There will be various sit-
uations in the target update. For example, Illumination Vari-
ation, Occlusion, Background Clutters and so on. Therefore,
adopting simple update methods are often inaccurate. Many
researchers have proposed a large number of algorithms to
optimize the above interference factors, and achieving good
tracking results in specific image sequences. Wang et al. pro-
posed LMCEF [36] tracker and introduced the speed advantage
of correlation filter. They used structure SVM as a classifier,
and used online update method. While taking into account the
accuracy, the calculation efficiency was greatly accelerated.
Recently, DPT [40] used iterative direct method for effi-
cient optimization and constrained the geometric features and
visual to a convex cost function. The tracker used bottom-up
update to achieve goal tracking. Fan et al. [41] proposed
adaptive and complementary correlation filter to achieved
relative high tracking speeds. Ping et al. [42] used APCE and
the response peak to update object model. Once the tracking
failed, the algorithm would quickly make a judgment. The
tracker had achieved good tracking results and solved the
long-term object tracking problem in complex scenes.

Ill. ALGORITHM DESIGN
In this section, we will introduce our tracker in detail. The
overall framework is shown in the Fig.2.

A. OBJECT-INTERFERENCE MODEL

The color feature has achieved good tracking results in the
scenes of target rotation, translation changes and background
clutter, which is reflected in the DAT [43] tracker. This article
partly shows that the target model of interest is in the form of
a color histogram, and a Bayesian classifier is used to judge
the target position on the input frame.

The target area of interest is defined as R € {«a, 8} in
the search stage, where « is the target area, and § is the
interference area. For the object pixel x € O, applying
Bayesian rule to obtain the object likelihood at position X is

P(cylx € ®)P(x € a) )
Zye{a,ﬂ} P(cx|x € y)P(x € y)

Among them, the input picture is I. Where ¢, is the his-
togram corresponding to the interval of x in the color his-
togram H on the image area R. The foreground histogram
model is represented by H!, and the background histogram
model is represented by H é We use the probability of the
color histogram to estimate the likelihood term, namely:

P(cxlx € &) ~ Hl(cy)/ lal )

P(x € Ola, B, cx) =
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P(cy|x € B) ~ Hp(cx)/ |B] 3)
P(x € @) = lal /(Ja| + |B]) €

Therefore, the probability simplification of x € O (belong-
ing to the object area) in the input picture I and (1) establishes
the object-interference model as

P(x € Ola, B, cx)

O if 1(x) € (@ U B)
— 1 Hi(eo) + H(ey) ®)

0.5 otherwise.

The object-interference model is shown in Figure 1. In the
formula, the value of the invisible pixels is set to 0.5 in the
image. Equation (5) can be used to calculate the likelihood
probability by looking up the table to obtain a color probabil-
ity map that separate goals and distracting factors.

The object-interference model is established by extract-
ing color features, and the color features are prone to
tracking drift phenomenon under illumination changes. The
interference model is not contributing to the illumination
changes. The illumination changes occur in the video frame
scene.

FIGURE 1. Object-interference model. The green area is object model and
the red area is interference model.

B. KERNELIZED CORRELATION FILTERS

CACF [44] provides a framework for the correlation filter
tracker, which adds contextual information and assign it to the
tracker in the learning phase, and enhances the discriminative
ability of the filter.

Inspired by CACF, Q context image blocks b; € R" and tar-
get image blocks by € R" are sampled by uniform sampling
around the target on each input image sequence. The circulant
matrices formed by them are B; and By. The contextual image
blocks are negative samples, and they allow the filter to better
distinguish the context that is about to become an occluder or
background. We want to learn a filter 7 € R" that is close
to zero in the context information. To the target image block,
it has a high response. The filter obtained is in accordance
with the decomposition strategy of the CACF article to reduce
the complexity of the system. Therefore, we propose the filter
model as

. 0
min |Boh — yI3 + 81 A5 +82 3~ 1Bkl (6)
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In the formula, h is expressed as a correlation filter. The
regression target y is a 2D Gaussian vectorized image, and
81 and &, are parameters.

In this paper, the features are HOG features and color fea-
tures, so (6) is used in the original domain for multi-channel
features and a joint filter h is learned, so that the dimension
of all features is m, and the multi-channel original objective
function is constructed as

() = [|ICh =513 + & |IAl3 (7
- 5,
V8B4
C= : )
| V/82By
[y
0
y=1. )
_0

And C e R&+Dnxmm o o new data matrix, which is
obtained by stacking the target image on the context image
block. The new regression target y € R*TD" is connected
with zero.

Since the f(h) function is convex, use the method of setting
the gradient to zero to minimize it, and get

h=CTc+8n7'CTy (10)

Diagonalize the new data matrix to get

Dy cvo Dy dl'ag(/b\& o))
h=| . : (11)
Dui -+ Dpum diag(/b\(”;m oY)
In the formula, © is the dot product of the elements.
Each feature dimension /,v € {l,---,m} in the target

image block and the context image block is represented by
ao; and ay,, respectively. The role of diag is to extract the
diagonal elements of the matrix. A is the Fourier transform,
and * represents the conjugate operation.

o
Dy = diag(bly; © boj + 52 ZE”} O byj) + 811

2 (12)
Dlv = diag(/l;& @ZOV + 82 Z/I;;kl G/b\iv)vj 7& l

i=1

C. DETECTION PHASE

The learned filter 7 is convolved with the image block z in the
next frame in the video frame, where Z is the cyclic matrix.

Sy, =Zh (13)
The above convolution operation can be simplified to
Sp=20h (14)

In the above formula, the image block z and the learned
filter are both m-dimensional.
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Calculate the sum of the pixel probabilities in the color
probability map that are equal to the object size rectangle in
the video frame, and set the length of the rectangle as a and
the width as e. The response of color histogram is:

Spp =, w+J(r+au+e)—Jr+a,u)
—J(r,u—+e)) (15)
Jpape) = Y. 1(pai.per) (16)

Pal =Pa:Pel =Pe

In (15), Sp2 represents the response of color histogram.
And (r,u) is the upper left corner of the rectangular box.
The response of color histogram can be easily obtained by
looking up the four-fold integral graph on the probability
graph. Integral map J(p,, p.) is the sum of all pixel values
I(pa1, pe1) in the upper left corner of rectangular position
(Pas Pe)-

Integrate the color feature response and the HOG feature
response, and set the fusion factor to 1 get the final response
score as

Sp3 = (1 = mSp1 + nSp2 a7

D. UPDATE STRATEGY

In target tracking algorithms, most discriminant tracking
algorithms use linear interpolation for the template update
problem. This method generally uses a fixed learning rate,
and the learning rate is difficult to select. A small error
will cause tracking drift for long-term tracking. Inspired by
the article [45], an adaptive update strategy based on the
peak sidelobe ratio is used to update the object-interference
model as

HY (e = (1= pmHL(c)-1) + pnHL (e (18)
Hj(co)ay = (1= pmHp(c)a—1) + pnHp(e) o (19)

n= - uliel,2, -, nl) 20)
max

Q—w
Moo= 2D

In the above formula, p is the learning factor, and t is the
current number of frames. 7 is the relative weight of the target
change. u; is the peak sidelobe ratio. ¢, w, K is the peak
value, mean value and variance of the region with the size
of 11 x 11 and the peak value of the confidence map as the
center. The model parameter adopts the relative deviation of
the target confidence of an adjacent video frames, and uses
the relative deviation as a metric for adaptive updating.

In the article, first use the PSR value of the final position
response map of the current frame to determine whether
the target has tracking drift and occlusion. And use PSR to
re-determine the update rate of the model.

. |o025 PSR >T o)
P"Zo PSR<T

In (22), p* is the new learning factor. Through a lot of
experimental operations, we found that the PSR value of the
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target during normal movement exceeds 7. In this situation,
replacing p in the previous frame in (18) and (19) with the
new learning factor p*, and use it in the next array. And when
the PSR value is less than 7, the target may track drift and
occlusion and we keep the target template information of the
previous frame to adaptively update the model. So, the value
of T is 7 to effectively update the object model.

E. ALGORITHM DESCRIPTION

According to the above theoretical derivation and formula
analysis, the tracking algorithm flow is shown in Figure 2.
First initialize the target, start to input the video frame, and in
the current frame extract the color feature and HOG feature,
construct the feature model and calculate the response of
the two models, use (17) to obtain the final response score,
and the predict target position use maximum value. And the
established model is updated by an adaptive update strategy
that is based on the peak sidelobe ratio. After the update is
completed, the next frame operation is performed until all the
video frame sequences are tracked to the target.

Initialize the target

Input video frames

L 1

Extract color features and bulid
object-interference model

l l

Calculate the color histogram
response

‘ Calculate the fusion response
score using (17)

Extract HOG features

Calculate the corresponding response

Set the largest comprehensive
response score as the predicted
target position

Update target model by using
peak sidelobe ratio

The last frame?

FIGURE 2. The tracking algorithm flow.

IV. EXPERIMENTS

A. IMPLEMENTATION DETAILS

The visual tracking algorithm based on peak sidelobe ratio
proposed in this paper uses an object-interference model and
a kernel-related filter to deal with target deformation and
occlusion problem. In order to verify the proposed algo-
rithm’s effectiveness, it is compared with tracking algorithms.
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The experimental platform is simulated on Matlab R2014a,
and the experimental environment is Intel(R) Core (TM)
15-8265U CPU @ 1.6GHz 1.8GHz. To ensure the accu-
racy of the experiment, we use OTB50 [46], OTB100 [47],
UAV123 [48] and TC128 [49] for testing.

We use the success rate curve and the one-time evaluation
precision curve for analysis. The algorithm proposed in this
paper is represented by Prol. The tracker follows the setting
in CACF. It is better than the KCF algorithm using HOG
feature alone.

B. RESULTS ON OTB50

OTB50 contains 49 challenging video sequences, it is manu-
ally tagged with 11 attributes that infect different problems,
including occlusion (OCC), scale variation (SV), motion
blur (MB), illumination variation (IV), deformation (DEF),
background clutter (BC), fast motion (FM), in-plane rotation
(IPR), out-of-plane rotation (OPR), low resolution (LR), out-
of-view (OV), which are shown in Table 1. We compared
prol with other five algorithms on OTB50. The algorithms
are KCF, SAMF_AT [50], MOSSE_CA [44], DCF_CA [44],
and KCF_SC [51].

The results on OTB50 are shown in Figure 3. It can be
learned from the success rate graph that the algorithm has
a success rate of 67.5% when the overlap rate threshold is
[0, 1], which is much better than other algorithms. From
the one-time evaluation accuracy curve, it can be concluded
that the accuracy of the algorithm proposed in this paper is
74.9%. In order to clearly see the comparison between this
algorithm and other algorithms, Table 2 lists the success rate
and accuracy of various algorithms in the sequence. And we
add ECO to compare with various algorithms.

Success plots of OPE

[=="rro1[0675]
SAMF AT[0591] | | 08
%4 DCF_CA[0545]
~ —KCF_SG [0.535] 57
~
= = KCF [0.445]
~ MOSSE _GA 0.390]
~ ]

Precision plots of OPE

s PRO1 [0.749)
KCF_sc(o7o7) I

Success rate
/7
Precision

o 02 04 o6 o8 i o
Overlap threshold

o 10 20 30 a0 50
Location error threshold

FIGURE 3. Success plots of OPE and precision plots of OPE of six trackers
on OTB50.

Compared with the SAMF_AT algorithm, our method
improves the success rate by 8.4% and precision by 5.9%,
which illustrates the superiority of the algorithm in this paper.

C. RESULTS ON OTB100

OTB100 contains 98 challenging video sequences and it has
a total of 100 test scenarios. The sequences are manually
tagged with 11 attributes that infect different problems. Each
attribute is a problem that needs to be solved in target track-
ing. It contains occlusion (OCC), scale variation (SV), motion
blur (MB), illumination variation (IV), deformation (DEF),
background clutter (BC), fast motion (FM), in-plane rotation

VOLUME 9, 2021



Y. Cui, H. Ren: Research on Visual Tracking Algorithm Based on Peak Sidelobe Ratio

IEEE Access

TABLE 1. Part of challenging video sequences with 11 attributes.

Sequence OCC NY% MB v DEF BC M IPR OPR LR oV
Biker v v v v v v v
Bolt v v v
Carl v v v v
CarDark
Liquor v v v v v v
Girl v
Deer v v v v
Shaking v v
MotorRolling v v v v v
Walking20 v v
Sylvester v
Soccer v v v v v

TABLE 2. Performance comparison of various algorithms on OTB50. 1
means bigger is better.

Tracker OTBS0
Success T Precision T

PRO1 0.675 0.749
KCF 0.445 0.599
KCF_SC 0.535 0.707
SAMF AT 0.591 0.690
DCF_CA 0.545 0.704
MOSSE_CA 0.390 0.459
ECO 0.668 0.716

(IPR), out-of-plane rotation (OPR), low resolution (LR), out-
of-view (OV).

The results on OTB100 are shown in Figure 4. We eval-
uated PRO1 and five correlation filtering algorithms. The
success plots of OPE and precision plots of OPE are shown
that the proposed algorithm’s performance has been sig-
nificantly improved. We compared the trackers including
KCF, SAMF_AT [50], MOSSE_CA [44], DCF_CA [44], and
KCF_SC [51] on the challenging video sequences. In order to
clearly see the comparison between this algorithm and other
algorithms, Table 3 lists the success rate and accuracy of
various algorithms in the sequence. And we add ECO and
DCCO to compare with various algorithms.

Compared with the second-placed tracker ECO, our
method improves the success rate by 5% and precision by
0.7%, which illustrates the superiority of the algorithm in this
paper.

Figure 5 chooses 3 out of 100 sequences with more com-
plex sequences, and compares the algorithm proposed in
this paper with the five algorithms proposed by previous
researchers. The KCF algorithm uses the circulant matrix and
the fast calculation results of the Fourier transform, and the
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Success plots of OPE Precision plots of OPE

——PRO1(0.748]
SAMF_AT[0.674] | |
= = KCF_SC[0.605]
= DCF_CA[0.567] o7
= KCF [0553]
MOSSE_CA[0.4%9] | |

—PRO1 (0801 &
= SAMF_AT [0.787] st
> x5 KCF_SC(0.772]

w— DCF_CA [0.742) |
{w—= KCF [0.693]
MOSSE_CA [0.593] | |

Success rate
Precision

o 02 04 06 08 1 [y

Overlap threshold 0 ° 2 * “ =

Location error threshold

FIGURE 4. Success plots of OPE and precision plots of OPE of six trackers
on OTB100.

TABLE 3. Performance comparison of various algorithms on OTB100. ¢t
means bigger is better.

Tracker OTB100
Success T Precision T

PRO1 0.748 0.801
KCF 0.553 0.693
KCF_SC 0.605 0.772
SAMF AT 0.674 0.787
DCF CA 0.597 0.742
MOSSE CA 0.499 0.593
ECO 0.698 0.794
DCCO 0.690 0.595

speed is very fast, up to 172FPS, and it has a good tracking
effect on occlusion and deformation.

In Figure 5(a), the target is deformed. The algorithm in
this paper quickly tracks the target at the beginning, and
KCF, MOSSE_CA tracking algorithms have tracking drift.
After the 244 frames of the sequence where the athletes
cross the line, the proposed tracking algorithm and KCF_SC,
DCF_CA, SAMF_AT algorithms can track target well. And
other algorithms have deviated from the object, causing track-
ing failure. In bolt sequence, the proposed algorithm tracked
the target well in fast motion and target deformation.
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——— SAMF_AT —— KCF_SC

e DCF_CA KCF

o= MOSSE_CA

FIGURE 5. (a) Bolt sequence (b) singer2 sequence (c) shaking sequence. Comparison PRO1 and SAMF_AT, DCF_CA, KCF_SC, KCF, MOSSE_CA on OTB100.

In Figure 5(b), a singer occurs in the scene and the illu-
mination changes. The singer is dancing on the stage, his
body is constantly deforming, and the big screen behind him
is constantly playing different videos. The background is
very messy. The tracking algorithm proposed in the article
can track the target well. As time goes by, at 344 frames,
the SAMF_AT algorithm and MOSSE_CA algorithm have
failed to track the object, showing the superiority of the
algorithm in this paper.

In Figure 5(c), the target of interest in the video is a
person holding a guitar, and the lighting in the scene has
changed significantly. At the beginning of the video frame,
the MOSSE_CA algorithm has deviated from the target, other
algorithms can track correctly. The band in the scene has
many people and equipment, which affects the algorithm to
accurately track the target. At the 196th frame, the lighting
is relatively strong. The proposed tracker in this paper has
good robustness to illumination. At the end frame, only the
PRO1 and KCF can track the target.

Figure 6 is a comparison of the deformation scene and
illumination scene in the tracking challenge between the
PROI and the state-of-the-art algorithm. The peak sidelobe
ratio is used in the article to update the model. The algorithm
has obvious advantages and can easily cope with challenges.
The accuracy of the two scenarios reaches 0.764 and 0.759
respectively.

D. RESULTS ON UAV123

UAV 123 contains 91 videos, which has 123 short sequences
and the characteristic is that the background is clean and the
viewing angle changes a lot. The sequences are a dataset of
special scenes, and are all shot with drones.

The results on UAV123 are shown in Figure 7. We eval-
uated PRO1 and five correlation filtering algorithms.
We compared the trackers including KCF, SAMF_AT [50],
MOSSE_CA [44], DCF_CA [44], and KCF_SC [51] on the
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Precision plots of OPE - ion (43)

ﬂig’recision plots of OPE - illumination variation (37)

—PRO1 [0.764]
== KCF_SC [0.691]

= x s DCF_CA [0.687)
—AMF_AT [0.681]
= KCF [0.609]
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FIGURE 6. Precision plots of OPE of six trackers in deformation scene and
illumination scene.
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FIGURE 7. Success plots of OPE and precision plots of OPE of six trackers
on UAV123.

challenging video sequences. The plots of OPE are shown
that the proposed algorithm’s performance has been greatly
improved. In order to clearly see the comparison between this
algorithm and other algorithms, Table 4 lists the accuracy and
success rate of various algorithms in the sequence. And we
add ECO to compare with various algorithms.

Our method improves SAMF_AT with an absolute gain
of 12.1% and 10.3%, in terms of success and precision.
The SAMF_AT tracker and PRO1 show great performance.
Compared with DCF_CA, PROI1 has improved success and
precision by 17.5% and 10.7%. Moreover, our method can
accurately track the target and has great performance.

VOLUME 9, 2021



Y. Cui, H. Ren: Research on Visual Tracking Algorithm Based on Peak Sidelobe Ratio

IEEE Access

TABLE 4. Performance comparison of various algorithms on UAV123. t
means bigger is better.

Tracker UAVIZ
Success T Precision T
PRO1 0.563 0.652
KCF 0.346 0.471
KCF_SC 0.349 0.514
SAMF_AT 0.442 0.549
DCF _CA 0.388 0.545
MOSSE CA 0.364 0.539
ECO 0.530 0.617
08 SUccosspIoSTONORE Precision plots of OPE
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FIGURE 8. Success plots of OPE and precision plots of OPE of six trackers
on TC128.

TABLE 5. Performance comparison of various algorithms on TC128. t
means bigger is better.

Tracker s
Success T Precision T

PRO1 0.625 0.685
KCF 0.437 0.529
KCF_SC 0.474 0.564
SAMF AT 0.584 0.651
DCF _CA 0.485 0.569
MOSSE CA 0.387 0.451
ECO 0.601 0.669
DCCO 0.594 0.660

E. RESULTS ON TEMPLE COLOR 128
Temple Color 128 contains 128 challenging video sequences.
The data set includes the original 50 videos, and then
78 sequences that have not been seen before are added on
this basis. The color sequence contains 11 different problem
attributes, and the color model is very helpful for tracking the
target under target deformation and illumination variation.

The results on TC128 are shown in Figure 8. We evaluated
PROI and five correlation filtering algorithms. We compared
the trackers including KCF, SAMF_AT [50], MOSSE_CA
[44], DCF_CA [44], and KCF_SC [51] on the challenging
video sequences. In order to clearly see the comparison
between this algorithm and other algorithms, Table 5 lists the
results of various algorithms in the sequence. And we add
ECO and DCCO to compare with various algorithms.

The success rate of our tracker is 62.5% and the preci-
sion is 68.5%. Compared with ECO, PROL1 achieves some
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improvement by a gain of 2.4% and 1.6%, in terms of success
and precision. Moreover, our method performs better and it
ranks first and our tracker can track the target more accurately
in the color sequence.

V. CONCLUSION

In order to accurately establish the target appearance model,
the object-interference model is used to characterize the tar-
get, and context information is added to the filter in the learn-
ing phase within the framework of related filtering, which
better improves the discriminative ability of the filter. The
peak sidelobe ratio update strategy is adopted to avoid the
problem that the linear interpolation method is difficult to
select due to the fixed learning rate, and to achieve accurate
tracking of the interested target. The results on the exper-
imental sequences OTB50, OTB100, UAV123 and TC128
show that compared with other algorithms, proposed tracker
is the best. The tracker has high accuracy and speed in video
challenges such as lighting changes, deformations, rotations
and complex backgrounds, which is of great significance to
the development of intelligent video surveillance.
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