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ABSTRACT The problem of scene text recognition has recently gained extra attention, being an essential
part of scene understanding systems. The broad scope of applications and the unresolved challenges has given
this problem its popularity. However, the research focus has long been on languages with Latin characters
while leaving behind other languages with different characteristics, such as the Arabic language. In this paper,
we focus on Arabic scene text recognition and attempt to fill two main gaps regarding this research task. First,
the Arabic language is lacking a publicly available benchmark dataset to compare different proposed methods
on the same grounds. Therefore, we introduce a novel Arabic/English dataset: Everyday Arabic-English
Scene Text dataset (EvArEST), to fill that need. Second, while deep learning methods have continuously
evolved and pushed the state of the art in languages with Latin characters, their use for the Arabic language
has been very limited. Therefore, we use our new dataset to evaluate the problem of Arabic scene text
recognition from three perspectives: (1) using deep learning techniques and studying their suitability for
Arabic scene text recognition, where we identify essential components required for the model to obtain
good performance; (2) identifying Arabic text challenges that differ from Latin text and require special
attention; (3) investigating a bilingual model that concurrently deals with Arabic and English words, since
Arabic text is usually found along with other languages. We determine the best model to handle bidirectional
text, its challenges, and possible ways to overcome them. We offer both Arabic and Bilingual text recognition
results using EVArEST dataset for upcoming research to build upon and improve. We also point to directions
for future research based on the analysis performed on the dataset. The dataset is publicly available at
https://github.com/HGamall 1/EvArEST-dataset.

INDEX TERMS Arabic scene text recognition, bilingual scene text recognition, deep learning, scene text
recognition datasets.

I. INTRODUCTION text on the spot. Visual assistance could help the visually

Text recognition in natural scenes is a vital component in
image understanding systems since text is one of the most
widely used means of communication and is around us every-
where. The problem of text recognition is a part of the
text reading problem. Text reading starts with text detec-
tion, where text instances are located in the image, and then
comes text recognition to convert those instances into read-
able words. Scene text reading has several applications in our
daily lives, such as translation systems that could help over-
come language boundaries and enable reading and translating
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impaired with reading signs, ATM instructions, or books
using text-to-voice systems. Other applications include
intelligent inspection, multimedia retrieval, or product
recognition.

Scene text recognition (STR) is a challenging problem
in many aspects. In addition to the common challenges
facing almost all computer vision tasks, such as image noise,
scene complexity, viewpoint and brightness variations, text in
natural scenes has its unique challenges. Text of any language
typically has a large variety of font styles and shapes. On top
of that, text in natural scenes exhibits other dimensions of
variations due to artistic effects. For instance, it may appear
in atypical orientations. It can also exhibit in-plane and
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FIGURE 1. Samples from EVArEST dataset for Arabic—English scene text.

out-of-plane curvature and perspective transformation
effects. All these factors mandate special attention to text
recognition in natural scenes, which explains its popularity
as a stand-alone problem in the research arena.

A typical deep-learning based STR framework has four
main stages. It starts with preprocessing, where some models
apply a transformation such as rectification [1], [2] to the
image to ease the recognition. The second stage is feature
extraction, where features from the text image are extracted
typically using convolutional neural networks (CNN). Those
features are then processed with a sequence processing
network, and the word is predicted in the final stage.
A comprehensive survey on recent STR techniques is offered
elsewhere [3].

Much work has been recently proposed in STR [1], [2],
[4]-[9], mainly focusing on languages written with Latin
characters and, more precisely, English. However, other lan-
guages with different characteristics require more research
effort. Moreover, with multilingual text being found in many
cities nowadays, another problem that needs attention is mul-
tilingual text detection and recognition.

Arabic is the fifth most spoken language in the world and is
the official language in 25 countries around the world. Arabic
text is a cursive text. Therefore, in most cases, the characters
are connected. Unlike English, where each character takes
at most two shapes when its lower and upper case shapes
differ from one another, Arabic characters can take up to four
different shapes. Additionally, character shapes in Arabic can
significantly vary from one another in size. Moreover, unlike
English, in which character shapes depend on the type of
the word and its location in the sentence, Arabic character
shapes depend on their location in the word, which results
in a higher difficulty predicting the character shape from
the context. Furthermore, some Arabic characters are only
distinguishable from one another by subtle differences, such
as number and positions of dots. Another variation from
English is the direction of the text, as Arabic is written from
right to left. Fig. 4 presents examples of these variations,
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which have traditionally been handled in prior literature by
adopting specialized techniques for Arabic text.

Reviewing the work done recently in Arabic
STR [10]-[13], we identify two main issues. The first issue
is the absence of publicly available datasets, such as the
ones proposed for English. An important aspect to enrich
the research in any language is to have benchmark datasets
to serve as a references for all researchers. Most of the
work done in Arabic text recognition uses different private
datasets. Therefore, no fair comparison has been conducted
to determine the relative quality of any of the proposed
approaches. To deal with this issue, we propose the EVArEST
(Everyday Arabic English Scene Text) dataset, which can
serve as a benchmark for Arabic scene text recognition or as
a bilingual dataset for Arabic-English scene text recognition.
Some images from EVArEST are shown in Fig. 1.

The second issue with contemporary Arabic STR is that
most of the work done uses special preprocessing or classical
feature extraction methods with Arabic text, while all recent
STR methods use deep learning. It is essential to use more
generalized techniques such as deep learning to enhance the
performance of Arabic STR and to be able to have a bilin-
gual or multilingual model. In this paper, we apply multiple
recently proposed methods for STR, which purely use deep
learning models, to Arabic cursive text to observe how dif-
ferent techniques work with this kind of text. Another vital
aspect to investigate is the possibility of having a bilingual
model that could recognize Arabic and English words with
no special preprocessing. This is essential due to the bilingual
nature in many Arabic-speaking countries. While in many
countries Arabic is the official language, other languages are
often used in communication and public text. English is used
in countries such as Egypt, Sudan, and some Arab Gulf states.
French is often used in countries such as Morocco, Tunisia,
Algeria, and Lebanon. While in Libya, Italian is the second
language. Other languages such as Kurdish, Somali, and Farsi
are also other examples of languages used in some countries
whose main language is Arabic.
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The contributions of this paper are as follows:

« We introduce a novel bilingual dataset that we
call Everyday Arabic-English Scene Text Dataset
(EvArEST). The dataset contains images with instances
of Arabic and English words that are collected from
many places under different conditions.

« We conduct comprehensive experiments and analysis on
the problem of Arabic text recognition using a selected
set of deep learning-based scene text recognition mod-
els to determine which works better with Arabic text.
We also identify some key challenges associated with
the Arabic language writing style.

o We investigate a bilingual text recognition model that
could recognize two languages Arabic and English,
using the same model without any special preprocessing.
We also examine the challenges associated with this
model and possible solutions for them.

The rest of the paper is organized a follows. In Section II,
we review the recent work done in scene text recognition
and its different stages, and also review the work done in
Arabic scene text recognition. In Section III, we introduce the
EvArEST dataset and its statistics. We then explain the STR
framework and methodology used for our experiments in
Section I'V. Experiments and evaluations for Arabic STR are
then presented in Section V. Next, in Section VI, we present
the experiments and evaluation for the bilingual STR model.
Finally, we provide the conclusion and suggested future work
directions in Section VII.

Il. RELATED WORK

In this section, we first review STR techniques, then we
review the work done in Arabic STR and the existing Arabic
datasets.

A. SCENE TEXT RECOGNITION

Before deep learning, scene text recognition was usually per-
formed using hand-crafted features that utilize text character-
istics to extract useful features from the image. Features such
as Stroke Width Transform (SWT) [14] or Maximally Stable
Extremal Region (MSER) [15] were used to detect characters.
Alternatively, the characters were detected by using a sliding
window equipped with a classifier to find the characters in the
image [16], [17]. Those techniques start with the character to
obtain the word in a bottom-up way.

The deep learning approach to the problem was different;
it dealt with the word image as a whole in a top-down
approach. One of the leading methods was the model pro-
posed by Jaderberg et al. [18], where text recognition was
treated as an image classification problem. A CNN was
trained to classify 90k different words from a dictionary,
where each word was considered a class. This approach
achieved a breakthrough in the accuracy of text recognition
systems, but the network could not recognize any out of
dictionary words.

Sequential models, such as Recurrent Neural Network
(RNN) [19], seemed more fitting than CNNs to the problem

107048

[ Preprcessing

o Rectification
* Segmentation

Feature Extraction

* VGG
* ResNet

* BiLSTM
*CNN

Prediction

BT

AW/

«[ Sequence Processing

¢ CTC
e Attention

FIGURE 2. Stages of a typical scene text recognition system and examples
for methods used in each stage.

J*—*—”r—dm

EmEE - BB
in o) Y

FIGURE 3. Examples from the ALIF dataset [20] for Arabic text in videos.

of text recognition to predict the word as a sequence.
Shi et al. [4] introduced CRNN or Convolutional Recurrent
Neural Network. In this network, CNN and RNN were com-
bined. The image features were extracted by a CNN and then
fed to an RNN as a sequence of features. Most of the research
that followed this paper adopted the same strategy to deal with
text recognition. This class of models has four main stages:
preprocessing, feature extraction, sequence processing, and
prediction, as shown in Fig. 2.

The most common form of preprocessing is the rectifica-
tion process [2], [6], [7], [21], [22]. This is usually performed
using a form of Spatial Transformation Network (STN) [23]
to automatically learn a parametric transformation to the
text image that leads to an improvement in the recognition
accuracy. Thin-plate splines (TPS) [24] were also used [1], [2]
as a form of nonlinear rectification to deal with different types
of irregular text. Using rectification gave better results with
irregular text. Another form of preprocessing is segmentation.
Segmentation was used to detect the characters [9], and then a
segmentation map with the characters’ positions was used as
the input to the next stage. Luo et al. [25] used a Generative
Adversarial Network (GAN) to remove the background of the
text before feature extraction.

Feature extraction is usually carried out using a CNN, such
as a VGG network [26] or a ResNet network [27]. VGG was
often used [1], [4], [5], [28], [29] as it offers a lightweight
network for features extraction, while others [2], [6], [30],
[31] used the more complex ResNet network for better feature
representation. Recursive CNN [32], [33] was used to reduce
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FIGURE 4. Variations in Arabic writing style, (a) Different character shape
according to its place in the word, (b) Words with one ligature or multiple
ligatures, (c) Word shape varies with different fonts and character
stretches, (d) Examples of characters with the same shape but different
dots.

memory consumption by having a deeper CNN with the same
number of parameters through weight-sharing. The features
are then fed to the next stage for sequence processing. This
is usually done using a bidirectional long short term memory
(BiLSTM) [34]. BiLSTM was used in many STR systems [1],
[2], [4], [6], [9], [22], [33] to model the sequential features
to enable the prediction of the word character by character.
However, in some cases [30], no sequence model was used
and only CNN was used to reduce inference time.

In prediction, two main approaches are used. First, there is
the Connectionist Temporal Classification (CTC) loss [35].
Many models used the CTC loss [2], [4], [30], [33] to pre-
dict text strings from the sequence of features without prior
alignment. CTC maximizes the likelihood of the predicted
output by calculating the probability for all possible input-
output alignments. However, it increases the computation
cost, especially for long sequences. The other approach is
attention-based prediction [36], which is usually used with
RNNSs. Attention was used to learn the alignment between
the input features and the text [1], [7], [9], [22], [32] without
additional computation like CTC.

B. ARABIC SCENE TEXT RECOGNITION
Much work has been done on Arabic printed text in docu-
ments and on handwritten text [37]; however, the field of text
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detection and recognition in natural scenes has not received
the same attention yet. Yousfi et al. [20] proposed the ALIF
dataset for text recognition in videos of news broadcasts.
They used a sliding window to detect the characters with
two models for feature extraction: CNN and Deep Belief
Networks (DBN). Then, a BiLSMT-CTC schema is used
to transfer the features into a sequence of characters. This
work was then followed up by adding a large-scale language
model [11]. Zayene ef al. [10] introduced AcTiV dataset,
which is a larger dataset for text recognition in videos.

Text in video datasets offered a basis to take off, but
this kind of text, as seen in Fig. 3, is different from the
more general scene text. Text in news videos does not offer
much variability in backgrounds and fonts. It also does not
contain text in real-life situations with different illumina-
tion conditions, background noise, and perspective distor-
tion. Ahmed et al. [13] introduced the EASTR dataset for text
detection and recognition with text from natural scenes. They
used MSER features with LSTM and performed their analysis
on their dataset; which is not publicly available. ARASTI
dataset was proposed by Tounsi et al. [38] for Arabic scene
text recognition, yet again the word dataset was not found
publicly available. Only the part of the dataset for Arabic
characters is available.

Most of the work recently proposed in Arabic text recogni-
tion has either used text in video datasets or a private dataset
that is not publicly available. In this paper, we propose a
novel dataset that follows the same format as multiple pub-
licly available English datasets. We also apply recent models
covering different STR model component combinations to
determine what fits Arabic text best. We also report the results
obtained using those models to serve as a reference for future
research.

Ill. EVArEST: EVERYDAY ARABIC-ENGLISH

SCENE TEXT DATASET

Arabic is spoken by around 422 million speakers around the
world. Other languages such as Urdu and Farsi use a similar
set of characters, and they are all written from right to left
with a cursive nature, unlike Latin characters. We introduce
EVArEST or Everyday Arabic-English scene text dataset to
enrich the field of Arabic text reading and provide a publicly
available dataset for future research. The dataset contains
7102 cropped word images extracted from 510 scene images
with Arabic and English word instances. We perform exper-
iments on the cropped words for Arabic STR and bilingual
STR.

In this section, we will discuss the Arabic text writing style
and the challenges it brings to the problem of scene text
recognition. We also explain how the data is gathered and
the diversity in the collected images. This is followed by the
dataset statistics and the ground-truth format.

A. ARABIC WRITING STYLE
Arabic is a cursive language, meaning that most of the char-
acters in one word are connected. Some characters cannot
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FIGURE 5. Examples from the EVArEST dataset under different conditions.

connect to others, which means that one word could consist of
one ligature, two, or more as seen in Fig. 4b. The character’s
shape varies according to its place in the word and could vary
from one font to the other. In Fig. 4a, we observe examples
of some characters in different places in the word. Also,
in some words, a character could be stretched, which changes
its shape as seen in Fig. 4c. All the reasons mentioned above
increase the intra-class variation, making deep learning a suit-
able choice for recognizing Arabic text. Another challenge
with Arabic text is the presence of dots. Many characters
could have the same shape but have different numbers or
different places for dots as shown in Fig. 4d. That could
lead to many confusions between characters, and maybe a
background noise could be mistaken for a dot.

B. DATA COLLECTION

We asked several volunteers in different cities in Egypt to col-
lect images of Arabic scene text from different places around
them, either indoors or outdoors. The images were collected
in an uncontrolled environment with mobile phone cameras
of different resolutions. We had to ensure that the dataset
covers a wide range of fonts, lighting conditions, background
complexities, and perspective deformation when choosing
the images. The dataset has images taken outdoors with
different lighting conditions. Those images include images
of billboards, road signs, places’ names, etc. Indoor images
include images taken in public places and images of everyday
used items that contain text. Sample images from the dataset
with different properties are shown in Fig. 5. The images
in our dataset contain text instances of Arabic and English.
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FIGURE 6. An example of an image and its ground-truth format from the
dataset.

Text content in many places would usually include the two
languages or just one of them.

C. DATASET STATISTICS

We collected 510 images, all containing one or more
instances of text. The images have outdoor and indoor text
images as seen in Fig. 5 with English and Arabic words.
The statistics of the word content of the dataset are shown
in Table 1. Every word is annotated with a four-point polygon
and not a rectangle to better represent irregular text. The given
points start with the top left corner of the word and follow in
the clockwise direction. The annotations for the images are
provided in the same format as ICDAR datasets [39], [40].
Each image comes with a text file containing three elements:
the four points polygon that contains the word, the language
of the word, and the text, as seen in Fig. 6.

The polygons were used to extract the word instances from
the images. We ended up with 7102 cropped word images of
both Arabic and English languages. The distribution of the
two languages and the split of the data is shown in Table 1.
As seen in Fig. 7 the dataset covers a wide range of vari-
eties in text. The dataset includes regular and irregular text,
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TABLE 1. Word count for each language and the test-train splits in the
EVATEST dataset.

Language  No. Words  Test  Train
Arabic 5337 1150 4187
English 1765 498 1267
Bilingual 7102 1648 5454

different illumination conditions, different fonts, cluttered
backgrounds, and occluded text. The ground-truth for the
cropped words is given by a text file, in which each line refers
to a word image name and the text in the image.

The dataset could be used for Arabic text recognition only
and could be used for bilingual text recognition. We later
provide the word accuracy results we obtained by applying a
selected number of models of the recent work done in STR to
this dataset. Furthermore, we also show our experiment with
a bilingual text recognition model to study the possibility of
having both English and Arabic languages combined in one
model.

IV. METHODOLOGIES

As mentioned before, STR has four stages for text prediction.
A number of representative recent papers were chosen to
cover various settings for these different stages, as summa-
rized in Table 2. Here we describe the different methods we
used for each stage in the STR system.

A. PREPROCESSING

Two main techniques were used as a preprocessing step
before feature extraction: rectification and segmentation.
Rectification is usually done using Spatial Transformation
Network (STN) [23] to transform the text image into a form
better for word prediction. The network predicts a transfor-
mation matrix to apply to the image before the next step of the
model. Thin Plate Splines (TPS) are used to apply nonlinear
rectification to the image before feature extraction [1], [2].

VOLUME 9, 2021

TABLE 2. The different models used in our evaluation and the methods
used in each stage for each model.

Method Preprocessing Elifrzt;rif)n Efg;;?;z Prediction
CRNN [4] None VGG BILSTM CTC
RARE [1] Rectification VGG BiLSTM Attention
R2AM [32] None RCNN None Attention
STARNET [2]  Rectification ResNet BiLSTM CTC
GRCNN [33] None RCNN BiLSTM CTC
Rosetta [30] None ResNet None CTC
WWSTR [22] Rectification ResNet BiLSTM Attention
Moran [7] Rectification VGG BiLSTM Attention
SCAN [9] Segmentation VGG BiLSTM Attention

Luo et al. [7] perform the rectification by predicting a posi-
tion offset map that is applied to the text image before the
next step. Another type for preprocessing is done by using
segmentation [9], where a semantic segmentation network is
used to predict a map with the characters’ position and classes
before the feature extraction stage.

B. FEATURE EXTRACTION

At this stage, features are extracted from the text image using
a convolutional network. Different convolutional networks
are used to extract the features from the text image, such as
VGG [1], [4], [7] or ResNet [2], [30]. Lee and Osindero [32]
used recursive CNN to obtain a deeper network with the same
number of parameters, inspired by the recurrent convolutional
neural network (RCNN) [41]. Gated RCNN (GRCNN) is
introduced by Wang and Hu [33]. They introduced a gated
recurrent convolutional layer to control the context informa-
tion in RCNN.

C. SEQUENCE PROCESSING
Sequence processing captures the contextual information
from the visual features obtained from the feature extraction
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stage to predict the presented words. BiLSTM is used in
many STR models [1], [2], [4], [7], [9]. Others argued that
BiLSTM is time consuming and used features from CNN
only. Borisyuk ef al. [30] only used ResNet without sequence
modeling to obtain a faster network. Lee and Osindero [32]
only used features from RCNN with attention.

D. PREDICTION

Two main methods are used for the prediction stage: atten-
tion mechanism or CTC loss. CTC was first introduced
by Graves et al. [35] and has accomplished great results in
fields such as voice recognition and handwritten text recog-
nition. It enables alignment between the input and the output
by calculating every possible input-output sequence align-
ment probability. Many STR models use CTC to obtain the
character sequence [2], [4], [30], [33]. Attention is used
to learn the alignment between the input and the output
sequence. Typically, attention is used with BiILSTM to learn
the alignment between the input features and the sequence of
characters [1], [7], [9].

V. ARABIC SCENE TEXT RECOGNITION

Here, we apply the selected methods from the literature to
the problem of Arabic scene text recognition. We present the
obtained results and discuss the suitability of these methods
with a cursive language, such as Arabic. For the implementa-
tion, we used the code from Baek et al. [22]. They provided
an implementation for different methods in each stage of
STR. For the other studied methods not included in this
framework, the publicly available author implementations
were used.

A. ARABIC DATASETS
Here, we list the data used for training and testing the models

only for the Arabic language:
o SynthText Arabic: The dataset consists of about 50k

images for text detection with about 245k cropped word
images. The images are generated with a modified code
from SynthText [42]. The data was released with the
ICDAR MLT dataset [43].

o Generated Synthetic Data: We generated 200k images
with segmentation maps to be used for training the
model that requires segmentation. The code generates
an Arabic word and its segmentation map, applies geo-
metric transformations to the text, and then embeds
it in a randomly chosen background. Each image
has a segmentation mask ground-truth along with the
word ground-truth. Samples of these images are shown
in Fig. 8. This data is publicly available with EVArEST
dataset.

e MLT: The ICDAR19 Multi-lingual scene text detection
and recognition dataset [43] has 10k images of 10 differ-
ent languages. The training dataset has 1000 images that
contain instances of Arabic text. We extracted cropped
word images with Arabic text, obtaining 4334 real
images for training.
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o EVArEST-Ar: The part of EVArEST dataset with Ara-
bic text images, it has 4187 real images for training and
1150 for testing.

B. TRAINING

All images were resized to 64 x 256 with a maximum
sequence length of 32 characters. We used both synthetic and
real data for training the models. All models were trained for
the same number of iterations, starting with the synthetic data,
the model is trained for 150k iterations and then using the
real data from EVArEST and MLT datasets for 50k iterations
with a batch size of 32. We used 40 classes: 29 classes for the
Arabic characters, 10 classes for the numbers from O to 9, and
one class for special characters.

C. EXPERIMENTS AND ANALYSIS

1) EXPERIMENTAL RESULTS

We obtain the results of applying nine recent methods from
the literature to the proposed Arabic text recognition dataset
from the EvVArEST dataset. The word accuracy results,
the techniques used in each of the nine methods, and the
number of parameters for each method can be seen in Table 3.
From the table, we can observe that the method WWSTR [22]
achieves the best accuracy of 91.2%. This method has recti-
fication along with BILSTM and attention and uses ResNet
for feature extraction. In the second place, comes the RARE
method [1] with 89.8% accuracy, the method also has rec-
tification, BILSTM, and attention but uses VGG for feature
extraction. Therefore, we can conclude that ResNet delivers a
better representation for the image but at the expense of model
complexity, as noticed from the number of parameters.

The results are close in most models, but we can notice
that a crucial component with Arabic text is the BiLSTM
for sequence processing. The two methods without BILSTM
obtain the lowest accuracies of 85.4 and 84.0. We can also
observe that the method SCAN [9] got good results, even
though it uses character segmentation, which is more difficult
with cursive text. That indicates that deep learning models
can probably handle cursive text with the same efficiency as
non-cursive text.

Observing the model’s size, we notice that the model with
the highest accuracy is also the one with the highest number of
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TABLE 3. The accuracy results for Arabic text recognition from the EVArEST-Ar dataset.

Method Rectification | Segmentation | BiLSTM | CTC | Attetnion | Accuracy % | Param. x 10°
CRNN [4] X X v v X 86.5 8.4
RARE [1] 4 X v X v 89.8 10.8
R2AM [32] X X X X v 84.0 2.8
Star-Net [2] v X v v X 89.6 48.8
GRCNN [33] X X v v X 87.4 4.7
Rosseta [30] X X X v X 854 442
WWSTR [22] 4 X v X v 91.2 49.5
Moran [7] v X v X v 89.4 20.3
SCAN [9] X v v X v 88.4 17.7
9 TABLE 4. Arabic STR accuracy when training on synthetic data only, and
accuracy after training on real data.
91 ® WWSTR
90 Accuracy % | Accuracy %
- ® PR o Moran | STARNet Method Synthezlic Realy
R ® SCAN CRNN 67.2 86.5
g o oraim RARE 69.5 89.8
387 R2AM 64.0 84.0
< g ® [CRAN Star-Net 715 89.6
85 ® Rosseta GRCNN 68.1 87.4
Rosseta 66.3 85.4
84 @ R2AM WWSTR 71.8 91.2
83 Moran 68.5 89.4
0 10 20 30 40 50 60 SCAN 68.1 88.4

Number of Parameters x108

FIGURE 9. Accuracy vs. model size for Arabic scene text recognition on
EVATEST dataset.

parameters, as seen in Fig. 9. The best choice for accuracy and
memory consumption together is the RARE model [1]. It has
rectification, BiLSTM, and attention, just as WWSTR. The
only difference is that WWSTR uses ResNet, while RARE
uses VGG.

2) TRAINING DATA ANALYSIS

We started training the model using synthetic data, and then
we used the real data to fine tune the model. We reported the
results after training with synthetic data and then again after
fine tuning with real data. As seen in Table 4, the accuracy
significantly improves after training with real data. In other
STR work, e.g. [22], we can notice the effect of training with
real data and how it improves the accuracy. However, in the
Arabic case, we can see that training with synthetic data gave
very low accuracy, and we think it is due to the quality of
the synthetically rendered text. As we can see in Fig. 8, our
synthetically generated Arabic text, in many words, looks
disconnected and different from real text. The cursive nature
of the Arabic text makes it hard to render text character by
character in the precise place.

3) FAILURE CASE ANALYSIS

We view some of the failure cases from the model
WWSTR [22] with the highest accuracy. Some failure cases
are known to be common challenging shapes for all STR
systems, and some are due to properties of Arabic text.
We categorized the main reasons for wrongly recognizing
words as follows:
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Low Resolution: Images with low resolution are chal-
lenging for any STR system and could require special
preprocessing.

Rotated Text: The dataset has many examples for rotated
text, and by using preprocessing, many of these examples are
correctly recognized. However, some of the images with more
significant rotations are still hard to recognize.

Occlusion: Some occluded text could be recognized using
context and the language model that the network learns.
While in other cases, the model is unable to recognize the
word correctly.

Difficult Fonts: Some fonts make it difficult to correctly
recognize the characters, and hence cause the model to con-
fuse one character with another. Some calligraphic fonts
could also be hard even for humans to read.

Unusual Character’s Shape: We earlier discussed the
large intra-class variability among the Arabic characters.
This could lead to difficulty in recognizing some characters,
especially when they take unusual shapes due to calligraphic
effects.

Misrecognized Dots: As mentioned earlier, a major prob-
lem when dealing with Arabic text is that many characters
could have the same shape but different locations and/or
numbers of dots. With low resolution, occlusion, background
noise, or uncommon fonts, such characters can be confused,
and hence the word is wrongly recognized. In Fig. 11, we dis-
play some of these words to show how dots could affect the
recognition.

Background Noise: Some cluttered backgrounds could
lead to misrecognizing a word. Also, when combined with
the dots problem, any noise in the background could be
misclassified as a dot.
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FIGURE 10. Failure cases for Arabic STR using WWSTR model.
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FIGURE 11. Characters misrecognized because of misrecognized dots.
Misrecognized word in red and ground truth in green.

Special Characters: Some special characters are some-
times recognized as alphanumeric characters.

In Fig. 10, we present examples for each of the problems
mentioned above.

VI. BILINGUAL SCENE TEXT RECOGNITION

In many modern cities, text from more than one language
can often be found within the same scene. Having a model
that can simultaneously recognize multiple languages would
facilitate text recognition in these situations. In this section,
we analyze the possibility of having a bilingual model that
can recognize both Arabic and English words. Combining
Arabic and English is particularly interesting because of the
significant difference between these two languages, the most
important of which is having completely different character
sets. Considering that each of the two languages share its
character set with many other languages, the success of such
bilingual model opens the door for developing multi-lingual
models that leverage the union of the two character sets.

A. DATASETS

We talked earlier about the Arabic datasets used; here we talk
about the English datasets used in the bilingual and English
models. The bilingual dataset used for evaluation is combined
Arabic and English words from EvArEST with 1648 images
for testing. The English datasets used for training and
testing are:
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o Synthtext: The dataset [42] is a large synthetic dataset.
It contains about 8M cropped word images. We used
only 1M images from this dataset when training the
bilingual model.

e COCO-Text: This is one of the largest real datasets for
text recognition [44]. It contains real images with text
annotations. The dataset has about 42k images that we
used for training.

e EVArEST-En: The part of EVArEST dataset with
English text images, which has 1267 English words for
training and 498 English words for testing.

o IIITSk-Words: This dataset [45] has regular, curved,
and perspective text. It has 3000 images for testing and
2000 images for training.

B. TRAINING

The idea here is to train the model to recognize Arabic and
English words without a special preprocessing. This could
be done by using the characters from both languages as the
classes and training with samples from each language at each
iteration.

For each of the evaluated models, the network is trained
using Arabic and English words with 50% for each language
in a batch. Following a similar training strategy to the Arabic
model, we started with training for 150k iterations with syn-
thetic data, and then real data were used for 100k iterations.
All the images were resized to 256 x 64 and the maximum
sequence length is 32 characters. In these models, we have
66 classes, 29 classes for Arabic characters, 26 classes for
English characters, 10 classes for numbers 0 to 9, and one
class for special characters.

C. EXPERIMENTS AND ANALYSIS

1) EXPERIMENTAL RESULTS

We test the model with EVArEST’s bilingual dataset and the
IIT5K dataset. To understand the effect of training with the
two languages together, we need to obtain each test dataset’s
results in bilingual and monolingual models. We already
trained each of these models using only Arabic data, so we
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TABLE 5. The accuracy result for Arabic, English, and Bilingual datasets. For each model, the first row shows the accuracy of the monolingual model,
trained separately for each language, the second row (B1) is the accuracy using the bilingual model with both language’s ground truth made to follow the
same direction (left-to-right), and the third row (B2) is the accuracy results using the bilingual model with each language’s ground truth left in its original

direction (left-to-right or right-to-left).

Method Preprocessing | BILSTM | Attention 5K EnélxisAhrEST-En EVAA:EI;I,IC,_ " EEK?%%‘%B
CRNN 87.9 90.9 86.5 -
CRNN-B2 X v X 87.1 89.9 54.3 72.1
CRNN-B1 87.5 90.3 79.7 85.0
RARE 91.3 91.9 89.8 -
RARE-B2 v v 4 91.3 89.9 83.1 86.5
RARE-B1 91.5 92.1 84.7 88.4
R2AM 84.2 88.6 84.0 -
R2AM-B2 X X v 81.8 86.2 67.8 77.0
R2AM-B1 83.4 84.1 71.2 71.7
Star-Net 91.5 92.5 89.6 -
Star-Net-B2 v v X 91.3 91.3 69.0 80.2
Star-Net-B1 91.8 91.7 81.3 86.5
WWSTR 93.7 94.2 91.2 -
WWSTR-B2 v v v 93.1 92.0 87.2 89.6
WWSTR-B1 93.4 94.5 87.2 90.8
SCAN 92.6 92.0 88.4 -
SCAN-B2 v v 4 88.0 89.3 85.6 87.5
SCAN-B1 89.5 90.2 84.7 87.5
Rectification output Rectification output
Image (monolingual model) (bilingual model) ¢ e I 05 5 ol I e
. e - [
o | @ | ;
5 «- o va -
P Z= _ _ : T
wrr -
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FIGURE 12. Rectification output from monolingual and bilingual WWSTR
model.

have the results for the Arabic models. What is missing is to
train a monolingual model for the English language using the
same English data used for the bilingual model. We calculated
the accuracy for one Arabic dataset, which is EVArEST-Ar,
and two English datasets, which are EVArEST-En and IIIT5k.
Again, here, the best model was WWSTR as it obtained
90.8% accuracy in the bilingual dataset, followed by RARE,
whose accuracy reached 88.4%.

2) EFFECT OF TEXT DIRECTION

An important point to consider when training a model with
these two languages is that each of them has its writing
direction; Arabic is written from right to left, while English
is written from left to right. A simple way to deal with this
problem is to flip the ground-truth for the Arabic words so
that they are predicted from left to right. In Table 5, we can
see the results for some of the models we used earlier that
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FIGURE 13. Attention weights for Arabic and English examples using
WWSTR Bilingual model with two directions.

cover the methodologies variations to we want to test using
the two ways to handle the writing direction’s difference. Our
experiment tested the models using the word’s ground-truth
as it is, having two different directions, either left to right or
right to left according to the language. And, we also tested
them when trained after flipping the Arabic word’s ground-
truth, to predict the words from one direction for the two
languages.

As noticed from Table 5, some models were able to adapt
to the two languages, each having its directions, others could
not. While BiLSTM is needed to handle the two languages
using the same model, attention is required to process the two
languages, each from a different direction. And in general,
the results were better when unifying the direction of the word
prediction. For example, the model R2ZAM, which does not
include BiLSTM, achieved poor results in one direction and
two directions. On the other hand, the models with BILSTM
and attention obtained good performance using one and two
directions. Models such as CRNN, StarNet, and GRCNN
obtained fair results when the two languages were trained
in the same direction, while they failed to retain the same
results when using two directions. The common characteristic
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FIGURE 14. Correlation between Arabic and English accuracy results. (a) Arabic and English results in monolingual models, (b) Arabic and English results

in bilingual models.

among these three models is missing the attention module,
which appears to help in adapting the model’s output to the
language direction.

To understand the role of the attention part in the bilin-
gual model, we visualized the attention weight when predict-
ing both Arabic and English words in the WWSTR model.
As seen in Fig. 13, the attention weights for the feature vector
of the image adapt to the direction of the text, which makes
the model able to recognize both English and Arabic words
even when each has a different direction. Also, when viewing
the output from the rectification stage of the same model,
we can notice that the model aligns the text in the image
according to the language direction. As seen in Fig. 12, while
it takes a left or a right direction in the monolingual model,
it aligns the text in the center in the bilingual model.

3) CORRELATION BETWEEN ARABIC AND ENGLISH RESULTS
When we observe the accuracy of English and Arabic, either
using monolingual training or bilingual training, we can
notice that the two results are correlated in most of the mod-
els. From Fig. 14 we can observe that the accuracy for the two
languages is positively correlated. If a model obtains a higher
accuracy in English, it will most likely obtain higher accuracy
in Arabic. This indicates that the advantage of one model
compare to another is more related to the way each model
handles the many common challenges in STR in general
rather than the way it handles the specifics of the target
language.

4) CONFUSION BETWEEN THE TWO LANGUAGES

We examined the prediction results from the best-performing
bilingual model to determine if any confusion happened
between the two languages, meaning that a word from one
language is predicted as a word from the other language. For
Arabic, we found that confusion only happened in 19 words
out of 1150 words ( 1.6%), some of these words can be seen
in Fig. 15. As for English, no confusion happened. An inter-
esting point is that most of the misrecognized words had
characters from only one language. That shows that the model
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FIGURE 15. Arabic characters misrecognized as English characters.
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learned to separate the two languages and predict a word that
has either all English or all Arabic characters. In the first
word in Fig. 15, one Arabic character was recognized as the
English character (a), this is an example of a word recognized
with mixed characters. The image has low resolution, and that
character occurs in a single-character ligature; which could
explain this error. Other examples from the figure show that
some Hindi numerals are confused with English letters with
similar shapes. This type of error is not expected to happen
if the context is considered, i.e. when the numerals appear in
the context of other Arabic words.

VIi. CONCLUSION

In this paper, we introduce a novel dataset, EVArEST,
for bilingual Arabic-English text in the hope of advancing
research in the field of Arabic and bilingual scene text recog-
nition. We also assess the performance of different deep
learning-based models in Arabic and bilingual text recogni-
tion using the proposed dataset. Our evaluation establishes a
benchmark for future research in this area.
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For Arabic STR, different deep learning-based models are
evaluated to determine the best that fits the problem. The
models that obtained the best performance were the models
with rectification, BiILSTM, and attention, while the models
with no BiLSTM obtained the lowest accuracy. One crucial
factor that affects the performance is the data used for train-
ing. We used synthetic and real data for training, and we
found that real data could noticeably enhance recognition
performance. However, comparing the number of available
real data for Arabic with English data, we can predict that
the performance on Arabic can approach the performance
on English if comparable amounts of training data become
available for Arabic. Also, the quality of the synthetic data is
another factor that potentially contributes to the gap between
the performance on Arabic vs. English. More realistic syn-
thetic data generation for cursive languages, such as Arabic,
is expected to add a significant boost to the performance of
STR on such languages.

Even though Arabic is a challenging language with many
variations in writing style, deep learning techniques with the
right data can handle many of those challenges well. In addi-
tion, the generalization property that deep learning techniques
offer would facilitate using the same model to recognize
other languages with Arabic. However, other challenges such
as dots misrecognition and unusual character shapes might
require special attention when dealing with Arabic text.

Combining English and Arabic training in one model
showed the possibility of having a bilingual model with no
special preprocessing. Two components were found essen-
tial to handle bidirectional text. First, BILSTM is needed to
recognize the two languages using the same model. Second,
attention enabled the model to handle bidirectional and uni-
directional text with the same efficiency. However, the dif-
ference in accuracy between the bilingual and monolingual
models, especially for Arabic, leaves the door open for further
research to obtain matching performance for the bilingual and
monolingual models.

Another critical problem is text detection, the task that
precedes text recognition in the scene text recognition frame-
work. In EVArEST, we provide the ground-truth for the text
instances polygons to enable the usage of the dataset for
bilingual text detection or even end-to-end STR with the
detection and recognition tasks.
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