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ABSTRACT White supremacist hate speech is one of the most recently observed harmful content on
social media. The critical influence of these radical groups is no longer limited to social media and can
negatively affect society by promoting racial hatred and violence. Traditional channels of reporting hate
speech have proved inadequate due to the tremendous explosion of information and the implicit nature of
hate speech. Therefore, it is necessary to detect such speech automatically and in a timely manner. This
research investigates the feasibility of automatically detecting white supremacist hate speech on Twitter
using deep learning and natural language processing techniques. Two deep learning models are investigated
in this research. The first approach utilizes a bidirectional Long Short-TermMemory (BiLSTM)model along
with domain-specific word embeddings extracted from white supremacist corpus to capture the semantic of
white supremacist slangs and coded words. The second approach utilizes one of the most recent language
models, which is Bidirectional Encoder Representations from Transformers (BERT). The BiLSTM model
achieved 0.75 F1-score and BERT reached a 0.80 F1-score. Both models are tested on a balanced dataset
combined from Twitter and a Stormfront dataset compiled from white supremacist forum.

INDEX TERMS BERT, deep learning, NLP, white supremacist, hate speech, Twitter.

I. INTRODUCTION
Social media has become an essential element of our society
by which people communicate and exchange information on
a daily basis. The strong influence of social media on internet
users has been of great benefit to many individuals, busi-
nesses, and organizations. Many companies and organiza-
tions nowadays use social media to reach customers, promote
products, and ensure customer satisfaction. Despite the bene-
fits associated with the widespread use of social media, they
remain vulnerable to ill-intentioned activities. The openness,
anonymity, and informal structure of these platforms have
contributed to the spread of harmful and violent content.

Although social media service providers have policies to
control these ill-intentioned behaviors, these rules are rarely
followed by users. Social media providers also allow users
to report any inappropriate content, but unreported content is
less likely to be discovered due to the huge volume of data on
these platforms. Some countries have restricted social media
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use, and others have taken legal action regarding violent and
harmful content that might target particular individuals or
communities. However, these violations might end up unpun-
ished due to the anonymous nature of these platforms, allow-
ing ill-intentioned users to fearlessly share harmful content
using nicknames or fake identities.

One of the most-shared harmful content on social media
is hate content, which might take different forms such as
text, photos, and/or video. Hate speech is any expression that
encourages, promotes, or justifies violence, hatred, or dis-
crimination against a person or group of individuals based
on characteristics such as color, gender, race, sexual orienta-
tion, nationality, religion, or other attributes [1]. Online hate
speech is rapidly increasing over the entire world, as nearly
60% of the world’s population (≈ 3.8 billion) communicates
on social media [2]. Studies have shown that nearly 53% of
Americans have experienced online hate and harassment [3].
This result is 12% higher than the results of a comparable
questionnaire conducted in 2017 [4]. For younger people,
the results show that 21% of teenagers frequently encounter
hate speech on social media [5].
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One of the most dangerous and influential forms of online
hate speech is led and spread by supporters of extreme ide-
ologies who target other racial groups or minorities. White
supremacists are one of the ideological groups who believe
that people of the white race are superior and should be
dominant over people of other races; this is also referred to
as white nationalism in more radical ideologies [6]. White
supremacists often claim that they are undermined by dark
skin people, Jews, and multicultural Muslims, and they want
to restore white people’s power, violently if necessary. White
supremacist hate speech has become a significant threat
to the community, they use social media as a mean for
communication and making movements to implement their
goals in the real world. A study has also suggested links
between hate speech and hate crimes against others (e.g.,
refugees, blacks, Muslims, or other minorities) [7]. Several
recent brutal attacks have also been linked to radical white
supremacists supporters who were very active members on
social media [8], [9].

From a psychological point of view, any violent attack
must be preceded by warning behaviors. This behavior hap-
pens prior to the violent attack associated with it and can
help predict it in certain situations. Warning behaviors can
be either real-world markers (e.g., buying a weapon and
make an explosive missile) or linguistic markers or signs
(e.g., ‘‘I had a lot of killing to do’’), which can happen
in real life or online [10]. Automatic detection of white
supremacist content on social media can be used to predict
hate crimes and violent events. Perpetrators can be caught
before attacks happen by examining online posts that give
strong indications of an intent to make an attack. Predict-
ing violent attacks based on monitoring online behavior
would be helpful in crime prevention, and detecting hate-
ful speech on social media will also help to reduce hatred
and incivility among social media users, especially younger
generations.

Studies have investigated the detection of different kinds
of hate speech such as detecting cyberbullying [11]–[13],
offensive language [14], [15], or targeted hate speech in
general by distinguishing between types of hate speech and
neutral expressions [16]–[18]. Others have dealt with the
problem by detecting a specific types of hate speech, such
as anti-religion [19], [20], jihadist [21]–[24], sexist, and
racist [25]–[27]. However, less attention has been given to
detecting white supremacist content in particular, with only
one study that uses white supremacist data [28].

White supremacist extremists tend to use rhetoric (i.e.,
the art of effective and compositional techniques for writing
and speaking) [29] in their language. They also use specific
vocabulary, abbreviations, and coded words to express their
beliefs and intent to promote hatred or encourage violence to
avoid being detected by traditional detection methods. They
also mostly use hate speech against other races and religions
or claim that other races undermine them. Figure 1 shows an
example of a white supremacist tweet.

FIGURE 1. Example of white supremacists claim they are undermined by
other race.

A. RESEARCH GOAL AND CONTRIBUTIONS
In this paper, we aim to detect white supremacist tweets based
on textual features using deep learning techniques. We col-
lected about 1M tweets from white supremacist accounts
and hashtags to extract word embeddings, and then we
labeled about 2k subsets of the data corpus to create a white
supremacist dataset. We applied two approaches: the first
uses domain-specific word embedding learned from white
supremacist corpus and BiLSTM-based deep learning classi-
fier.This approach is evaluated on multiple datasets achieving
F1-scores ranged from a 0.49 to a 0.75 F1-score. The second
approach uses a pre-trained language model that is fine-tuned
on thewhite supremacist dataset using a neural network dense
layer. The BERT language model F1-scores ranged from 0.59
to 0.80.
Thus, the research contribution can be summarized as fol-

low: 1) This research, to the best of our knowledge, is the
first attempt to explicitly target white supremacy (white
supremacist vs. non-white supremacist) or right-wing hate
detection in the English language. Only one previous study
has investigated automatic detection of hate speech (hate vs.
non-hate) on a dataset collected from a white supremacist
forum (Stormfront) [28]. 2) This research is the first study
to build a domain Specific word embedding from white
supremacist content. 3) This research is the first approach
that examines BiLSTM with domain-specific embedding in
detecting white supremacy (Stormfront dataset), showing 2.0
points improvement over [28]’s approach. 4) In this research,
a new dataset is built of 2000 English tweets consisting of
the most recent white supremacist posts on Twitter. 5) This
research is the first study to examines the BERT language
model on white supremacist detection providing 6 points
improvements compared to de Gibert [28] result, accord-
ingly providing an important baseline for the future work
comparison.

The rest of the paper proceeds as follows: Literature
Review section (Section II) covers the related studies in
hate speech detection, Background section (Section III
provides information on the utilized methodology in this
study, the Methodology section (Section IV) gives a
detailed description of the proposed methods, Dataset section
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(Section V) provides details of the used datasets, Experi-
ment and Results section (Section VI) presents specifications
of the experiment and the results, the Discussion section
(Section VII) provides an analysis of the performance of each
the proposed approaches, and finally, the Conclusion and
Future Work section (Section VIII).

II. LITERATURE REVIEW
This section covers prominent studies related to hate speech
detection, focusing on studies that utilized domain-specific
embedding and targeted types of hate speech related to white
supremacy. There has been a considerable research effort
with regard to hate speech detection, but not much effort into
specifically detecting white supremacist hate speech as only
one study have looked into detecting hate speech in white
supremacy forum.

Liu et al. [30] introduced hate speech word embedding
to achieve higher accuracy in hate speech detection and
achieved 0.78 F1-score by using word embeddings trained
on Daily Stormer articles extremist website and high cen-
trality users’ tweets. They found that Convolutional Neu-
ral Network (CNN) performed better than LSTM on tweets
due to the short-term dependency in the tweets. The study
was based on 140 characters tweets, but Twitter extended
tweet lengths to 280 characters. A comparative study was
conducted by Gupta et al. [31] to assess the performance of
the Word2Vec model to detect hate speech on three datasets
and achieved maximum performance of 0.91 F1-score using
domain-specificWord2Vec embeddings and Logistic Regres-
sion (LR) classifier. They concluded that domain-specific
word embedding provides better classification results and is
suitable for unbalanced classes.

Nobata et al. [32] used a pre-trained word embedding
model and a regression model to detect abusive language on
different domains. Their approach achieved a 0.60 F1-score
on a finance domain and a 0.65 F1-score on a news domain,
but Word2Vec domain-specific word embedding provided
better performance, with 5% improvements on both domains.
The study of Badjatiya et al. [26] examined different deep
learning (i.e., deep neural networks) and machine learning
models (i.e., Logistic Regression (LR)), Random Forest(RF),
Gradient Boost Decision Tree (GBDT), Support Vector
Machine (SVM), and with different word embedding models
for detecting hate speech on a benchmark dataset. Deep learn-
ing models like LSTM, CNN, Fast-text were examined to
build domain-specific embedding tuned towards hate speech
labels. Their best F1-score was 0.93 obtained using GBDT
as a classifier and random embeddings tuned using LSTM
as features. They reported that domain-specific embeddings
learned using deep neural networks expose ‘‘racist’’ or
‘‘sexist’’ biases for different words. From the above stud-
ies, domain-specific-based detection has good performance
as it provided more accurate semantic representations of
domain-related hate words frequently used by users in a given
domain.

Several studies have looked into detecting particular types
of online hate speech that target others based on their racial
and cultural identities. Hartung et al. [33] classified Twitter
profiles into either right-wing extremist or not. They used lex-
ical (BOW model), emotional, lexico-syntactic, social iden-
tity features, and a combination of all the features with a
linear SVM classifier. They reported an F1-score of 0.95
achieved using BOW features that outperformed all other
features combined. They reported the most common fea-
tures for each class by performing a qualitative analysis on
the German language (e.g., asylum seekers, citizens’ ini-
tiative, demonstration, and autumn offensive). They found
that the content of tweets is a good indicator for hateful
accounts.

Hartung et al. [34] in another study identify German
right extremist accounts and rank unknown profiles based on
their relative proximity to other users in the vector space.
They used four feature sets: lexical (word stems), social
identity, emotional, and lexico-syntactic (sentence construc-
tions). The proposed model represented each Twitter profile
as a point in a high-dimensional vector space based on the
account textual content. The classification result was a 0.65
F1-score obtained using an unbalanced discrete decoding
model over all the subsamples. The results also showed that
the F1-score increased to 0.81 when profiles had greater than
100 tweets. This shows that the proposed ranking model
depends heavily on the number of tweets of the profile.
However, this condition may not apply to extremist profiles
as they often use newly created accounts, as found in other
studies [16].

Themost recent and related study focuses on detecting hate
speech in a white supremacy forum (i.e., Stormfront) [28].
Their proposed model is trained and tested on a balanced sub-
set of a dataset consists of about 2k sentences collected from
the Stormfront forum. Several machine learning approaches
were examined to detect hate speech in this dataset, including
SVM [35], Convolutional Neural Network (CNN) [36], and
LSTM [37]. The results show that the LSTM outperforms
the other models with an accuracy of 0.78 and 0.73 with
and without excluding sentences requiring extra context. The
main limitation of this study is annotating sentences extracted
from paragraphs without providing any additional knowledge
that might help to understand the sentences’ context to label
them accurately.

III. BACKGROUND
This section provides background on the most recent and
commonly used word embedding models and language mod-
els. Researchers have continuously investigated techniques
to represent words semantics such as word2vec [38] and
Glove [39]. Also, several pre-trained language models have
recently receivedmassive attention in the different NLP tasks,
such as Bidirectional Encoder Representations from Trans-
formers (BERT) [40], which provides the state-of-the-art
results for many NLP problems.
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A. WORD EMBEDDING
Word embedding [41] is one of the most popular recent
Natural Language Processing (NLP) trends. It refers to tech-
niques that mapwords to dense vector representations capture
words’ semantic/meanings in specific language [30]. The
primary purpose of this mapping is to represent linguistic
terms in dense vectors to be utilized by machine learning
algorithms. Word embedding has proven to be a powerful
technique for extracting the most meaningful representa-
tions of words based on their context [30]. The evolution
of word embedding has resulted in tremendous success in
various NLP tasks like text classification [27], [42], document
clustering [43], part of speech tagging [44], named entity
recognition [45], sentiment analysis [46]–[48], and so on.
Many researchers have built models to reach the best mean-
ingful word representations either using neural network mod-
els (e.g., Word2Vec [38]) or using co-occurrence statistics
and matrix factorization techniques( e.g., GloVe [39]).

1) Word2Vec
Word2Vecwas developed by theGoogle research team [38] to
represent words in dense-dimensional space based on its con-
text. Word2Vec is a prediction-based model in which a loss
function is used to evaluate the prediction performance. The
meaning of words is obtained from surrounding words within
a specified window size, the resulting word vectors from the
model are considered as features representing the meaning of
the word in many NLP problems. Google released pre-trained
word embeddings named Google Word2Vec trained using
skip-gram and continuous bag of words models on a large
news corpus of 100 billion words [49].

2) GloVe
GloVe (Global Vectors for Word Representation) is another
word embedding model [39] that obtains a vector repre-
senting words’ meaning using corpus-based distributional
features. The algorithm performs several operations on a con-
structed word-to-word co-occurrence statistics matrix. Dif-
ferent pre-trained GloVe versions are released that are trained
on different datasets such as Wikipedia and Twitter [39].

B. BERT PRE-TRAINED LANGUAGE MODEL
A pre-trained language model can be defined as a black
box that has previous knowledge about the natural language
and can be applied and fine-tuned to solve various NLP
problems. The pre-training process uses inexpensive unla-
beled data to learn the initial parameters of a neural network
model. BERT [40], is the latest revolution in NLP pre-trained
language model trends. It is a deeply bidirectional language
model trained on very large datasets (i.e., Books corpus and
Wikipedia) based on contextual representations. BERTmodel
can be fine-tuned using a neural network dense layer for dif-
ferent classification tasks. The fine-tuning advantage incor-
porates the contextual or the problem-specific meaning with
the pre-trained generic meaning and trains it for a specific

classification problem. BERT provides high performance for
NLP tasks and improves the results of traditional models.

BERT is deeply bidirectional by jointly conditioning both
left and right contexts in all layers [50] in contrast to
Word2Vec and GloVe, which generate an embedding in one
direction regardless of its contextual differences (context-free
models). BERT models have different releases that differ
according to model size, cased or uncased alphabet, lan-
guages, and the number of layers, and they are all available
online.

C. DEEP LEARNING
Deep learning (also known as layered representations learn-
ing and hierarchical representations learning) is a sub-field
of machine learning which uses successive layers for accu-
rate representations or making decisions [51]. The learning
process is performed by feeding training data to the model
and estimate model parameters or weight to give the desired
target. To control the prediction process, a loss function is
used to measure the distance between the predicted and actual
targets. The neural networks are structured in layers, and
different constructions of layers give different deep learning
models. Neural Networks form the basis for deep learning,
and one of the common neural network architectures used
for deep learning construction is Long Short-Term Memory
(LSTM).

1) LONG SHORT-TERM MEMORY (LSTM)
LSTM is a recurrent neural network (RNN) developed to
solve the problem of vanishing gradient in RNNs [37].
An RNN is a specific type of neural network which considers
the history or context in the computation of the output. To pre-
dict the output of the current input, RNN uses computational
results from the previous set of hidden units in the network.
This design is useful for sequential learning tasks like speech
recognition and stock forecasting that need the use of history
in the decision-making process. The vanishing gradient prob-
lem occurs when the weights of an RNN are lost in a deeper
layer of the network, resulting in the failure to capture very
lengthy dependencies. To avoid this problem, LSTM replaces
each node with a memory cell, which consists of an input
gate, forget gate, output gate, and a node connected back to
itself. The memory cell in a specific layer uses the hidden
state in the previous layer during the current time and the
hidden state of the current layer from the previous time. The
forget gate decides which information should be ignored in
the cell state, and the input gate and hyperbolic tangent (tanh)
layer decide which information is stored in the cell state, then
using the sigmoid function to determine the final output [30].
The bidirectional Long Short-Term Memory (BiLSTM) is an
extension of the traditional LSTM that processes the sequence
in both directions [52].

IV. METHODOLOGY
We used two approaches to investigate white supremacist
hate speech detection: domain-specific word embedding
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with a deep model (BiLSTM) and BERT language model.
Domain-specific word embedding is able to detect most
terms, abbreviations, and intentional misspellings related
to the white supremacist hate community, which are not
detectable by the general embedding model since it is trained
on books andWikipedia textual data that often do not contain
misspellings. However, we also used BERT because it has
proved to provide state-of-the-art for most NLP problems
showing better performance than some of the traditional
domain-specific methods [40]. The following subsection pro-
vides more details about the two approaches used in this
research.

A. DOMAIN-SPECIFIC WHITE SUPREMACY WORD
EMBEDDING AND BiLSTM DEEP MODEL
To obtain domain-specific embedding, we perform the fol-
lowing steps:

1) DATA COLLECTION AND ANALYSIS
Domain-specific word embedding involves word representa-
tions constructed from a corpus of a specific domain (e.g.,
politics, finance, sports). As mentioned earlier, using white
supremacist domains to extract embedding helps to identify
terms that are commonly used in their community.

To create the domain-specific word embedding, we first
collected a corpus consisting of 1, 041, 576 tweets. The
tweets were obtained from known white supremacist hash-
tags such as #white_privilege, and #it_is_ok_to_be_white.
We also collected contents from accounts that identified
themselves as white supremacist explicitly (e.g., Whit***er)
or implicitly (e.g., Na***st), and/or shared supportive phrases
for white supremacy in hashtags or tweets encouraging or
promoting racial or religious hatred against others. Then,
we analyzed the corpus data to have an overall look at the
most-used terms in that corpus. Figure 2 shows the termsmost
commonly used by their community, and they are different
from general hate speech terms.

FIGURE 2. Word cloud of the most used terms in the white supremacist
corpus.

We also analyzed the influence of using domain-specific
word embedding of white supremacist hate speech by
using word similarity. Word similarity retrieves the most sim-
ilar words to the input word according to the cosine distance

TABLE 1. Examples of words that commonly appear in white supremacy
content and the most similar words in pre-trained word embedding
models (Word2vec and Glove) and the domain-specific word embedding.

between their embedding vectors. Table 1 includes the data
analysis of our domain-specific pre-trained model and gen-
eral Google Word2Vec, GloVe models. The results show
significant differences between the word embedding models.
As can be seen, the words appearing in the domain-specific
model tend to be more racist, while the Word2Vec and GloVe
models provide the generic meaning of a word; for example,
‘‘Black’’ in domain-agnostic models tend to refer to the color
of an object, while ‘‘African’’ appears to be similar in the
domain-specific model which is the most commonly used
meaning in the white supremacy context. This observation
confirms [26] results.

2) PRE-PROCESSING
Pre-processing techniques are often used to remove noise and
exclude unrelated words. In this study, we removed URL
links (http or www), user names (@user_name), numbers,
symbols. We also lowered the case of the text alphabet and
handle the negation abbreviation such as (‘‘can’t’’: ‘‘can-
not’’). Text normalization such as stemming and handling
misspellings were excluded from pre-processing as the hate
community intentionally used misspellings to avoid being
detected. Stemming was also excluded as it aims to remove
prefixes and suffixes of the word, but some words (e.g.,
blacks) are used more frequently as hate words.

3) FEATURE EXTRACTION (Word2Vec)
To build our domain-specific embedding from the white
supremacy textual data, we trained the Word2Vec model
on the collected white supremacy tweets. The training was
performed using the Gensim library with the Continuous
Bag of Word (CBOW) model, a window size of five words,
which is the number of surrounding words, and a 300-vector
size representing the dimension of the output vector. The
CBOW model aims to predict a target word from its neigh-
boring words. The result of this stage is word embeddings of
the corpus words (i.e., the vocabulary). The domain-specific
embedding method in this study will be referred to as White
Supremacy Word2Vec (WSW2V).

4) DEEP LEARNING MODEL
A number of experiments were carried out to choose the best
deep learning model by testing different structures, depth,
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or parameters of models. Based on these experiments, and to
the best of our knowledge, we found that sequential learning
models are the most suitable approaches for this problem.
Thus, we investigated two sequence models, namely, Bidi-
rectional GRU (BiGUR) and Bidirectional LSTM (BiLSTM).
We implemented the algorithms on the same structure of
layers, starting with the embedding layer, sequence mod-
els layer, and two dense layers. We compare the perfor-
mance of the models on a balanced subset of the StromFront
dataset [28](See Section V for further details). The results
show that BiLSTM provides the best score which reached up
to 0.792 F1-score while BiGRU achieved 0.774 F1-score.
Thus, BiLSTM model was chosen in this task. The BiL-

STM deep model structure consists of four layers the first
layer is an embedding layer, with 300 dimensions. The second
layer is Bidirectional CuDNNLSTM, a fast LSTM imple-
mentation backed by CuDNN, which is a library by NVIDIA
CUDA described as a GPU-accelerated library of primitives
for deep neural networks [53], [54]. The main advantage of
using the bidirectional model of LSTM is to preserve both
forward and backward data. This will allow understanding
more information about the context, but will also require
more computation time, and for this reason, we used CuD-
NNLSTM to reduce the processing time. The third and fourth
layers are dense layers with linear and sigmoid activation
functions, respectively. The activation functions were chosen
after examining different activation functions like rectified
linear (relu), sigmoid, hyperbolic tangent (tanh), and a lin-
ear function. The BiLSTM deep model structure is shown
in Figure 3.

FIGURE 3. BiLSTM deep model structure starting from the embedding
layer to the classification layer.

The loss is calculated using binary cross-entropy loss func-
tion, and the model is optimized using the Adam optimizer.
We tested the model over different values of epochs to elimi-
nate the gap between the validation and training accuracy and
prevent over-fitting. While analyzing the results, we discov-
ered that the ideal number of epochs is between 5 and 10,
resulting in a validation and training accuracy gap of 0.13 to
0.17 points, with no degradation in validation accuracy and

the gap attributable to an increase in training accuracy. We
chose 10 epochs which gave a training accuracy of 96.0%
and validation accuracy 79.0%. We used a 256 batch size to
classify each tweet. We also divided the data sets into 20%
for testing, 20% for validation and 60% for training.

B. BERT LANGUAGE MODEL
Our second approach employs the pre-trained language
model BERT, which is used to encode the input text based on
its own embedding strategy. We used the Bert For Sequence
Classification [55] model, in which the last layer is a classi-
fication neural-network layer.

We used the BERT-Base model which contains 12
transformer layers, for each transformer,12 self-attention
heads and hidden states size is 768. In comparison,
the BERT-Large model contains 24 transformer layers and
16 self-attention heads, and the hidden states size is 1024.
The model specifications are: LEARNING_RATE = 2e− 5,
NUM_TRAIN_EPOCHS = 3.0 and BATCH_SIZE = 16, 8
for training testing respectively. The parameter are cho-
sen according to the literature recommendations for similar
problem.

V. DATASETS
This section describes the datasets we used in the exper-
iments. We experimented on two datasets: a Stormfront
dataset collected from white supremacist extremist content,
which is available online (the Stormfront forum was later
shut down because of its support for racial hate), and Twitter
dataset (Twitter White Supremacy Dataset) to assess the per-
formance on the recent white supremacist content on social
media.

A. AVAILABLE DATASET (STORMFRONT DATASET)
To the best of our knowledge, there is no dataset avail-
able for white supremacy content other than the Stormfront
dataset [28], which is a dataset collected from the Stormfront
white supremacist forum. The dataset consists of a set of sen-
tences that were extracted from posts that have been randomly
sampled from several sub-forums in the Stormfront forum
and were manually labeled as ‘containing hate speech or not’,
‘skip’, or ‘relation’ (relation means it needs extra context to
be annotated), according to certain annotation guidelines. The
average Cohen’s kappa annotator agreement score for a batch
of 1, 144 sentences of the dataset is 61.4 for three classes
(i.e., hate, non-hate, skip) and 62.7 for four categories (i.e.,
hate, non-hate, skip, and relation) for 1, 018 sentences of the
dataset. The Cohen’ kappa percentage does not represent the
entire published dataset and is calculated for three or four
classes. Their classification experiment was performed on a
balanced subset of the dataset, which included only hate and
non-hate and excluded other classes.

B. TWITTER WHITE SUPREMACY DATASET
The aforementioned dataset was obtained from the Storm-
front website, which has been taken offline and no longer
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available for research purposes. Thus, and to assemble white
supremacist posts from different platforms, we collected a
dataset from Twitter by randomly selecting subsets of tweets
from the white supremacist corpus. The dataset consists of
1, 999 tweets that were annotated by three judges through
Amazon Mechanical Turk (AMT) [56]. The judges have to
be located in North America and have a hit approval greater
than 80%. The location criterion was chosen to ensure that
the reader/annotators fully understood common cultural ter-
minologies, events, figures, and coded words.

The annotation procedure initially consisted of four labels:
explicit white supremacy (EWS), implicit white supremacy
(IWS), other hate speech (O), and neutral(N). Explicit white
supremacy content refers to hate speech/tweets that express
either racial or religious hatred towards others or claims of
being undermined by other racial or religious groups (e.g.,
‘‘These people do not want solution, They only want you
dead White man’’. Implicit white supremacy content refers
to expressing racial or religious hatred either indirectly or
implicitly without using explicit hate terms (e.g., ‘‘we own
our diversity, leave our country’’). Other hate speech is any
hateful text other than white supremacist hate text, such as
misogyny (i.e., hatred of women), homophobia (i.e., hatred
of LGBT people), or sexism (i.e., discrimination based on
gender). Neutral text, on the other hand, is any content
that expresses positive subjective content (e.g., ‘‘Always
brother’’), factual text (e.g., weather situation), or any other
content not intended to promote or encourage hatred. Neu-
tral also includes textual information that is challenging and
cannot be annotated as hate speech or non-hate speech due
to ambiguous intentions or contexts, e.g., ‘‘to be against
immigration does not mean to kill people’’ or ‘‘die for them’’.
Also, any factual text that includes hate terms with no hate
intent is considered as Neutral (e.g., ‘‘Christchurch mosque
shooter to be sentenced on August 24’’).

The annotators’ agreements for the four labels were very
low, with a 0.070 Cohen’s kappa score. This is because there
were large numbers of disagreements between the annotators,
especially regarding neutral and implicit white supremacism.
The disagreements between the judges were analyzed by
counting the number of conflicts between every pairs of anno-
tators. We found that the disagreements between annotators
often occurred when the intention of the writer was inexplicit.
For example, in the first example in Table 2 two annotators
considered a tweet as implicit white supremacist content,
while the third annotator considered it as neutral. The annota-
tors disagreed on whether the writer had intended to discuss
some statistical and factual information about immigration or
to promote hatred against immigrants. This ambiguous con-
tent can reduce the agreement between annotators, increases
the difficulty of detecting harmful content based on the con-
tent of the tweet, and requires the entire user profile to give an
additional indication about the user’s intent. Other examples
of tweets that were found to be challenging for the annotators
can be found in Table 2.

TABLE 2. Examples of the annotators’ disagreements (A: annotator, N:
Neutral, IWS: Implicit White supremacy).

In this research, we treated the problem as a binary classi-
fication problem; thus, we collapse the four labels to binary
labels (white supremacy or non-white supremacy). Explicit
and implicit white supremacy were collapsed into a ‘white
supremacy’ label, and the ‘neutral’ and other hate categories
were collapsed into ‘non-white supremacy’ because our goal
was to detect white supremacists in particular. We cal-
culated the Cohen’s kappa coefficient for the two labels
(0 for non-white supremacy, 1 for white supremacy) for all
the annotators, and the agreement score was 0.11 Cohen’s
kappa score. The disagreement is due to the difficulty in
detecting implicit white supremacy hate speech. Schmidt and
Wiegand [57] recognized from previous studies that the hate
speech annotation process is reasonably ambiguous, which
results into low agreement scores. To handle the annotators’
disagreements, we used a voting strategy by choosing the
most common label among the three annotators, so if at least
two annotators agreed on one label, either 0 or 1, this label
will be used as the final tweet label. The dataset is available
on GitHub.1

C. BALANCED COMBINED DATASET
We created a balanced combined dataset from the datasets
used (Twitter and Stormfront) to train the model on the largest
possible diversity of the data from different social platforms
of white supremacist hate speech. We combined the Storm-
front and Twitter datasets by aggregating them into one CSV
file, and then balanced them according to the number of class
with lower frequency, and randomly selecting other class
examples. Table 3 show the details of the white supremacist
datasets.

VI. EXPERIMENTS AND RESULTS
We applied two different experiments that were evaluated
separately. The first experiment uses white supremacist
domain-specific embeddings and the BiLSTM deep model,
and the second experiment uses the pre-trained language
model (BERT). The experiments were conducted on Google
Colab to utilize GPU processor for fast execution.

1https://github.com/Hind-Saleh-Alatawi/WhiteSupremacistDataset
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TABLE 3. Details of white supremacist datasets (EWS: Explicit white
supremacy, IWS: Implicit white supremacy, O:other hate speech, and N:
Neutral).

A. DOMAIN-SPECIFIC WHITE SUPREMACY WORD
EMBEDDING AND DEEP MODEL EXPERIMENT
In this experiment, we used WSW2V embedding as fea-
tures and the BiLSTM deep model as a classifier. We also
used the domain-agnostic embedding models, both GloVe
and Word2Vec embedding models, with the BiLSTM deep
model and compared them against domain-specific WSW2V
embedding. Table 4 shows descriptions of the embedding
models used in this experiment.

TABLE 4. Details description of embedding models (WSW2V:White
supremacy Word2Vec).

Table 5 compares the models’ performance using dif-
ferent embeddings (domain-specific and domain-agnostic),
and different classifiers (LR and BiLSTM deep Model).
The first comparison is between the classifiers (LR, BiL-
STM deep model) under the same features (WSW2V)
identified by BOLD in the table to show the maximum
F1-score. The results show that LR-WSW2V model out-
performs BiLSTM-WSW2V on two datasets, but not on
the Stormfront forum dataset which is the largest dataset
among others datasets. The second comparison is between
the features (WSW2V, GloVe, Word2Vec) under the same
classifier (BiLSTM deep model) identified by underline in
the table, we used domain-agnostic word embedding and
compared it with domain-specific WSW2V embedding. The
results show that our pre-trained word embedding WSW2V

2https://code.google.com/archive/p/word2vec/
3https://nlp.stanford.edu/projects/glove/

outperformed the other models except for the balanced com-
bined dataset, GloVe.Wikipedia performs slightly better than
WSW2Vwith a small margin of 0.006 point. It is worth men-
tioning that the WSW2V model is trained on only 1M tweets
and while the domain-agnostic models is trained on at least
2B tweets.

We also evaluated the results of the proposed approach
against similar research efforts in the field; however, the only
study that had analyzed white supremacy content to detect
hate speech is [28] study. The authors released the Stormfront
dataset for research use, but they only reported the results for
a sample (2, 000 sentences) of the dataset. Thus, we randomly
sampled a balanced subset from that Stormfront dataset. The
results show that the BiLSTMoutperformed [28]’s result with
an accuracy of 0.80 (only the accuracy is reported in [28]’s
study). This result shows that our proposed model outper-
forms their model by 2.0 points, given that they used random
word embedding for features and LSTM for classification,
as shown in Table 6.

B. BERT PRE-TRAINED LANGUAGE MODEL EXPERIMENT
In the second experiment, we evaluate the BERT language
model on the task of white supremacy detection.We chose the
BERT model since it has shown high performance in many
NLP tasks. We used both BERT Base and Large models. The
results of the evaluation are reported in Table 7. As shown in
the table, BERT provides better performance (F1-score) than
the domain-specific model for white supremacist classifica-
tion. It improved the F1-score by 3 points on the Stormfront
dataset and by about 1 points on Twitter dataset and 6 on
the balanced datasets. Also, we found that both BERT-Large
and BERT-Base models give comparable results, BERT-base
performs slightly better than BERT-Large model for some
datasets.

In Table 8, we also compare the BERT model’s accuracy
with [28]’s result. BERT outperformed their accuracy by
6 points using the Base model, and also outperformed the
domain-specific model by 4 points (Table 6).

VII. DISCUSSION
The first approach in this study utilizes domain-specific with
deep learning model (BiLSTM). The results of evaluating the
first approach (Table 6) show that domain-specific embed-
ding with the BiLSTM model outperforms the results of
random embedding and LSTM model [28]. Their reported
accuracy was 78%, while our accuracy is 80%. This slight
improvement shows that that random initialization of word
embedding does not perform very badly. It is important to
mention that the training corpus of white supremacist word
embedding contains only 1 million tweets. Increasing the
corpus size would provide a better performance, but we
were limited by Twitter API’s policies. This experiment also
shows that the BiLSTM based deep model provided good
performance for tweets classification, contrary to other prior
conclusions that LSTMdoes not give a good performance due
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TABLE 5. Classification experiment results of domain-specific white supremacist using Linear Regression (LR) and bidirectional long short-term
memory (BiLSTM) in comparison to domain agnostic pre-trained models on different datasets (Twitter white supremacist dataset, Stormfront, and a
balanced combination of both datasets).

to the length of tweets which was limited to 180 characters;
but, now it is 280 characters [30].

From the feature perspective comparison, Table 5
shows how WSW2V performs in comparison with other
domain-agnostic models using the same classifier and
datasets; the WSW2V outperforms other models on both the
Stormfront and Twitter datasets, but GloVe performs slightly
better than WSW2V on the balanced combined dataset. This
shows that WSW2V provides a very desirable result despite
the big size difference of training corpora (2B) for GloVe
Twitter and (1M) for WSW2V. From the classifier perspec-
tive comparison, the BiLSTM-based deep model always
performs better than LR when trained on larger datasets.
Thus, LR outperforms the BiLSTM-based deep model on
the Twitter and balanced combined dataset as they have the
smallest size.

The second experiment involved using the BERTmodel on
the dataset to assess its performance on the white supremacist
hate speech classification task. As shown in Table 7, BERT
outperforms all the distributional-based embeddings (Google
Word2Vec, GloVe and WSW2V) with the BiLSTM-based
deep model in Table 5. This show that the BERT model gives

TABLE 6. The results of the domain-specific and domain agnostic word
embedding with BiLSTM in comparison with [28] on a balanced sample of
the Stormfront dataset (2000 sentences).

TABLE 7. BERT models (Base-Large) results in white supremacist
classification on the balanced dataset (Twitter white supremacist,
Stromfront datasets, and a balanced combination of both).

a closer meaningful vector of the words due to its training
strategy (deeply bidirectional) and the large corpus trained
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TABLE 8. BERT (Base-Large) model results for white supremacist
classification in comparison with [28] study. The evaluation performed on
a balanced sampled from Stormfront dataset (2000 sentences).

on. The BERT language model combines the advantages
of domain-agnostic and domain-specific embeddings in its
training strategy, it is pre-trained on a large corpus and add
extra layer for training your specific task.

To better understand the obtained results, we applied LIME
which stands for Local Interpretable Model-agnostic Expla-
nations. LIME is an interpretable technique that provides
a qualitative representational understanding that reflects the
contribution of each feature to a specific label of the data
sample. It also shows how changing the features influ-
ences the prediction. We presented different situations of
sentence predictions for both labels, white supremacist and
not white supremacist hate speech. We, in particular, focus
on three examples from the testing dataset True Positive
(TP), True negative (TN), and False Postive (FP), and False
Negative (FN).

Figure 4 shows a bar chart with highlighted texts indicating
the importance of the most relevant words. Color denotes
which class the word contributes to (blue for ‘‘NotWSHate,’’
orange for ‘‘WS Hate’’). The words of the document (TN)
such as ‘‘teach,’’ ‘‘have,’’ and ‘‘kids’’ contribute to making
the sentence be labeled as not white supremacist tweet. While
words such as ‘‘racially’’ and ‘‘them’’ contribute to making
the sentence to be classified as white supremacist hate speech.

FIGURE 4. Result of applying LIME on document actual label = 0 and
predicted = 0.

While the sentence (TP) shown in Figure 5 provides an
example of white supremacist hate speech and most signif-
icant words such as ‘‘whites’’, ‘‘dumped’’, ‘‘negros’’ that
contributed to classifying this sentence as white supremacy
hate speech.

We also analyzed the misclassified examples as shown
in Figure 6 and Figure 7, to examine which words contribute
in misclassifying that example. It is obvious in Figure 6 that
the classifier was more accurate than human annotator. As it
is understated from the sentence intent and how the writer
expresses hate in an implicit way. Same thing in Figure 7

FIGURE 5. Result of applying LIME on a document with actual label = 1
and predicted = 1.

FIGURE 6. Result of applying LIME on a document with actual label = 0
and predicted = 1.

FIGURE 7. Result of applying LIME on a document with actual label = 1
and predicted = 0.

which shows how this sentence was not hate as the annotators
decided the sentence lacks any hate intent.

VIII. CONCLUSION AND FUTURE WORK
In this study, we examined domain specific and agnostic word
embedding with deep learning (BiLSTM). The results show
that this approach performs well for the problem of white
supremacist hate speech. BERT model has also proved that
it provides the state of the art for this problem. The exper-
iment results show that BERT outperforms domain specific
approach with 4 point, however, domain specific approach is
able to detect intentionally misspellings and common slang
from hate community while BERT model fails to detect as it
is trained onWikipedia and books. Some of the datasets in the
experiments are imbalanced to simulate real-world data, and
others are balanced to assess the model’s performance under
an ideal situation. For future work, the corpus size will be
maximized in order to generate more meaningful hate word
embeddings, and experiments will be done on multiclass
problems instead of binary class problems.
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