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ABSTRACT With zoom lenses, both the magnification of the camera and the distance between the lens and
the object plane can be changed. Changes to zoom lens magnification is accompanied by changes in the
depth of field and the distance between the lens and the object plane, complicating the calibration of zoom
cameras—specifically, that of each focus and zoom control, for which separate configurations are required.
To overcome this problem, a procedure for the calibration of a multifocus zoom lens in a three-dimensional
(3D) scanning system was developed in the present study. Specifically, a pragmatic, five-step calibration
procedure was proposed. In the first two steps, the characteristics of the zoom lens were obtained. In the
third and fourth steps, the calibration was normalized. Finally, the effectiveness of the process was assessed
using a laboratory-developed prototype. High reconstruction accuracy was achieved.

INDEX TERMS Active optical scanner, camera calibration, zoom lens, zoom-dependent calibration,

reconstruction accuracy.

I. INTRODUCTION

Optical topography measurement has extensive industrial and
cultural applications in fields including mechanical engineer-
ing, industrial manufacturing, cultural heritage conservation
and restoration, and virtual reality [1]. Structured light pro-
filometry is a highly reliable technique for reconstructing the
three-dimensional (3D) characteristics of an object. Camera
calibration, through which the intrinsic and extrinsic param-
eters of the camera are obtained, contributes crucially to the
accuracy of 3D reconstruction [2]. The calibration of a prime
lens for 3D reconstruction conventionally involves the use of
a calibration target (taking into account target position and
density of features) and standard procedures. In contrast to
prime lenses, zoom lenses allow users to adjust the field of
view and allow the camera to adapt to different-sized objects
according to the situation. Therefore, zoom lenses are more
valuable than prime lenses with regard to applications in 3D
computer vision and 3D scanning [3].
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The estimation of calibration parameters typically requires
a calibration target with features of a given density that
is positioned strategically within a designated framework.
Therefore, 3D reconstruction that is based on both stan-
dard and prime lens calibration is highly accurate. Numer-
ous studies on prime lens calibration have been conducted
[4]-[18]. Developed on the basis of the standard calibra-
tion technique, zoom lens calibration techniques comprise
linear and nonlinear strategies [19] for setting various lens
parameters. Prime lens calibration based on perspective pro-
jection is also suitable for zoom lenses [20]-[22]. Multiple
studies [23]-[27] have adopted the strategy developed by
Tsai [28] for zoom lens calibration, which requires the use
of multiple types of calibration targets under various lens
settings [29]—a drawback that explains why it has yet to
become a common technique [30].

When the setting of a zoom lens changes, intrinsic param-
eters, extrinsic parameters, or a combination of both are
taken as the variadic parameters [19], [23]-[27], [31]-[35],
and the setting of each parameter depends on testing con-
figuration and results. By treating all camera parameters as
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variadic parameters, Xian et al. [33] observed that adjusting
the optical settings of the zoom lens leads to variations in
the camera parameters. Most studies on zoom lens calibra-
tion methods [23]-[26], [31], [32], [35] have demonstrated
that changes in distortion parameters are inevitable, but
other researchers [27], [33] have ignored these parameters.
Still others [19], [34] have recommended the pre-calibration
of lens distortion in all circumstances. In determining the
relationship between camera parameters and lens settings,
Ahmed and Farag [19] examined various strategies, including
polynomial fitting, interpolation, and look-up tables. Through
interpolation, each model parameter can be obtained at inter-
mediate lens settings. In this context, only the fitting error of
the parameters is considered, and the overall calibration accu-
racy is completely disregarded. In a study by Zhu et al. [36],
the error of the center point was closely related to the error of
the full field. In many cases, the polynomial method cannot
follow complex parametric variations, and determining the
optimal function is challenging. This problem can be resolved
by using the look-up table method.

When the lens setting is changed, the camera parame-
ter will change accordingly. For most off-the-shelf lenses,
the relationship between camera parameters and lens settings
is too complicated to be modeled accurately. The numer-
ous generic strategies (e.g., polynomial fitting, interpolation,
and look-up table) are often used to approximate the rela-
tion. Polynomial fitting and interpolation are inferior to the
look-up table method with respect to the accuracy of cam-
era and distortion parameter estimates. But, it is impractical
to establish a table of motorized lenses through calibration
because the step resolution of the motor is usually very high.
Hence, a novel zoom lens calibration procedure involving
several zoom and focus settings was developed in the present
study. Regarding the focus settings, the adjustable focus range
of the zoom lens under a designated zoom setting was divided
by the depth of field into multiple focus settings. Finally, con-
ventional calibration strategies were applied to estimate the
camera and distortion parameters under these lens settings.
The proposed procedure is presented in section 3.

Il. SYSTEM ARCHITECTURE
Fig. 1 presents the hardware of the 3D scanning system used:
a projector (Optoma ML750) and a camera (Basler Ace2500-
14gc) with a motorized zoom lens (Computar H6Z0812M).
A close-up filter (Green.L, +4, 52 mm) was used to reduce
the focus distance of the zoom lens. They were installed
on an optical table in a dark room in which the tempera-
ture was maintained at 25 & 1 °C and the relative humid-
ity was controlled. The magnification and focus position
were adjusted by controlling the zoom and focus settings
of the lens. Notably, all the experimental components were
commercially available and easily accessible. The hardware
parameters are listed in Table 1.

Because the hysteresis of the zoom lens and the nonlinear
mechanical control mechanism cause errors in the zoom lens
settings, we proposed a control system capable of image
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FIGURE 1. Laboratory-built prototype.

TABLE 1. Specifications of laboratory-built prototype.

Item Serial No.
Projector Optoma ML750

Specification
Resolution: Wide HD-WXGA
(1280%800)

Light elements: DLP/LED
Standard projection
distance:0.55-3.23 m

Contrast: 10000:1

Luminosity: 700 ANSI

Angle of view (1/2 type, degree):
D: 55.8-9.9, H: 44.6-8.0,
V:33.5-6.1

Focal length: 8-48 mm

Object dimension at M.O.D.
At 8 mm: 98.4 cmx72.2 cm

At 48 mm: 16.8 cmx12.8 cm
Sensor size: 2590x1942

Pixel size: 2.2 pmx 2.2 um
Optical size: 1/2.5”

Sensor type: Aptina MT9P03 1
progressive scan CMOS rolling
shutter

Max. frame rate (at full
resolution): 14 fps

Zoom lens Computar

H6Z0812M

Basler
Aca2500-14gc

Camera

i

FIGURE 2. Target (CP-130-G-10).

processing. Connected to the serial port of a personal com-
puter, the system microcontroller manipulated the direct cur-
rent motor through serial communication. To set the zoom
lens control system, we placed the target (CP-130-G-10;
Table 2) at a fixed position and selected the center of two
adjacent large circles as features (Fig. 2). This target is
a camera calibration board, and it has two different sizes
of circles. The control system can use the image distance
between two adjacent large circles as a standard to control the
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Input the value D between
the feature points

Capture image and calculate
the distance between two
feature points d

End

No

v

Drive motor with voltage -1,
to reduce the magnification

Drive motor with voltage I,
to increase the magnification

FIGURE 3. Flow chart of proposed zoom control.

TABLE 2. Specifications of laboratory-built prototype.

Item Serial No.
Target CP-130-G-10

Specification
Dimension: 130x100 mm
Array: 11x9
Circle diameter: 5, 2 mm
Center distance : 10 mm

magnification of the zoom lens. The distance between two
features was measured in subpixels to determine the zoom
setting. Instructions for zoom setting adjustment were sent
to the microcontroller through the graphical user interface.
As shown in Fig. 3, we first entered a pixel unit value D
that was determined by the zoom setting required for the
experiment. Second, the camera took a picture and calcu-
lated the distance d between the centers of the two features
through image processing. Third, if the absolute value of
the difference between d and D was less than the threshold,
the program ended; if the difference was greater, the d and D
values were compared. If d >D, the lens setting was adjusted
to reduce the magnification; if d <D, it was adjusted to
increase the magnification. Finally, after the magnification
of the zoom lens was controlled, step 2 was repeated until
program completion.

To verify the control system, we conducted a simplified
experiment. A zoom lens is first calibrated with a target [37]
at a fixed (zoom) setting. After accounting for lens distortion,
the zoom lens is then to purely zoom with a constant setting
of zoom control, each position corresponding to a distance d.
The camera photographed the target 10 times under each
setting and calculated the distance d between the centers
of the two features. The experimental results are presented
in Table 3. We can see that the errors are less than 1 pixel.

IIl. FIXED AND VARIABLE CAMERA MODELS
As shown in Fig. 4 and Eqgs. (1)—(3) [38], the fixed camera
model (based on the perspective projection theory) describes
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TABLE 3. Error experiment using two different zoom control over the 10
times.

Times Zoom control 1 (pixel) Zoom control 2 (pixel)

1 -0.5923 -0.1678
2 -0.3175 -0.3921
3 0.0153 0.4543
4 -0.4404 -0.3619
5 -0.1380 -0.3866
6 0.1012 0.5301
7 -0.0055 0.3943
8 -0.2358 -0.3821
9 0.0165 0.2176
10 0.0237 0.2727
Root-mean-

square error 0.2201 0.3701

the mathematical relationship among the pixel coordinates,
the image plane coordinates, the camera coordinates, and the
world coordinates, where [M;] is the transformation matrix
between the pixel coordinates (uy,, v,) and the image plane
coordinates, and [M,] is that between the image coordinates
and the camera coordinates (X, Y., Z.). As the transformation
matrix between the camera coordinates and the world coor-
dinates (X,,, Yy, Zy), [R, t] demonstrates the relative orien-
tation of the two coordinate systems in the 3D space, which
can be simply represented by the homogeneous coordinate
transformation matrix. The matrix represents the features of
the camera and the lens, including the pixel size, principal
point, skewness, and focal length.

Sitp [ 1/s, 14 ug u; Ui
svp | =1 0 /s, v vi | =[Mi]| vi (1)
s i 0 0 1 ] 1 1
sui | [f 0 0 0 );C );C
i |=[0 f 0 0| f=M]| S| @
s 0 0 1 0 ¢ ¢
i L L 1 1
el [r o rm2 3 T | [ X
Me | _ | m 3 Ty Yy
VA 31 rp 3 I Zy
. i 0 0 0 1 1
XM/
—[r ]|V 3)

where s and A are the scale factors; s, and s, are the hori-
zontal and vertical effective pixel size, respectively; y is the
parameter describing the skewness of the two image axes;
(uop, vp) are the coordinates of the principal point; f is the focal
length; (T, Ty, T;) is the translation along the X, Y, and Z
axes, respectively; and r;; are the elements of the 3D rotation
matrix, in which i and j both range from 1 to 3 as the row
and column indexes, respectively. Combining Eqs. (1)- (3)
yields the following equation [30]:

sm:A[R, t]M @
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Pixel coordinates y pixel

FIGURE 4. Static camera model based on perspective projection theory.

where [R, t] is the extrinsic parameters—that is, the rota-
tion and translation between the camera coordinates and the
world coordinates. A, the camera intrinsic parameters matrix,
is given by the following matrix equation:

a Yy u
A=10 B w
0 0 1

where « and B are the scale factors along the u and v axes of
the image plane, respectively, and the focal length function
is f(a, B). According to the fixed camera model (which is
based on perspective projection theory [28]), the following
equations are presented:

fp=a’s;,
where f, and f3 are the focal length of the X, —Z. and Y, — Z,
planes, respectively.

Because no lens is perfect, image distortion, especially
radial distortion, may introduce errors into the camera model.
The lens distortion is main factors hindering us from getting
good calibration. Radial distortion is inevitable in the lens
manufacturing process, and tangential distortion is produced
in the camera assembly process [39]. The effect of the distor-
tion on the pixel coordinates can be undistorted by using the
following distortion model:

|:xcorrectedi| _ |:de| + <k1r2 + k2r4> |:de|
Ycorrected Yd Yd
[ 2p1Xaya + p2a(r?+2x3) ]
P1(r24+2y2)+2paxaya

fO( = a*Su,

where (Xcorrected > Ycorrected) and (xg, yq) are the ideal (i.e.,
distortion-free) and actual pixel image coordinates, respec-
tively; k1 and kp are the first two radial distortion parame-
ters; and p; and p, are the tangential distortion parameters.
According to Eq. (5), eccentric deformation has both radial
and tangential components. The slight tilt of the lens or image
sensor can cause distortion of the prism, as well as other radial
and tangential distortions.

Imaging models of zoom lenses have been used to calibrate
zoom lens cameras. In this study, a camera with automated
zoom lenses was calibrated across continual focus and zoom
ranges to produce an adjustable perspective-projection cam-
era model. Willson and Shafer [24] used a zoom lens to model
the variation in four intrinsic parameters and one extrinsic
parameter, the focal length f(c, B), the coordinates of the
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FIGURE 5. Camera model of zoom lens.

principal point (ug, vo), and a translation 77, along the Z axis
(Fig. 5). The change in focal length (f) can be determined
to be the primary influence on the zoom lens camera model.
The secondary influence is the movement of the principal
point (up, vp) that is attributable to variations in the optical
axis of the zoom lens and the shifting of the origin in the
camera’s coordinates along the Z axis. Because the zoom lens
changes the relative positions of the lens groups, the distortion
parameters [k1, k2, p1, p2] also change.

In conventional calibration strategies [30], the coefficients
of intrinsic parameters are obtained before the extrinsic
parameters. Regarding the internal parameters, the coefficient
of vg is first obtained, and the determination of the other
coefficients is affected by value of vy. The determination of
the external parameters is affected by the internal parameter
matrix A. As mentioned, the error in the estimation of spe-
cific camera parameters is generated when the interactions
between the zoom lens parameters are ignored (e.g., polyno-
mial fitting, interpolation,). Therefore, different settings must
be applied in the proposed calibration procedure.

IV. PROTOTYPING AND THE PRINCIPLE OF
CALIBRATION PROCESS
Manufacturers rarely disclose the functions of zoom lens
models. Therefore, the actual relationships between the cam-
era model and the control settings must be determined
through several calibration measurements over the working
distance of the zoom lens. The present calibration proce-
dure was developed on the basis of multifocus zoom lenses.
Because the depth of field and the position of the object plane
must be considered under different zoom settings, we divided
the calibration procedure into five main steps (A-E; Fig. 6).
In steps A and B, the characteristics of the zoom lens were
obtained. The mounting of a close-up filter in front of the
zoom lens changes its characteristics. Thus, the movable
range of the object plane in this magnification setting must
be obtained as well as the depth of field of the zoom lens.
As mentioned, a camera with automated zoom lenses
was calibrated across continual focus and zoom ranges to
produce an adjustable perspective-projection camera model.
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(A) Measure the position of
L front and back object plane

7

(B) Measure the depth of field ]

\.

f (C) Cut the several segments
with the depth of field

p
(D) Control the position of the
L object plane of the zoom-lens

-
(E) Calibrate the zoom-lens
with the standard technique

FIGURE 6. Flow chart of proposed calibration procedure of multifocus
zoom lens.

The calibration was normalized in steps C and D. To ensure
that the zoom lens completely covered the movable range of
the object plane, we segmented the range into several focus
settings by three-quarters of the depth of field.

A. MEASURING THE FRONT AND BACK OBJECT PLANE
POSITIONS

To determine the movable range of the object plane of
the zoom lens under this zoom setting, the positions of
the front and back object planes must first be measured.
Brenner et al. [40] proposed a focus measurement method
in which the squares of the horizontal first derivative are
summed. The function is presented as follows:

D=3 Y Va+2n-f&yP  ©

where f(x, y) denotes the grayscale value corresponding to
the pixel position (x, y). D(f) is the result of the calculation
of image sharpness.

As shown in Fig. 7, when the position of the front and
back object planes was measured, the setting of the zoom
lens was fixed. The camera photographed a Ronchi ruling
that was placed as a target on a linear translation stage
that was moving continuously and equidistantly. Next, the
image sharpness was computed at each position. We used
the method proposed by Brenner er al. [40] to determine
whether the image was in focus and to identify the object
plane position of the zoom lens under this setting. As shown
in Fig. 8, we positioned the zoom lens to the front and back
object planes, in which the maximum values were yielded.
In step A, the images of the Ronchi ruling were captured at
various positions depending on the distance from the stage.
In the end, the positions of the front and back object planes
and movable ranges of the object plane were obtained.

B. MEASURING THE DEPTH OF FIELD
As presented in Fig. 9, the image sharpness result obtained
at the front object plane position in step A was converted
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FIGURE 7. Schematic diagram of focus measurement.
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of the object plane

 ——

Direction of
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1505 of the object plane
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Image sharpness
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Front object
plane position
Back object
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20 -
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Position of the linear stage (cm)

FIGURE 8. Schematic diagram of front and back object plane positions.

and taken as the threshold, and the depth of field was the
distance corresponding to the section above the threshold.
The threshold was determined by comparing the data with the
modulation transfer function (MTF) at the Ronchi ruling. The
images were captured at different distances from the stage.
The contrast C is calculated by using Eq. (7) as follows:

C (%) — [Imax - Immi| (7)
Imax + Inmin

where In,x 1S the maximum intensity (usually in grayscale

pixel values) and Iy, is the minimum intensity. We defined

the depth of field as a range exceeding 30% of the

MTF [44, 45]. In step B, the depth of field was obtained from

the result for the front object plane in step A.

C. SEGMENTATION OF THE DEPTH OF FIELD

When the scanned object was not within the depth of field
of the zoom lens, the image was blurry. To ensure that the
object surface remained within the depth of field, the operator
need move the object plane of the zoom lens to the object
surface. Segmentation was performed to quantify several
focus settings, thereby allowing the efficient performance of
the subsequent calibration steps. In steps A and B (Fig. 10),
the movable range of the object plane and the depth of field
of the zoom lens under this zoom setting were determined.
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FIGURE 9. Schematic diagram of depth of field.

% Front object Back object
é 120 plane position plane position
Jt::
o | Steps A: The
éﬂ 100 A movable range
= of the object plane
80 -
|
60 Steps B:
40 “ Depth of field
J Threshold
20 ‘
0 » B . Position of the
linear stage (cm)
0 20 40 60
2 3 4 5 6

FIGURE 10. Schematic diagram of cut focus settings.

The number of focus settings required under this setting
were obtained through a simple calculation. Although the
measurement data of the images located at the edge of the
depth of field were valid, clear images must be captured.
The focus setting was quantified by using three-quarters of
the depth of field [43]. In step C, the movable range of the
object plane was segmented into several focus settings on the
basis of the depth of field.

D. CONTROLLING THE POSITION OF THE ZOOM LENS
OBJECT PLANE

To ensure that the object plane of the zoom lens was located
at the position we designated in step C, we developed another
control system capable of image processing to manipulate the
position of the object plane of the zoom lens, which is the
function of step D. As presented in Fig. 11 (a), we first
set the zoom lens to the front object plane position. Next,
a Ronchi ruling was placed as a target on an electric trans-
lation stage that moved to the specified position. Each time
the camera captured an image, the image sharpness f] was
calculated through image processing. We applied a voltage
to the motorized zoom lens to increase the distance between
it and the object plane (AL;), which moved the object plane
backward. Subsequently, image sharpness f> was computed.
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FIGURE 11. Schematic diagram of object plane control: (a) increase
object plane position, and (b) reduce object plane position.

When f4 <f; after several movements, this indicated that the
object plane had passed the specified position (Fig. 11a).
Subsequently, we applied a lower reverse voltage to the
motorized zoom lens to reduce the distance between it and the
object plane; moreover, we moved the object plane by ALy
(Fig. 11b). AL; — AL, approximately equals AL;. When fg <
f5 after several movements, this indicated that the object plane
had again passed the specified position (Fig. 11b). Because of
the low voltage, AL, < AL;. Through the repetition of these
steps, the position of the object plane of the zoom lens closely
approached the specified position.

Fig. 12 presents the control system procedure, which is
detailed as follows: In step 1, we captured images to compute
the image sharpness f,. In step 2, we applied a voltage V;
to the motorized zoom lens to increase the distance between
it and the object plane. In step 3, images were captured to
compute the image sharpness f;+1. In step 4, we determined
whether f,, 11 was greater than 100 (this value is based on
the experiments); if it was not, step 2 was repeated until it
was. If f,,+1 > 100 from the beginning, we proceeded to the
next step. In step 5, we compared the values of f,, 41 and fn.
If f4+1 > f, and the difference between the two was greater
than the threshold, then the object plane had not reached the
Ronchi ruling, and that step 2 must be repeated to move the
object plane. However, if f,11 < f,, then the object plane
had passed the Ronchi ruling, and we proceeded to step 6.
In step 6, we applied a reverse voltage Vjy; to the motorized
zoom lens to reduce the distance between it and the object
plane. Because this voltage was smaller than V;, the extent
of object plane movement was lower. In step 7, images were
captured after movement and the image sharpness f;,+2 was
calculated. In step 8, we compared the values of f;,42 and f;, 1.
In step 9, if the difference between f;,4> and f;,+1 surpassed
the threshold value, then the object plane had not reached
the Ronchi ruling, indicating that step 6 should be repeated.
However, if f,,17 < f,+1 at the outset, then the object plane
had passed the Ronchi ruling, indicating that the object plane
should be moved under continual voltage reduction. In V; (j =
0, 1, 2...), the larger the value of j, the smaller the voltage.
In steps 5 and 8, we first determined whether the difference
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(1) Capture image and calculate
the image sharpness F,,

(2) Input voltage ¥ to increase the
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(3) Capture image and calculate
the image sharpness 7.,
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distance between the object plane
and zoom-lens

(7) Capture image and calculate
the image sharpness 7.,

FIGURE 12. Flow chart of proposed focus control.
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FIGURE 13. Different object plane positions of zoom lens.

between f,,+1 and f,, and the difference between f;,12 and f;, 11
were less than the threshold; if so, the procedure ended.

E. ZOOM LENS CALIBRATION
In this step, the calibration target was set on the linear
translation stage, which was moved to the specified position
along with the object plane of the motorized zoom lens.
Conventional calibration strategies and a projector codec
were used to calibrate the 3D scanning system and determine
the calibration parameters for each focus setting. The con-
ventional approach requires the preparation of a calibration
target to ensure accurate parametric estimations. Therefore,
this strategy yields highly accurate results [44]. The scanning
system can be calibrated by using the toolbox in OpenCV
2.4.3, an open source computer vision and machine learning
software library [38]. Finally, the calibration parameters for
each focus setting can be obtained.

To reconstruct 3D models, the photograph of the object
is subjected to image processing [38], which includes the
decoding and registration of 3D point clouds. The decoding
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is performed to correspond the image plane of the projector
to the image plane of the camera by using the structured
light such that the projector functions as another camera [45].
For the registration, the 3D point clouds of the object are
reconstructed. This process involves calculating the optimal
depth value through quadratic interpolation. Relevant details
can be found in ref. [38].

V. EXPERIMENTAL CHARACTERIZATION

As indicated in our previous study [38], to improve the
accuracy of the reconstruction results, scanning can be per-
formed at a magnification that matches the size of the object
(zoom setting 1). Subsequently, the complex area of the object
can be rescanned at high magnification (zoom setting 2).
However, when the magnification of the zoom lens (focal
length) changed, the object plane (focus position) and the
depth of field of the zoom lens also changed. As shown
in Fig. 13, when the zoom setting was changed from 1 to 2,
the position of the object plane moved from 24 to 22.1 cm.
Furthermore, the depth of field decreased with the increase
in focal length [46], causing the image to become blurry.
Thus, the zoom lens must refocus on the object surface.
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In the experiment, the field of view in zoom setting 1 was
double that in zoom setting 2 (Fig. 13), and the distance
d between the centers of the two features of zoom settings
1 and 2 were 434.2 and 614 pixels (Fig. 2), respectively. For
3D scanning systems equipped with a zoom lens, multiple
focus settings must be implemented after zoom settings are
changed. Specifically, we used a laboratory-developed pro-
totype to verify the proposed procedure for multifocus zoom
lens calibration. The steps are presented as follows:

In step A, we determined the position of the front and
back object planes in zoom setting 2 (22.1 and 27.0 cm from
the lens, respectively; Fig. 14). In step B, the measurement
results were used to compute the depth of field, which at
between 21.4 and 22.8 cm from the lens was 1.4 cm (Fig. 15).
In step C, to completely account for the moving range of
the object plane in zoom setting 2 (22.1-27.0 cm), and by
using three-quarters of the depth of field to quantify the focus
setting, we set 11 focus control positions (F1-Fp1) at 22.1,

VOLUME 9, 2021

23.1, 23.6, 24.1, 24.6, 25.1, 25.6, 26.1, 26.6, and 27.0 cm,
respectively. In steps D and E, we used the object plane
control procedure described in step D in section 4 to ensure
that the object plane reached each focus control position
(F1—F11). Calibration was performed once at each focus con-
trol position, yielding 11 calibration files in zoom setting 2.
The camera parameters of each focus control position are
shown in Fig. 16. The diagrams of « and 8 (Fig. 16a and 16b,
respectively) show smooth variations. The principal point
(uo, vo) diagrams (Fig. 16¢c and 16d, respectively) demon-
strate substantial fluctuations relative to the focal length that
are attributable of the design of the optical lens [33]. Further
research is warranted to detect the connections between each
parameter that cause inaccurate estimations of the princi-
pal point [37, 50]. The T, diagram (Fig. 16e) indicates a
downward trend, with fluctuations at some focus control
positions, that is consistent with the 7, diagram constructed
by Willson [25]. The changes in the distortion parameters,
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FIGURE 17. Photo of precise block gauges.

which are related to the function of the zoom lens, are shown
in Fig. 16f-16i. Specifically, these parameters are equivalent
to a deviation of more than 10 pixels from the undistorted
image in the edge region of the image.

In many cases, polynomials cannot follow complex vari-
ations in certain model parameters. Some researchers used
other alternative methods, such as Chebyshev polynomials,
and Legendre polynomials. But the issues about the optimal
function are still difficult to answer. The look-up table method
has been used to solve this problem. The method we propose
is similar to the look-up table method. The difference is that
we use the depth of field and the range of the object plane
to normalize the number of calibrations. And we had taken
into account that when the magnification of the zoom lens
changed in practical application, the object plane and the
depth of field of the zoom lens also changed accordingly.
However, the look-up table method did not consider this
issue.

We compared the sharpness of the object image at each
focus control position, observing a relative maximum value
at F6. To verify the performance of the proposed procedure,
the reprojection errors of the projection matrix at F6 under the
procedure were compared with those under the conventional
polynomial fitting procedure (Fig. 16). The parameters for
F6, obtained through the polynomial fitting of all the focus
control positions, were compared with the parameters at F6.
The reprojection errors of the projection matrix under the pro-
posed procedure and the conventional polynomial fitting pro-
cedure were 0.16 and 4.11 pixels, respectively. And, we used
the calibration parameters generated by these two methods
to reconstruct the object with the same camera model [30].
We used ceramic block gauges produced by Mitutoyo with
thicknesses of 1, 2, 4, and 8 mm to reconstruct the stepped
shape of the object. The distance between the block gauges
was measured to verify the reconstruction outcomes (Fig. 17).
We used 16-mm block gauges as the substrate to reduce
substrate-induced errors. As shown in Table 4. The calibra-
tion parameters were estimated with notably higher accuracy
with the proposed procedure than with the polynomial fitting
procedure.

Finally, we conducted 3D reconstruction without plac-
ing the testing objects at the object plane position, causing
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TABLE 4. Error experiment using two different methods.

Proposed procedure Polynomial fitting

2mm Gauge 0.0046 mm 0.0339 mm
Block
4mm Gauge 0.0064 mm 0.0601 mm
Block
8mm Gauge 0.0095 mm 0.1396 mm
Block

FIGURE 18. (a) Zoom setting 1 (low-magnification and in focus); (b) Zoom
setting 2 (high-magnification and out of focus; and (c) Setting 3
(high-magnification and in focus).
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FIGURE 19. Comparison of measurement results for precise block gauges.

defocusing to considerably affect reconstruction accuracy.
We performed system calibration for zoom setting 1, zoom
setting 2, and setting 3 and photographed the block gauge
24.0 cm from the lens (Fig. 18). Zoom setting 1 was an in-
focus, low-magnification setting; zoom setting 2 was an out-
of-focus, high-magnification setting (with the zoom setting
controlled); and setting 3 was an in-focus, high-magnification
setting (with only the focus setting controlled). The cam-
era photographed the block gauge 10 times in each setting,
reconstructing the vertical distance between the block gauges
(Fig. 19). As shown in Table 5, in zoom setting 1, the average
reconstruction errors were approximately proportional to the
heights of the block gauges; this is ascribable to the calibra-
tion error. Regarding the 4- and 8-mm-thick block gauges,
the measurement results were more accurate in zoom setting
2 than in zoom setting 1. In other words, increasing the
spatial resolution of the image improved the reconstruction
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TABLE 5. The average reconstruction error of block gauges under each
experimental setting.

Setting 3 (F6)
(High-Focus)

Zoom setting 2
(High-Out of focus)

Zoom setting 1
(Low-Focus)

2mm Gauge 0.0046 mm -0.0083 mm 0.0071mm
Block
4mm Gauge 0.0064 mm -0.0122 mm 0.0146 mm
Block
8mm Gauge 0.0095 mm -0.0153 mm 0.0241 mm
Block

results. The results for the 2-mm-thick block gauge were
worse because its surface was the farthest from the object
plane, reducing image sharpness. A sharp image is a prereq-
uisite for satisfactory reconstruction. The results for setting 3
were more accurate than those in zoom setting 2. Overall,
the results verify the necessity and accuracy of the proposed
calibration procedure. In sum, after the zoom setting changed,
the zoom lens required refocusing to yield an enhanced recon-
struction image.

VI. CONCLUSION

In this study, a five-step calibration procedure for multifo-
cus zoom lenses was presented. Its accuracy was confirmed
through measurements of four gauge blocks performed using
a laboratory-developed prototype. The results indicate that
changes in the depth of field and position of the object
plane should be considered after the magnification of the
zoom lens is increased. The proposed method completely
accounted for the focus range of the zoom lens at various
magnifications, thereby improving the reconstruction accu-
racy of the 3D scanning system in specific focus settings for
a desired depth of field. The proposed procedure can serve as
both a theoretical and practical reference for the application
and development of zoom lenses in 3D scanning systems.
However, before commercial optical scanners apply it in
real-world settings, we must achieve the following to enhance
reconstruction accuracy. First, we must design a strategy
through which several different magnifications can be set
automatically such that the first magnification of the zoom
lens can be automatically adjusted depending on the sample
size. Second, we must develop an algorithm for the automatic
determination of the distance between the object surface and
the lens such that the scanner can automatically select the
appropriate focus settings and calibration parameters.
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