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ABSTRACT In practical applications, there are many task allocation problems involving the participation of
self-interested agents, includingWitkey, crowdsourcing and electronicmarkets. In these cases, to improve the
efficiency of task allocation, a reasonable distribution of utilities is critical. To the best of our knowledge, few
studies have examined the complex task allocation and utility distribution of self-interested agents, and good
solutions are lacking. To address this issue, the following works are done in this paper: first, based on a task
allocation model for self-interested agents and by studying the Nash bargaining solution and the bargaining
characteristics of the agents, an efficiency utility distribution algorithm satisfying individual rationality and
budget effectiveness is proposed. Second, based on the best response strategy of the self-interested agent,
a complex task allocation algorithm for multiple self-interested agents is proposed. Finally, the effectiveness
of the proposed algorithm is verified by comparing the system revenues with other utility distribution and
task allocation algorithms.

INDEX TERMS Nash bargaining solution, self-interested agent, task allocation, utility distribution.

I. INTRODUCTION
In recent years, the task allocation problem of multiagent
systems has been extensively studied by scholars in related
fields. Agents can be categorized as cooperative or self-
interested. Cooperative agents perform tasks that maximize
system revenue, even if their decisions adversely affect
their own individual revenue. However, self-interested agents
select tasks solely in terms of their own incomes, regardless
of the impact of their decisions on other agents’ benefits or
system revenue. The coalition skill game studied in this paper
is a simple and typical self-interested agent task allocation
model. In real economic life, there are many similar task allo-
cation situations, such as the rise of some large online recruit-
ment markets and task management crowdsourcing platforms
[1]–[3], in which task requesters are responsible for releas-
ing tasks and providing compensation to the workers who
complete the tasks. Workers with different skills can choose
tasks that satisfy their specific needs and goals. They have
the right to reject unsatisfying tasks assigned by the system.
The workers and the task requesters are all self-interested.
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For a task allocation problem involving self-interested agents,
the reasonable distribution of income is critical to obtaining
larger system and individual revenues.

In the research field of multiagent task allocation in
artificial intelligence, few studies have focused on self-
interested agents. Relative to the task allocation of coop-
erative agents in a general sense, self-interested agent task
allocation has unique properties (more than are listed here):
(1) At anymoment, self-interested agents always seek tomax-
imize their own individual revenues when making decisions.
Even if they know that other decisions will bring greater
system revenues, they will ignore them. That is, the task
allocation of self-interested agents must satisfy individual
rationality [4], [5]. However, cooperative agents always prior-
itize system revenue within their capabilities (communication
ability, computing power, etc.) when making decisions. (2)
Self-interested agents, to maximize their own individual
revenues, may intentionally make decisions that damage
others’ individual revenues or system revenue. (3) For a
self-interested agent, after a task is completed, whether
the utility distribution scheme is reasonable directly affects
whether cooperation can continue. An unreasonable distri-
bution scheme may affect the enthusiasm of self-interested

105308
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0003-0849-5346
https://orcid.org/0000-0001-8389-9450
https://orcid.org/0000-0003-3121-3386
https://orcid.org/0000-0001-6835-5981


M. L. Fu et al.: Task Allocation and Utility Distribution Algorithms Based on Nash Bargaining Solution

agents in participating in future task completion or even cause
them to terminate task execution midway. For cooperative
agents, utility distribution is not a problem that must be con-
sidered. At the same time, for a self-interested agent, utility
distribution must also meet budget validity [6], [7]. (4) When
communicating, to obtain better individual revenue, self-
interested agents may withhold personal information, such
as concealing their geographical location, exaggerating their
cost, and even hiding the contents of the task. Little or no real
information will directly affect the overall performance of the
system. For cooperative agents, there is usually an implicit
assumption that as long as the communication conditions
permit, they are willing to transmit all their information to
other agents or centralizedmanagers without reservations. (5)
The system revenue of self-interested agent task allocation
cannot exceed the system revenue of cooperative agent task
allocation under the same conditions.

Because of the above differences, some existing task allo-
cation algorithms for non-self-interested agents cannot be
directly used to solve task allocation problems for self-
interested agents. In this paper, using the task allocation
model of a coalition skill game as the research object, a utility
distribution scheme based on the Nash bargaining solution
is proposed. On this basis, this paper proposes a task allo-
cation algorithm for self-interested agents based on the best
response strategy that satisfies individual rationality. The
algorithm proposed in this paper is named task allocation
based on Nash bargaining solution (TANBS). The utility
distribution algorithm in TANBS improves the fairness of the
existing algorithms. Compared with the existing algorithms,
the task allocation algorithm proposed in this paper considers
individual rationality and ensures the stability of the task
allocation results; at the same time, it can ensure a higher total
revenue. It solves the problem where the existing algorithms
cannot consider these three aspects simultaneously.

The remainder of this paper is structured as follows.
Related works are discussed in section II. Section III presents
the formal problem definitions considered in this paper.
Section IV presents the basic concepts of TANBS and ana-
lyzes its convergence. The simulation results in section V
show that our proposed algorithm can allocate tasks to self-
interested agents effectively. Finally, the conclusion of our
work is presented in section VI.

II. RELATED WORKS
The classic coalition skill game was proposed by
Bachrach [8], [9]. It contains three sets: a service agent set,
a skill set and a task set. Among them, the service agents
are completely self-interested. Each service agent has one
or more skills. Each task agent also corresponds to a set of
skills, indicatingwhich skills are needed. The task can only be
completed if all the required skills are met. At the same time,
each task also corresponds to a utility value, and the system
revenue is defined as the sum of the utilities of the tasks that
can be completed. The task allocation problem in the coalition
skill game is as follows: under the premise of ensuring the

individual rationality of the service agent, allocate tasks to
service agents to obtain the maximum system revenue.

The following text analyzes the research status from two
aspects: utility distribution algorithms and complex task allo-
cation algorithms for self-interested agents.

A. UTILITY DISTRIBUTION ALGORITHMS
When the set of tasks that can be completed by all possible
service agent coalitions is known and these task sets are
independent of each other, then the solution concept of a
cooperative game can be used to distribute utilities to service
agents [10], [11]. However, in practical applications, the task
sets that can be completed by service agent coalitions are usu-
ally unknown, and for n service agents, there are 2n coalitions,
which require considerable computation. At the same time,
when a task is assigned to a service agent coalition, the task
cannot be allocated to another coalition, so the task sets that
different coalitions can complete are usually not independent
of each other.

In CRA [12], the rate of return (RoR) concept was intro-
duced to distribute the utilities. The RoR is defined as the
ratio of the received reward and incurred cost for each service
agent. To obtain the property of fairness, CRA tries its best to
make all the service agents’ RoRs the same. The fairness of
the RoR lies in the setting that the service agent with more
cost can obtain more reward. However, this is not conducive
to the improvement of total system revenue. In contrast, to
improve the total system revenue, tasks should be allocated to
service agents at lower costs. The IRA algorithm can solve the
problem of utility distribution and task allocation in coalition
skill games, but when the number of skills required by any
task agent is large, the time complexity is high [13]. With
the development of the economy and internet technology,
the number of service agents and tasks in crowdsourcing and
other practical applications is growing rapidly, and the tasks
to be completed also show a trend of increasing complexity.
An increasing number of tasks require the cooperation of
multiple service agents, so it is necessary to study the utility
distribution and task allocation algorithms of complex tasks
with low time complexity.

B. COMPLEX TASK ALLOCATION ALGORITHMS FOR
SELF-INTERESTED AGENTS
Game theory is an effective method for studying the decision
making of self-interested agents. Learning algorithms based
on game theory mainly include best response (BR) [14], [15],
fictitious play (FP) [16] and computationally efficient sam-
pled FP (CESFP) [17]. Among them, the premise of the best
response strategy to obtain better task allocation results is to
distribute the utility reasonably, but the best response strategy
does not consider the problem of utility distribution. In the
fictitious play algorithm, the decisions of self-interested ser-
vice agents are based on their own historical information,
which will limit the improvement of task allocation results.

If the task sets completed by each service agent set are
independent of each other, obtaining the task allocation
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FIGURE 1. Graphic representation of the task allocation model.

scheme with the maximum system revenue is equivalent
to solving the optimal coalition structure generation prob-
lem [18], [19]. However, it is very difficult to calculate the
optimal coalition structure, regardless of whether it is a gen-
eral coalition skill gamemodel or a strictly restricted one [20].
Two kinds of computational intelligence algorithms—binary
particle swarm optimization algorithms and binary differen-
tial evolution algorithms—have been proposed to solve the
problem of coalition structure generation in coalition skill
games. However, the research model is a characteristic func-
tion game, in which the coalition value of the service agent
set is only determined by the task selected by its members.
However, in the task allocation model of the coalition skill
game studied in this paper, the coalition value of each service
agent set not only depends on its member agents but also
depends on nonmember agents [21].

Other similar studies on multiagent systems have focused
on resource allocation [22]–[26] and single agent task allo-
cation [27]–[32]. The difference between resource allocation
and task allocation in the coalition skill game is that the
resources owned by the service agent can be transferred,
while the skills owned by the service agent in the coali-
tion skill game cannot be transferred between the service
agents [33]. Single agent tasks refer to tasks that can be
completed without the cooperation ofmultiple service agents.
There are single agent tasks in the coalition skill game model,
but in this paper, more attention is given to the complex tasks
that need the cooperation of multiple service agents [34].

III. TASK ALLOCATION MODEL AND ITS PROPERTIES
The coalition skill game model for self-interested agent
task allocation includes three sets: service agent set R :=
{r1, r2, · · · , rn}, skill set S := {s1, s2, · · · , sl} and task set
T := {t1, t2, · · · , tm}, where n = |R|, l = |S|, m = |T|, and
| ∗ | denotes the cardinality of set ∗. For i ∈ {1, 2, · · · , n}
and j ∈ {1, 2, · · · , l}, RSi,j = 1 (RSi,j = 0) indicates service
agent ri possesses (does not possess) skill sj, cost i,j indicates
the cost when service agent ri completes the task with skill
sj, and if RSi,j = 0, cost i,j = 0 For j ∈ {1, 2, · · · , l} and
k ∈ {1, 2, · · · ,m}, STj,k = 1 (STj,k = 0) indicates task tk
needs (does not need) skill sj. The utilities of all tasks are
denoted by a vector of U := {u1, u2, · · · , um}. An intuitive
graphic representation of the task allocation model is shown
in Figure 1. The line between ri ∈ R and sj ∈ S indicates that
user ri possesses skill sj. The line between sj ∈ S and tk ∈ T

indicates that task tk needs skill sj. The numbers next to the
tasks indicate their utilities.

The utility distribution schemes of all the task agents are
denoted with TS. For k ∈ {1, 2, · · · ,m} and j ∈ {1, 2, · · · , l},
TSk,j(τ ) denotes the share distributed to sj by tk at time τ .
If task tk can be completed, ri chooses task tk and provides
skill sj, which will obtain the corresponding utility share
TSk,j(τ ). RTS(τ ) represents the tasks selected and skills pro-
vided by the service agent at time τ . RTSi,0(τ ) is the index
of the task selected by ri ∈ R at time τ , RTSi,0(τ ) ∈
{1, 2, · · · ,m}. For i ∈ {1, 2, · · · , n} and j ∈ {1, 2, · · · , l},
RTSi,j(τ ) = 1 (RTSi,j(τ ) = 0) denotes ri provides (does not
provide) skill sj for task tRTSi,0(τ ) at time τ . If RTSi,0(τ ) = 0,
for j ∈ {1, 2, · · · , l}, RTSi,j(τ ) = 0.

Task agent tk can be completed if all needed skills are
provided. Given RTS(τ ), the system revenue is defined as
the sum of the utilities of the tasks that can be completed.
The optimal task allocation to a multiple self-interested agent
coalition skill game is an allocation of tasks to service agents
that maximizes the system revenue.

In this paper, for the simplicity of analysis, the following
assumptions are made: (1) each service agent has only one
skill and is allowed to select at most one task at any time. (2) It
is assumed that the unit of skill required by any task agent
is 1. (3) At any time, the self-interested service agent will
only choose the task that can bring it the maximum individual
revenue. (4) For the tasks assigned by the system, the service
agent has the right to reject and select amore satisfactory task.

The states of service agents and tasks at time τ are denoted
as follows:
State of Service Agent: The state of service agent ri ∈ R

at time τ is denoted by ri(τ ) :=< RSi,·,RTSi,·(τ ), costi,· >,
where RSi,· is the ith row of RS and RTSi,·(τ ) :=

{RTSi,0(τ ),RTSi,1(τ ), · · · ,RTSi,l(τ )}, costi,· is the ith row of
cost .
State of Task Agent: The state of tk ∈ T at time τ is denoted

by tk (τ ) :=< ST·,k ,TSNk , uk ,TSk,·(τ ) >, where ST·,k is the
k th column of ST . TSNk ∈ Z+ denotes the number of skills
needed by tk . uk corresponds to the utility of tk representing
the value that completing the task is worth. TSk,·(τ ) is the k th

row of TS(τ ).
At time τ , for a service agent with skill sj and a task agent

that needs skill sj, perform the following operations: first,
order the cost of service agent using skill sj in the order
of small to large, and order the utility share of task agent
assigned to skill sj in the order of large to small. Then, start
pairing from the first pair, if the cost is less than or equal to
the utility share provided by the task, the match is successful.
For skill sj, the last pair of successfully paired ‘‘service agent-
task’’ pairs is denoted as ‘‘rs - ts’’, and the corresponding cost
and utility share are denoted as as and bs, respectively, where s
represents the number of successful pairings. The first pair of
‘‘service agent-task’’ unsuccessful pairs is denoted as ‘‘rs+1
- ts+1’’, and the corresponding cost and utility share are
recorded as as+1 and bs+1, respectively. If s = 0, then there
is no successfully paired ‘‘service agent-task’’ pair; then, the
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task should increase the share value assigned to skill sj. If
rs+1 does not exist, let as+1 = Inf (where Inf represents an
infinite number), and if ts+1 does not exist, let bs+1 = 0.
Then, the following attributes 1 and 2 hold.
Attribute 1: The external option of rs is shown in for-

mula (1):

gainas =

{
0, as > bs+1
bs+1 − as, as ≤ bs+1

(1)

The external option of ts is shown in formula (2):

gainbs =

{
0, as+1 > bs
bs − as+1, as+1 ≤ bs

(2)

The Nash bargaining solution of rs and ts is shown in
formula (3):

nashjs = as +
gains + gainas − gainbs

2

= bs −
gains + gainbs − gainas

2
(3)

where gains = bs − as.
Proof: The service agents that can provide skill sj at time

τ are sorted from smallest to largest according to their costs,
the service agent ranked in position p is denoted rp, and the
cost is denoted ap. The task agents are sorted from the largest
to the smallest according to the utility shares they distribute
to skill sj, the task ranked in position p is denoted as tp, and
the corresponding utility share is bp.
If rs is unwilling to pair with ts, rs can be paired with ts+1

because ts+1 has no service agent that can successfully pair
with it. When as ≤ bs+1, the pairing succeeds; otherwise,
the pairing fails. For rs and tp (1 ≤ p ≤ s or s+ 1 < p ≤ m),
tp either is unwilling to pair with rs, or even if it is willing to
pair, the cost difference between rs and tp is not larger than
that between rs and ts+1. This is because if 1 ≤ p < s, then
ap ≤ as, bp− ap ≥ bp− as. In this case, tp is more willing to
pair with rp than rs. Similarly, when s+ 1 < p ≤ m, bp ≤ bs,
then bp − as ≤ bs − as.

Thus, rs has an external option:

gainas =

{
0, as > bs+1
bs+1 − as, as ≤ bs+1;

in the same way,

ts has external option: gainbs =
{

0, as+1 > bs
bs − as+1, as+1 ≤ bs.

In the negotiation of how the benefit gains = bs−as will be
distributed, rs will request at least gainas, and ts will request
at least gainbs. The residual income gains−gainas−gainbs is
averagely distributed between them. Therefore, the individual
revenue obtained by rs is

gainas +
gains − gainas − gainbs

2

=
gains + gainas − gainbs

2
.

FIGURE 2. Utility distribution and task allocation process.

Similarly, the revenue obtained by ts is:

gainbs +
gains − gainas − gainbs

2

=
gains + gainbs − gainas

2
.

The Nash bargaining solution of rs and ts is:

as +
gains + gainas − gainbs

2

= bs −
gains + gainbs − gainas

2
= nashj,s.

Thus, Attribute 1 holds.
Attribute 2: ∀p(1 ≤ p < s), nashjp = nashjs.
Proof: The definitions of rp, tp, ap and bp are the same

as the definitions in the proof of Attribute 1. When p = s−1,
the external option of rp−1 is gaina,s−1 = nashjs − as−1.
This is because if rs−1 is not paired with ts−1, pairing with
ts can guarantee the maximum individual revenue. The Nash
bargaining solution of ts and rs is nashjs, so if rs−1 is paired
with ts, it must be ensured that the revenue obtained by ts
is greater than or equal to bs − nashjs. Then, the maximum
individual revenue rs−1 can obtain is nashjs−as−1. Similarly,
the external option of ts−1 is gainb,s−1 = bs−1 − nashjs.

From Attribute 1, it can be concluded that the following
formula is true:

nashj(s−1)

= as−1 +
gains−1 + gaina,s−1 − gainb,s−1

2

= as−1+
1
2
(bs−1 − as−1 + nashjs − as−1 − bs−1 + nashjs)

= as−1 +
1
2
(2nashjs − 2as−1)

= nashjs.

Similarly, the following equation holds:

nashj(s−2) = nashj(s−1) · · · .

Thus, nashj1 = nash2 = · · · = nashj(s−1) = nashjs,
so Attribute 2 holds.

IV. TASK ALLOCATION AND UTILITY DISTRIBUTION
ALGORITHM DESCRIPTION
The process of utility distribution and task allocation is shown
in Figure 2. The service agent adopts the best response
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strategy to select task, which is described in section A. The
centralized manager, such as crowdsourcing platform, calcu-
lates the Nash bargaining solution for each skill according to
the costs and utilities obtained. The tasks distribute utilities
according to the Nash bargaining solutions. Utility distribu-
tion strategies are described in section B. The whole frame
of TANBS is given in section C, and its convergence is also
demonstrated.

A. TASK SELECTION STRATEGY OF SERVICE AGENT
Let t(i, τ+1) denote the task selected by ri ∈ R at time τ+1.

t(i, τ + 1)← argmax
tk∈T

∑
sj∈S∧needk,j(τ )

TSk,j(τ ) · RSi,j (4)

where needk,j(τ ) represents whether the skill sj required by
task tk is provided by another service agent under the task
selection state RTS(τ ). This task selection method guarantees
the individual rationality of the service agents.

B. UTILITY DISTRIBUTION STRATEGY OF TASK AGENT
According to Attributes 1 and 2, under the task selection state
RTS(τ ), the Nash bargaining solution of sj ∈ S at time τ can
be computed with formula (5), where the definitions of s, as,
bs, as+1 and bs+1 are the same as those in section 3.

Nashj(τ )

=



as + bs
2

, s ≥ 1 ∧ as+1 > bs ∧ as > bs+1;

bs + bs+1
2

, s ≥ 1 ∧ as+1 > bs ∧ as ≤ bs+1;
as + as+1

2
, s ≥ 1 ∧ as+1 ≤ bs ∧ as > bs+1;

as+1 + bs+1
2

, s ≥ 1 ∧ as+1 ≤ bs ∧ as ≤ bs+1;

−1, s = 0 ∧ (a1 = Inf ∨ b1 = −1);
a1, s = 0 ∧ a1 6= Inf ∧ b1 > 0.

(5)

With the Nash bargaining solution of each needed skill,
tasks distribute their utilities according to formula (6).

TSk,j(τ ) =
Nashj(τ ) · uk∑

sj∈S∧STj,k=1
Nashj(τ )

(6)

For the utility distribution scheme TS(τ ) of task tk ∈ T ,
uk =

∑
sj∈S∧STj,k=1

TSk,j(τ ) holds, and if STj,k = 1, TSk,j(τ ) ≥

0, which guarantees the budget validity of task allocation.

C. THE WHOLE FRAME OF TANBS
The whole frame of TANBS is shown in Algorithm 1, where
HR
i (τ ) = 0 denotes service agent ri is performing a task and

is not in the system at time τ . In contrast, HR
i (τ ) = 1 denotes

service agent ri is still in the system at time τ . Similarly,
HT
k (τ ) = 0 denotes task agent tk has acquired all the needed

skills and is not in the system at time τ . HT
k (τ ) = 1 denotes

task agent tk is still in the system at time τ .MSR denotes the
maximum system revenue.

Algorithm 1 TANBS
Inputs: RS, ST, U , cost.
Outputs: the maximal total system revenue MSR and the
corresponding RTS.
1: Initialize TS(0): the utilities of task agents are distributed

averagely among the needed skills. Initialize RTS(0): the
service agents take turns to select tasks according to
formula (4) until all the tasks selected by the service
agents in two consecutive rounds are completely the
same. For ri ∈ R, HR

i (0)← 1, and for tk ∈ T ,
HT
k (0)← 1. (τ = 0).

2: WHILE ∃tk ∈ T s.t. HT
k (τ ) = 1 (τ ≥ 1)

3: For sj ∈ S, compute the value of Nashj(τ ) according to
formula (5);

4: For tk ∈ T (HT
k (τ ) = 1), sj ∈ S, compute TSk,j(τ )

according to formula (6);
5: the service agents take turns to select tasks according to

formula (4), until all the tasks selected by the service
agents in two consecutive rounds are completely the
same;

6: FOR tk ∈ T (HT
k (τ ) = 1)

7: IF tk can be completed
8: HT

k (τ )← 0;
9: Delete task tk and all service agents who select task

tk at time τ ;
10: END IF
11: END FOR
12: Delete the task agents that cannot be completed;
13: If there is not any task agent is deleted in line 9

and 12,
delete tmax = agrmax

td∈T∧HT
d (τ )=1

(ud
/
TSNd ). A set of

service agents needed by tmax are chosen with a
Greedy Strategy and deleted.

14: ENDWHILE
15: Record the values of MSR, TS(τ ) and RTS(τ ).

The following text explains why the TANBS algorithm
will end in finite steps. Lines 9, 12 and 13 ensure that the
maximum number of iterations of the while loop for lines
2-14 is m. For lines 1 and 5, when the utility distribution
schemes of all the tasks are fixed, the service agents take turns
to select tasks that can bring them the maximum individual
revenues according to the best response strategy until the
tasks selected by all the service agents for two consecutive
rounds are exactly the same. It is assumed that the unit of
skill required by the task agent is 1. For any two service
agents, either they are willing to cooperate to complete a task
or select another different task because the current task cannot
be completed. Therefore, the game model in TANBS belongs
to the Weak Acyclic Games, and each Weak Acyclic Game
has limited improvement feature [35], so TANBS converges.

V. SIMULATION RESULTS
Service agents in the task allocation model of coalition skill
game are rational. When making decisions, the service agents
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first consider how to maximize their individual income.
Therefore, the task allocation algorithm for this problemmust
satisfy individual rationality, otherwise the task allocation
result will not be stable. However, the task allocation algo-
rithm ensuring individual rationality will inevitably affect
system revenue. That is to say, individual revenue and system
revenue are not consistent. Reasonable utility distribution can
solve the inconsistency problem. Based on the above thought,
the TANBS algorithm is divided into two steps: firstly,
the Nash bargaining solution is used to distribute the utilities,
and secondly, combined with the optimal response strategy,
the task allocation algorithm can obtain stable task allocation
results. Therefore, this section verifies the effectiveness of
TANBS from the following two aspects: in section A, under
4 groups of data sets, the average run times and average
system revenues of TANBS are compared with those of the
other 3 algorithms. This section is to show that the proposed
algorithm can guarantee higher system revenue under the
premise of individual rationality and task allocation stability.
Section B verifies the effectiveness of the utility distribution
strategy proposed in this paper. This section is to show that the
utility distribution scheme based on Nash bargaining solution
is more equitable. Simulation environment: memory, 8.0 GB;
CPU, Intel(R) Core(TM) i3-8100; main frequency, 3.6 GHz;
operating system, Win 10.

For the data set, as far as we know, there is currently no
standard database for the coalition skill game system. For the
resource-constrained project scheduling problem, the project
scheduling problem library [36] is a benchmark dataset,
but the resources do not possess multiple skills. Another
similar dataset is iMOPSE [37], [38], which was created
based on the real-life project instances received from interna-
tional enterprises (Volvo IT). The resources in iMOPSE have
multiple skills (where the resources can be seen as service
agents in coalition skill games), but each task in iMOPSE
needs only one resource. Other datasets are generated arti-
ficially [39], [40]. Analogously, datasets 1 and 2 in this work
were generated artificially and randomly, while datasets 3
and 4 were obtained by modifying iMOPSE. The dataset
generation methods are described as follows.

Dataset 1 contains 15 sets of data generated with the fol-
lowing stochastic method (denoted as 1.1-1.15): n = 100,
l = 15, m = 100. Each service agent has one skill,
which is random. If RSi,j = 1, costi,j ← random(1, 10),
where random(a, b) represents a random integer in set [a, b].
The number of skills required by a specific task agent is
random(1, 15). For tk ∈ T , uk ← TSNk × ramdom(1,m/2).
Dataset 2 contains 15 sets of data (denoted as 2.1-2.15),

which were obtained with the following stochastic method:
n = 1000, l = 20, m = 200. Each service agent has one
skill, which is random. If RSi,j = 1, costi,j← random(1, 10).
The number of skills required by a specific task agent is
random(1, 15). For tk ∈ T , uk ← TSNk × ramdom(1,m/2).
Dataset 3 and dataset 4 both contain 15 groups of

data (denoted as 3.1-3.15 and 4.1-4.15), which were
generated based on iMOPSE. The generation steps of

TABLE 1. The average system revenues of GGA with different values of
CP and MP.

dataset 3 and dataset 4 are described as follows: (1) a total
of 360 service agents were obtained from the following
datasets: 100_20_22_15, 100_20_23_9_D1, 100_20_45_15,
100_20_47_9, 100_20_65_9, 100_20_65_15, 200_40_45_9,
200_40_45_15, 200_40_90_9, 200_40_91_15, 200_40_
130_9_D4, 200_40_133_15. (2) A total of 400 task agents
were obtained from 200_40_91_15 and 200_40_133_15. (3)
In each group of dataset 3, 300 service agents and 150 task
agents were selected randomly. (4) In each group of dataset 4,
200 service agents and 300 task agents were selected ran-
domly. (5) Some modifications were made to the extracted
datasets: the salaries of resources and the duration of the
each task were ignored. Only one skill is possessed by each
service agent. If RSi,j = 1, costi,j ← random(1, 10). A total
of random(1, 11) skills were added to each task because
each task in iMOPSE needs only one skill, which is not
inconsistent with the case of this paper. For tk ∈ T , uk ←
TSNk × random(1,m/2).

A. ALGORITHM PERFORMANCE COMPARISON
Even if the individual rationality, the stability and the fairness
are not considered, to find an optimal solution of multi-
ply skill task allocation problem is still NP hard. Its time
complexity is O(lnmn). Therefore, this problem is usually
solved with approximate optimal algorithms. In this section,
the system revenues of TANBS are compared with other
3 approximate optimal algorithms for dataset 1, 2, 3, and
4: the General Genetic Algorithm (GGA), the Service and
Adams’ Algorithm (SAA) [33], and the Combinatorial Bids-
based Algorithm (CBA) [41]. Service agents in CBA are
self-interested, and those in GGA and SAA are not. GGA
and SAA consider neither the individual rationality nor how
the utilities are distributed. The goal of all their decisions
is to achieve a higher system revenue. Therefore, from the
perspective of system revenue alone, GGA and SAA have
the advantage. Although CBA assumes that the service agent
is self-interested, it cannot guarantee the stability of task
allocation results.

Dataset 1.1 was used to obtain the optimal parameters of
GGA. With different values of crossover probability (CP)
and mutation probability (MP), GGA ran 100 times, and the
average system revenues are shown in Table 1 (rows represent
the values of MP, and columns represent the values of CP).
From the simulation results, it can be seen that the largest
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TABLE 2. The average system revenues and average run times of TANBS,
GGA, CBA, and SAA under dataset 1.

TABLE 3. The average system revenues and average run times of TANBS,
GGA, CBA, and SAA under dataset 2.

TABLE 4. The average system revenues and average run times of TANBS,
GGA, CBA, and SAA under dataset 3.

average system revenue is obtained when CP is 0.75 and MP
is 0.05. The other parameters of GGAwere set as follows: the
size of the population was 100, and the maximal number of
iterations was 10000.

Under dataset 1, dataset 2, dataset 3 and dataset 4, the
average system revenues and average run time of TANBS,
GGA, CBA, and SAA are shown in Table 2, 3, 4 and 5,
respectively. TANBS, CBA, and SAA were run 100 times,

TABLE 5. The average system revenues and average run times of TANBS,
GGA, CBA, and SAA under dataset 4.

TABLE 6. The average system revenues and average run times of TANBS,
TADUA, and CRA under dataset 1.

TABLE 7. The average system revenues and average run times of TANBS,
TADUA, and CRA under dataset 2.

and GGA was run 30 times. Then, their average system
revenues and average run times were calculated.

From the results in Table 2, 3, 4 and 5, it can be seen that in
most cases, the average system revenues obtained by TANBS
are better than those of the other 3 algorithms. It can also
be concluded that the average run time of TANBS is shorter
than that of GGA. Among them, because the search space
of GGA is too large, its system revenues are the poorest,
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TABLE 8. The average system revenues and average run times of TANBS,
TADUA, and CRA under dataset 3.

and its run time is longest. The run time of SAA is shortest,
but the service agents in SAA are cooperative; it can only
allocate tasks but cannot distribute utilities, so the individ-
ual rationality of the service agent cannot be guaranteed in
SAA. The bidding and pricing in the CBA algorithm can
provide decision support for the utility distribution, but the
task allocation result in CBA is not stable; that is, the service
agent may give up the current cooperative task and choose
another one that can bring it greater individual utility. The
‘‘best response strategy’’ in the first and fifth steps of the
TANBS algorithm can ensure the stability of the final task
allocation results. Therefore, from the experimental results,
it can be further seen that the TANBS algorithm can not
only solve the problem of utility distribution and maintain the
stability of task allocation results but also obtain higher total
system revenue in less running time.

B. EFFECTIVENESS VERIFICATION OF THE UTILITY
DISTRIBUTION SCHEME IN TANBS
In the task allocation model of coalition skill game, the ser-
vice agent is rational, so to obtain a stable task allocation
result, it is necessary to guarantee the individual rationality.
In addition, for rational service agents, to obtain a higher
system revenue, distributing the utilities according to the
service agents’ power values is necessary. Therefore, this
paper adopts the utility distribution strategy based on Nash
bargaining solution. This section examines the influences
of the utility distribution strategies on system revenue. The
higher the system revenue is, the more reasonable and fair
the utility distribution strategy is.

A new algorithm, called the Task Allocation Distributing
Utilities Averagely (TADUA), was obtained by modifying
TANBS so that the tasks distribute their utilities on average.
The other steps were the same as TANBS. Another utility
distribution scheme is CRA (consensus-based reward alloca-
tion, CRA). Under dataset 1, 2, 3 and 4, the three algorithms
are run 100 times, and the average system revenues and
average run times are shown in Table 6, 7, 8 and 9. From the
simulation results, it can be seen that the total system revenues

TABLE 9. The average system revenues and average run times of TANBS,
TADUA, and CRA under dataset 4.

of TANBS are better than those of TADUD and CRA. This
shows that by using the utility distribution strategy based on
the Nash bargaining solution, even if the service agents are
self-interested, the total system revenue can be improved.

If the service agent is cooperative, then how the utility is
distributed after completing the task will not affect the total
system revenue. However, for self-interested service agents,
their goals are to maximize their own utilities. Therefore,
whether the utility distribution is reasonable and fair will
affect the improvement of the total revenue of the system
to a certain extent. The fairness of utility distribution does
not mean average distribution. For example, the utilities in
the TADUA algorithm are distributed equally. Of course,
it cannot be simply viewed that whoever has a higher cost of
performing tasks can obtain a larger share of revenue, such as
in the CRA algorithm. In CRA, the fairness of the RoR is not
conducive to the improvement of system revenue. In contrast,
to improve the total system benefits, tasks should be assigned
to service agents with less cost. It can also be seen from the
results in Table 6, 7, 8 and 9 that, from the perspective of
the total system revenue, the effect of CRA is poor, and the
running time is long, but TANBS can obtain a higher system
revenue within a shorter time. This is because the TANBS
algorithm not only considers the cost of completing the task
but also considers the relationship between the supply and
demand of the service.

VI. SUMMARY AND FUTURE WORK
This paper presents a task allocation algorithm for self-
interested agents in coalition skill games. The service agents
in this game are self-interested, and they always select tasks
that can bring them the greatest individual revenues. The
goal of the task is to obtain all the needed skills. Through
the adjustment of its utility distribution scheme according to
the Nash bargaining solution of the needed skills, the task
distributes more shares of utility for current ‘‘short supply’’
skills. Based on this concept, this paper proposes the TANBS
algorithm to solve the problems of utility distribution and task
allocation including self-interested agents. Compared with
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the existing algorithms, the utility distribution scheme based
on the Nash bargaining solution not only considers the cost of
completing tasks but also considers the right values of the ser-
vice agents in the whole task allocation system, so its utility
distribution result is fairer and more reasonable. This further
ensures that the task allocation results can not only have
stronger stability but also obtain higher total system revenue.
TANBS solves the problem that the existing algorithm either
cannot distribute the utility, or the utility distribution result
is unreasonable, which leads to lower total system revenue
and unstable task allocation results for rational service agents.
The final simulation results verify its effectiveness. Future
research work will focus on the following two aspects. First,
this paper only considers the allocation of static tasks, but
there are many dynamic task allocation problems in practi-
cal applications, such as Witkey and crowdsourcing. Next,
we will study the utility distribution and task allocation in
these open and dynamic environments. Second, a standard
database of coalition skill games needs to be established.
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