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ABSTRACT Deep learning model shows great advantages in various fields. However, researchers pay
attention to how to improve the accuracy of the model, while ignoring the security considerations. The
problem of controlling the judgment result of deep learning model by attack examples and then affecting
the system decision-making is gradually exposed. In order to improve the security of sentence similarity
analysis model, we propose a convolution neural network model based on attention mechanism. First of all,
themutual information between sentences is correlated by attentionweighting. Then, it is input into improved
convolutional neural network. In addition, we add attack examples to the input, which is generated by the
firefly algorithm. In the attack example, we replace the words in the sentence to some extent, which results
in the adversarial data with great semantic change but slight sentence structure change. To a certain extent,
the addition of attack example increases the ability of model to identify adversarial data and improves the
robustness of the model. Experimental results show that the accuracy, recall rate and F1 value of the model
are due to other baseline models.

INDEX TERMS Security enhancement mechanism, attack examples, convolutional neural network,
attention mechanism, sentence similarity.

I. INTRODUCTION
Deep learning model shows great advantages in various
fields, including computer vision, classification system, pre-
diction model and so on [1]–[6]. In the past work, researchers
have devoted themselves to improving the accuracy of the
model. With the application of high-precision model in vari-
ous fields, the security problem of themodel ismore andmore
prominent. While powerful, the neural network methods
exhibit a rather strong barrier of entry, for various security
reasons. The attacker can influence the decision-making
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result of the model by changing the input samples slightly,
and then affect the further decision-making of the system.
As a basic task of natural language processing, sentence
similarity analysis is widely used in machine translation
[7]–[9], document duplicate checking [10]–[12] and simulta-
neous interpretation systems [13]–[15]. In addition, it is also
widely used in social information processing and intention
detection. In machine translation, the system evaluates
the semantic similarity according to the user’s input, and
then matches the corresponding translation. In the previous
work, researchers mostly focused on how to improve the
accuracy of model classification or evaluation results. In the
task of sentence pair classification, the model can roughly
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classify the text according to its basic semantics. In the
model which needs higher accuracy, sentence similarity is
evaluated by giving similarity score. However, these studies
are based on the model to improve the accuracy of sentence
classification, lacking of consideration of model security.
The attacker influences the classification result of the model
by injecting counter samples, which will also reduce the
accuracy of the model. In the computer vision model
[16]–[19], the calculation results of the model are affected
by the injection of adversarial examples. This security
problem also exists in the field of natural language pro-
cessing. In recent years, researchers have proposed some
text sentiment classification models based on adversarial
[20]–[23] to enhance the robustness of themodel. For improv-
ing the security of the model, this paper proposes a method
to identify such counterwork cases, which is to leverage on
hybrid attention mechanism and counterwork neural network
model. We propose a model combining attention mechanism
and adversarial convolution neural network for sentence
similarity analysis. The main contributions are summarized
as follows:

1. In the task of sentence similarity analysis, the intrusion
of adversarial sample always imposes some key security
obstacles and then attacks the model. Based on this very
situation, we propose a multi feature model to extract
feature information from sentences. The multi feature
model considers both semantic information and location
information of sentence words. When dealing with con-
frontation samples, the multi feature model can identify
subtle changes in sentences by calculating the similarity
of words. In addition, it can also be used to extract the
location information for the counter samples. In this paper,
the proposed multi feature model can fully extract sentence
features and also complete the recognition of adversarial
examples.

2. In order to improve the security of the model,
we integrate the training of adversarial examples. The gen-
eration of adversarial examples is completed by population
iteration of firefly algorithm. Aiming at the improvement
on the interaction between adversarial examples and deep
learning model, the text generation process is combined
with deep learning model through conditional judgment
mechanism. The resistance samples generated by the deep
learning model will be tested until the specified condi-
tions are met. This mechanism enables the deep learn-
ing model to capture the characteristics of adversarial
examples.

3. In addition, we add countermeasure dropout layer
to convolutional neural network. The generated adversarial
texts, as adversarial attacks samples, will be gathered with
original texts to complete adversarial training for semi-
supervised learning. Because the adversarial example is
a kind of wrong sample to some extent, this kind of
sample destroys the original inherent law of the text.
Therefore, the accuracy of model training will be affected
by the addition of adversarial examples. In order to

solve this problem, we add a loss layer to the convo-
lutional neural network. This kind of resistance loss is
used to calculate the loss value of the model for the
counter sample. The experimental results show that the
model has better performance in the analysis of counter
samples.

4. In this paper, we propose an interactive method
to generate adversarial examples. This method takes the
evaluation results of the model into account in the iterative
process of genetic algorithm. In addition, in order to ensure
the change rate of adversarial examples, we set the change
rate parameters to find the balance between the adversarial
examples and the deep learning model. The interactive
adversarial examples generation method can ensure the
change rate of samples and the performance of the model,
which is of great significance for training high security model
in practical application.

The next chapter is related works. The third chapter
is the proposed model, including multi feature attention
model, the generation of adversarial examples based on
genetic algorithm and the counter convolution neural network
model. In the fourth chapter, we verify the performance of
the model through experiments, including the accuracy of
sentence similarity analysis and the security of dealing with
adversarial examples. In the fifth chapter, we summarize our
work.

II. RELATED WORKS
Sentence similarity analysis [24]–[26], as a basic task of
natural language processing [27]–[31], is widely used in the
field of natural language processing. At present, many appli-
cations including machine translation [32]–[34], intelligent
voice customer service [35]–[38], intelligent chat [39], [40]
are based on sentence similarity analysis. In the past, the main
goal is to improve the accuracy of sentence similarity analysis
model. Researchers proposed a sentence similarity analysis
model based on multiple features [41], [42], including
the semantic, grammatical and sentence length features of
sentence pairs. With the rapid development of deep learning
model, neural networks are the driving force behind state-of-
the-art algorithms for machine translation, syntactic parsing,
and many other applications. While powerful, the security
of the neural network model has been ignored. Therefore,
many researchers began to improve the accuracy of the model
while incorporating security considerations. At present,
considering the accuracy and security of sentence similarity
model, the model can be divided into the following three
categories: sentence similarity calculation model based on
multi features, sentence similarity calculation model based
on deep learning and sentence deep learning model based on
anti-network and heuristic algorithm. The model based on
multi feature and deep learning studies the accuracy of the
model. Based on themodel of antagonism neural network and
heuristic algorithm, the security problem is studied. Fraud
attacks the deep neural network model with imperceptible
adversarial examples, which requires the model to have the
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ability to deal with the adversarial examples. There are two
kinds of defense methods, one is to detect the adversarial
examples directly, the other is to enhance the robustness of the
deep neural network. In the following content, we introduce
the extraction of sentence features and the security of the
model.

A. THE COMPUTATION METHODS OF SENTENCE
SIMILARITY BASED ON MULTI-FEATURES
Recent literature on sentence similarity has shown abundantly
proposed methods [43]. Most research studies exploited
semantic similarity between two words for measuring how
similar two input sentences are. Some of them utilized bag-of-
words techniques to calculate sentence similarity. These bag-
of-words techniques based on the assumption that the more
similar two sentences are the more same words they share.
In literature [44], the authors proposed a method that based
on semantic dependency relationship analysis to compute
sentence similarity, the method took advantage of semantic
level and dependency syntactic level to measure the sentence
similarity, and experiment result of this method is satisfied.
Islam and Inkpen [45] presented a method for measuring
the semantic similarity of texts using a corpus-base measure
of semantic word similarity and a normalized and modified
version of the Longest Common Subsequence (LCS) string
matching algorithm. Li et al. [46] proposed a method
that combines word-to-word semantic similarity and word
order similarity for measuring sentence similarity. It keeps
all function words and weights significance of each word
by its information content derived from Brown Corpus.
Aliguliyev [47] put forward a method for sentence similarity
computation by integrating multi-features. This approach
computes the sentence similarity by endowing the syntax
feature, semantic feature and word feature of the sentences
with different weights. Dan et al. [48] introduced a method
for assessing the semantic similarity between sentences,
which relies on the assumption that the meaning of a
sentence is captured by its syntactic constituents and the
dependencies between them. Nguyen et al. [49] proposed a
novel method for measuring semantic similarity between two
sentences. The method mainly takes advantage of syntactic
and semantic features to assess the similarity. Reference [50]
proposed a more comprehensive model of sentence feature
extraction, which collects the semantic information, syntactic
information and word order information of sentences at the
same time. When extracting syntactic information, the model
only extracts the subject, predicate and object of the sentence
to construct the sentence matrix, which leads to incomplete
feature extraction of the sentence. However, if all the
information in the sentence is considered comprehensively,
the main features of the sentence cannot be highlighted.
In later sections, we address this shortcoming by using
attention mechanisms. In literature [51], the authors proposed
a sentence similarity analysis model based on multi head
attention mechanism. The model makes a combination
between deep learning model and attention mechanism.

In subsequent chapters, the performance of this model is
proved to be outstanding.

B. THE COMPUTATION METHODS OF SENTENCE
SIMILARITY BASED ON DEEP LEARNING
Neural network provides a powerful learningmechanism. It is
very attractive in dealing with natural language processing
problems. It also improves the research progress, especially
the integration of attention mechanism makes the analysis
accuracy further improved. Most of the neural models used
in natural language processing researches can be divided
into two types, convolution neural network and short-term
memory neural network. Convolution neural network is
able to fully extract the features of high-dimensional word
vectors through multi-layer convolution and pooling. Short-
term and long-term memory neural network has a relatively
simple neuron, which simplifies the training parameters and
retains the dependency between words in sentences. The deep
learning model is mainly about the vector transformation
and feature extraction of features in sentences. At present,
word2vec is the main tool to transform the semantic units of
sentences into the vectors. Through the training of this model,
the vector table is obtained, which is mapped to the form of
high-dimensional matrix after the segmentation of sentences.
In reference [52], the authors propose a sentence similarity
calculation method based on convolution neural network.
In thismodel, the featurematrix of a sentence is extracted, and
the syntactic structure of a sentence is considered in addition
to the word vector. The semantic information of a sentence
is mostly contained in its subject predicate and object.
Through the part of speech tagging of sentence segmentation
and sentence components, words without practical meaning
are filtered and input to neural network to calculate the
similarity of sentence pairs. The literature [53] proposed
a sentence similarity analysis model based on convolution
neural network. The algorithm uses convolution layer and
pooling layer to extract and reduce the dimension of sentence
feature matrix. Based on the characteristics of convolutional
neural network, the model uses 300 dimensional high-
dimensional word vectors. High dimensional word vectors
make it contain more detailed features of sentence alignment.
Therefore, the model has achieved good performance.What’s
more, Long Short-Term Memory (LSTM) has been shown
to perform more outstanding than RNNs on tasks involving
long time lags. The authors of [54] propose to use twin
LSTM network to measure the similarity of semantic text.
LSTM has been proved easily learns to instantiate a counter,
and by combining two counters it can even learn a simple
context-sensitive language. The traditional model ignores
the correlation of mutual information such as synonyms
and co-occurrence words between sentence pairs. Attention
mechanism realizes the semantic association of sentence
pairs before the input deep learning model by weighting
the semantic units after segmentation according to the
features.
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C. THE COMPUTATION METHODS OF SENTENCE
SIMILARITY BASED ON ADVERSARIAL NETWORK AND
HEURISTIC ALGORITHM
Although deep learning model improves the accuracy of
sentence similarity analysis model, the security of neural
network model is also revealed. The attack on the model can
be divided into black box attack and white box attack. The
black box attackers know nothing about the internal structure,
training parameters, and defense methods of the attacked
model, and can only interact with the model through the
output. White box attack has mastered the network structure
and output of deep neural network. Some aggressive samples
induce the model to make wrong judgment by making
some subtle changes to the input data. In order to improve
the security of deep learning model, the researchers have
proposed the adversarial examples and adversarial network
model. In order to reduce the fitting degree of the model,
the countermeasure samples do not change the structure of
the network but only change the content of the input data.
Adversarial network is to add adversary neural network to
the traditional network structure to learn the characteristics
of adversary samples so as to realize the differentiation of
adversary text. In reference [55], researchers proposed an
algorithm for text generation based on genetic algorithm.
Through the crossover, mutation and genetic operation of
genetic algorithm, the original text content is replaced to get
the counter sample. This method can reduce the impact on
the text semantics by replacing the synonyms in the text.
However, there are many grammatical and temporal errors
in the replaced adversarial examples. In addition, this kind
of word change cannot use gradient information to generate
disturbance efficiently. The key to counter samples is how to
reduce the impact on semantics as much as possible to cheat
deep learning model. It is difficult for the model based on
heuristic algorithm to influence the judgment of the model
on the gradient. In reference [56], a text classification model
based on confrontation training is proposed, which can reduce
the fitting degree and improve the security performance
by changing the data of the input depth learning model.
However, this method not only improves the security, but
also reduces the accuracy of model analysis. Ali et al. [57]
proposed a text sentiment analysis model based on anti-
dropout, which includes two kinds of short-term and long-
termmemory neural networks. One is the LSTMmodel based
on random dropout, the other is based on the model against
dropout. The authors of [58] proposed an improved attention
mechanism model (MAN) which makes full use of the
bidirectional long short-term memory (Bi-LSTM) network,
and which learns the sentiment polarities of aspect terms
in sentences by proposing the mutual attention mechanism.
And, the MAN has shown the promising performance in
terms of aspect-level sentiment classification. What’s more,
Long Short-Term Memory (LSTM) has been shown to
performmore outstanding than RNNs on tasks involving long
time lags. Compared with the network of adversary training,
adversarial dropout model not only improves the security of

deep learning model, but also ensures the accuracy of model
calculation.

III. THE PROPOSED MODEL
In this paper, we propose an adversarial convolution neural
network model based on attention mechanism, which can
deal with the security of adversarial modulation by adding
adversarial mechanism to convolution neural network. First
of all, the attention mechanism is used to extract mutual
information in sentences. Genetic algorithm is used to
generate adversarial examples. The original training samples
and the adversarial examples are used in the training
process. In the convolution neural network, we add the
adversarial dropout layer. The concept of anti-dropout is first
proposed in the field of image processing. Different from
the countermeasure training, it does not change the input
of data, but prevents over fitting by operating the hidden
layer. In order to improve the security of the model, the more
sparse network can be obtained by antagonizing the neurons
in the hidden layer. In the following chapters, the detailed
description of the generation of adversarial examples and the
structure of adversarial convolution neural network can be
found.

A. GENERATION OF COUNTERMEASURE SAMPLES BASED
ON GENETIC ALGORITHM
1) GENERATION OF INITIAL POPULATION
The initial population is the starting point of genetic
algorithm for genetic, crossover and mutation. To some
extent, the quality of the initial total group determines the
number of iterations of the algorithm. First, select the initial
samples to attack. Select n pairs of sentences from the corpus,
and the original sentence pairs can be evaluated by the
model. The basic semantic unit of a sentence is obtained
after word segmentation. Use word2vec to get the vector
representation of words. Because the adversarial text we want
to generate needs to ensure that the changes of sentences
are as small as possible, so we only replace the synonyms
of sentences. Calculate the similarity between the segmented
words and the words in the dictionary to obtain the synonym
list. The initial iterative population of genetic algorithm is
obtained by synonymous substitution of words in sentences.
In Algorithm 1, we describe the process of constructing initial
population.

2) STOP CONDITION OF GENETIC ALGORITHM
Adversarial examples are attack data used to train neural
networks. From the point of view of model security, our
aim is to make the model classify the adversarial examples
correctly. Therefore, when using genetic algorithm to iterate
the initial population, the results of each iteration are input
into the attacked model to calculate the accuracy of the
model against the sample similarity calculation. In addition,
in order to ensure the change rate of the adversarial
examples, the initial text population has been iterated enough
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Algorithm 1 Population Generation Algorithm
1: Input: Selected original sentence sequence text[]
Similarity score of sentence sequence sta_score[]

2: Output: Initial adversarial text Change rate of
sentences ratio[]

3: text[] sta_score[] wordvec[] synonym[]
4: Segmentation, part of speech tagging and mapping of the

original sentence
5: for i in text[] do
6: get j from wordvec[]
7: if cos(i, j) > threshod1 then
8: synonym.append(j)
9: end if

10: end for
11: for m in text[] do
12: Replace text with synonyms
13: end for
14: ratio=revisedWord/totalWord
15: ratio.append(ratio)
16: return [adversarial text, ratio[]]

times. Therefore, the threshold value is set for the change
rate of countermeasure samples to control the quality of
the generated countermeasure samples. In algorithm 2,
we describe the termination conditions of genetic algorithm
in detail. Among them, threshod1 represents the threshold of
accuracy rate, threshod2 represents the threshold of revised
rate.

Algorithm 2 Iterative Termination Algorithm
1: Input: adversarial samples generated in the last

iteration
2: while accuracy > threshod2 and revisedrate >=

threshod3 do
3: Input the sample to the adversarial convolution neural

network
4: Obtain the similarity calculation result of model output

5: Calculation accuracy
6: Calculate the revised rate of text
7: end while

3) GENETIC PROCESS
Fitness is used to measure the individual’s adaptability to
the environment after crossing, inheritance and variation.
Individuals with high fitness are more likely to be retained
in the next iteration, while individuals with low fitness are
eliminated in the next iteration. We measure the quality of
the generated adversarial text from two aspects: the similarity
score given by the model and the change rate of the text. The
calculation formula of fitness is as follows.

Fit(xi) =
α

|sta_score− Jud_score|
+

(1− α) ∗ revWords
totalWords

,

(1)

FIGURE 1. Principle of attention mechanism.

where, xi represents the individual of the adversarial text,
and α is the coefficient between 0 and 1. revisedWords is
the number of words replaced in individual xi. totalWords is
the total number of words in an individual. sta_score score
is the similarity score given in the data set. Jud_score is the
similarity score given by the model.

After calculating the fitness of individuals in the popu-
lation, the population is selected. In the algorithm, we use
fitness as the only index of population selection. The
individuals whose fitness is lower than the threshold are
eliminated by setting the fitness threshold. After the winning
individuals are preserved, the change rate of individuals and
the part of speech of substitutes are recorded, and the part of
speech of synonyms is inherited to the next population as an
excellent gene. The cross process between individuals in a
population is completed by setting random numbers. Some
individuals in the population complete the cross process
by learning each other’s position and part of speech. The
process of population variation is completed by replacing
different parts of speech and adjusting the change rate up
and down. Through the cross, heredity and variation among
individuals in the population, the generation of adversarial
text is completed. The process of text generation based on
genetic algorithm illustrated in FIGURE 1.

B. AN ADVERSARIAL CONVOLUTION NEURAL NETWORK
MODEL BASED ON ATTENTION MECHANISM
1) SENTENCE PAIR MUTUAL INFORMATION EXTRACTION
The traditional sentence pair similarity analysis model lacks
the consideration of mutual information between sentence
pairs. In the analysis of sentence pair similarity, the common
words, semantic relations and position relations among the
common words will have a great impact on sentence seman-
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tics. The proposed model weights the mutual information of
sentences before the pair is input into the anti-convolution
neural network. In this way, more attention can be paid to the
key information when the neural network extracts sentence
features. In the extraction of sentence mutual information,
we mainly consider word2vec word vector embedding and
co-occurrence word position information embedding.

2) WORD VECTOR EMBEDDING
After the word segmentation mapping of sentences,
the eigenvector representation is obtained. sentenceA =
{w1,w2,w3, . . . ,wn}, sentenceB = {w′1,w

′

2,w
′

3, . . . ,w
′
m},

where n and m represent the sentence length of sentenceA
and sentenceB, respectively. Calculate the cosine distance of
the basic semantic units between sentence pairs respectively,
and the summation calculation method is shown in formula 2.
Summation is to sum the cosine similarity of words in
different positions of two sentences. Among them, the cosine
similarity calculation formula is as formula 3.

w2v_embedding = COS(wi,w′j), (2)

cos(xi, yi) =

∑n
i (xi × yi)√∑n

i x
2
i ×

√∑n
i y

2
i

(3)

where,wi andw′j are the words in the sentence pair. According
to formula 2, the word vector matrix of sentence pairs is
calculated. The calculation method is shown in formula 4.

w2v_matrix=


COS(w1,w′1), . . . , COS(w1,w′m)
COS(w2,w′1), . . . , COS(w2,w′m)
COS(w3,w′1), . . . , COS(w3,w′m)

. . . , . . . , . . .

COS(wn,w′1), . . . , COS(wn,w′m)

 ,
(4)

After the weight matrix between sentence pairs is obtained,
the weight vector of each semantic unit in sentenceA relative
to sentenceB is calculated by summing the row elements of
the matrix. Sum the matrix column elements and calculate
the weight vector of each semantic unit in sentenceB relative
to sentenceA.

3) POSITION INFORMATION EMBEDDING
Word vector embedding of word2vec takes into account
semantic similarity, context, and structural information of
the text. In addition, the number of words in a sentence
and the corresponding position also have an impact on
semantic changes. Position embedding generates a position
embedding weight matrix based on the edit distance of
words in the text. First, the co-occurrence words in the
text are retrieved globally and a co-occurrence word set is
generated setcomWord = {wc1,w

c
2, . . . ,w

c
k}, where k represents

the number of co-occurrence words in the sentence, wci ∈
set(A) ∩ set(B). Then, the position information of co-
occurrence words wck in sentenceA is retrieved in the text pair,
which is recorded as locA(wck ), and the position information
in sentenceB is recorded as locB(wck ). Finally, the position

information is used as the index to obtain the words
corresponding to the position of the text pair, and the edit
distance between the words and the co-occurrence words is
calculated to generate the position embedding weight matrix
based on the edit distance as shown in fomula 5.

pos_embedding

=


2 ∗ Ed(wck ,w

′

locA(wck )
)

min {l(A), l(B)}
, locB(wck ) ≤ l(A)

2 ∗ Ed(wck ,w
′

locB(wck )
)

min {l(A), l(B)}
, locA(wck ) ≤ l(B)

(5)

where, the Ed represents the edit distance, which is defined as
the minimum number of insertion, deletion and replacement
of two adjacent basic units needed to convert one string
to another. In other words, the edit distance refers to the
minimum number of edit operations required between two
strings to change from one to the other.

4) MULTI FEATURE ATTENTION MATRIX
After calculating the weight vector based on word2vec
embedding and the position embedding vector based on
edit distance, the row vector and column vector are added
respectively, and the probability is normalized by softmax
function. The input of the neural network is obtained by
weighting the matrix of the text with the normalized vector.
See formula 6 and formula 7 for calculation.

Att_MatrixsentenceA
= softmax(row_vec+ pos_row) ∗ [w1,w2, . . . ,wn], (6)

Att_MatrixsentenceB
= softmax(col_vec+ pos_col) ∗ [w′1,w

′

2, . . . ,w
′
n]
T , (7)

where, Att_MatrixsentenceA and Att_MatrixsentenceB respec-
tively represent the multi feature attention sentence matrix
after weighting the mutual information in the sentence.
In Algorithm 3, we describe the construction process of the
attention matrix in detail. In algorithm 3, we describe the
construction process of the attention matrix in detail.

C. ADVERSARIAL CONVOLUTIONAL NEURAL NETWORK
After obtaining the multi feature attention matrix of a
sentence, we need to further process the real number matrix
which contains a lot of information in the sentence. In our
proposed model, the anti-training and the anti-dropout layer
are added to the traditional convolutional neural network,
which improves the robustness of the model and prevent over
fitting. Note that the proposed adversarial neural network
has the same structure as the traditional neural network
in this paper. The difference is that they have different
training samples. In the adversarial neural network, we input
the adversarial examples generated by genetic algorithm.
In the following chapters, we first introduce the structure of
convolutional neural network, countermeasure training and
countermeasure dropout layer.

Traditional convolution neural network includes input
layer, convolution layer, pooling layer and output layer. In our

104188 VOLUME 9, 2021



Q. Sun et al.: Security Enhanced Sentence Similarity Computing Model Based on Convolutional Neural Network

Algorithm 3Multi Feature Matrix Generation Algorithm
1: Input: sentenceA = {w1,w2,w3, . . . ,wm}, sentenceB =
{w′1,w

′

2,w
′

3, . . . ,w
′
m},setcomWord = {w

c
1,w

c
2, . . . ,w

c
k}

2: Output: Att_matrixA, Att_matrixB
3: for i in sentenceA do
4: for j in sentenceB do
5: w2v_matrix.append(cos(w1,w′1))
6: end for
7: end for
8: for m in setcomWord do
9: Calculate the pos_embedding matrix according to

formula (4)
10: end for
11: Sum the row_elements of w2v_matrix and

pos_embedding to get row_vec and pos_row
12: Sum the elements of w2v_matrix and pos_embedding

column to get col_vec and pos_col
13: Calculate Att_matrixA and Att_matrixB according to

formula (6) and (7)
14: return [Att_matrixA, Att_matrixB]

FIGURE 2. The structure of convolutional neural network.

model, the model results construct according to the matrix
dimension features we input are shown in FIGURE 2. The
model consists of two layers of convolution, each of which
consists of eight convolution kernels. Because the special
information in the feature matrix is scattered, we choose
the average pooling method to extract sentence features
as scattered as possible. The step size of the convolution
operation is set to 2. In order to extract the edge information
ofmatrix better, the form of 0 filling is used in the convolution
process.

1) ADVERSARIAL TRAINING
Adversarial training is a regularization method, which can
effectively reduce the fitting degree of the model and
prevent over fitting phenomenon. In our model, the text
generated by genetic algorithm is used to realize the training
of confrontation. Confrontation training makes the model
not only consider the grammatical structure of words, but
also the semantic information of words, which can better
distinguish sentence features and improve the quality of
classification model. As the same as the traditional training
method, the adversarial training uses the back propagation
algorithm to update the adversarial training according to the
classification loss. The calculation formula of adversarial
training is as follows.

γap = −βg/||g||2, (8)

FIGURE 3. Adversarial training process.

where, g is the gradient of back propagation. γap is the
calculated disturbance term. The negative gradient direction
is the direction in which the loss of the model decreases the
fastest. In order to make the disturbance change the output
of the model to the greatest extent, the positive gradient
direction is the direction in which the disturbance is the
largest. After the disturbance is added, the gradient rises and
the disturbance γap is updated. In order to show the training
process of confrontation training samples more specifically,
we further describe it in FIGURE 3.

2) ADVERSARIAL DROPOUT
Different from adversarial training, adversarial dropout does
not change the input of CNN. It is realized by selectively
discarding or masking hidden neurons according to the
characteristics of adversarial training. Adversarial dropout is
a regularization method, which can get more sparse network
and improve the robustness of the model. Its structure is
shown in FIGURE 4. In adversarial loss, neural network
calculates the hiding degree of nodes according to the loss
mechanism, KL divergence is calculated by text feature
matrix and label, and the state of hidden layer is updated
by back propagation algorithm according to KL divergence.
We use Jacobi formula to calculate the hiding degree of nodes.

i = SCNN ·
h

SCNN

KL[p(y|−→v , εδ, θ)||p(y|
−→v , ε, θ )], (9)

SCNN is the state of neurons in the convolution layer.
εδ is the initial value of node hiding degree, ε is the
value of random masking, and θ is the parameter of the
model.

Then, according to the result of Formula 9, it is decided
whether to hide the node of the convolution layer. K is used to
represent the k-th convolution layer in the model, i is used to
represent the i-th convolution unit of each convolution layer,
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FIGURE 4. Adversarial dropout process.

and ε is used to represent whether each unit is hidden or not.

εk,i =

{
0, ik,i < 0
1, ik,i > 0

(10)

The calculation formula of node state of convolution layer
is as follows.

SCNN = S ′CNN · ε, (11)

3) OVERALL STRUCTURE OF THE MODEL
In this paper, we propose a mechanism to improve the
security and robustness of the model by adding anti-
training on the basis of the traditional convolutional neural
network. The structure of the model, the idea of anti-training
and the anti-dropout have been described in the above
chapters. This section mainly introduces the combination of
the model against training and against dropout. The idea
of confrontation training comes from the field of image
processing. It attacks the deep learning model by adding
small disturbances to the image samples. In the same way as
in the field of image processing, we use genetic algorithm
to generate countermeasure samples, which have subtle
disturbance. Compared with the original word vector, if the
word vector is not homogenized, the subtle disturbance is
likely to be covered. Therefore, we normalize the word
vectors against the sample map. As shown in the formula
below.

¯Senvec =
Senvec − E(vec)
√
var(vec)

, (12)

E(vec) =
k∑
i=1

fi ∗ vi, (13)

var(vec) =
k∑
i=1

fi(vi − E(vec))2, (14)

where, Senvec represents the original sentence vector mapped
out against the sample. ¯Senvec represents the sentence vector
after the probability normalization of the value of the counter
sample. vi represents the i-th word, and fi represents the
corresponding frequency of the word.

In the part of confrontation training, the antagonism
samples generated by genetic algorithm are mapped to obtain
the antagonism vector. Then the word vector is weighted
by multi feature attention. Finally, the adversary vector
and the original word vector are input into the adversary
dropout and roll into the neural network respectively, and
the original feature matrix and the adversary feature matrix
are obtained as the input of softmax layer respectively.
According to the similarity value and tag value given by the
model, the classification loss is calculated, and the calculation
method is shown in formula 15.

classloss =
N∑
i=1

yi × logŷi + (1− yi)× log(1− ŷi), (15)

where, yi represents the similarity value given in the database.
ŷi represents the forecast category given by the model. N
represents the total number of sentence pairs entered into the
model. Then, the sentence feature matrix and label of the
confrontation training are used as the input of the softmax
classifier to calculate the loss value of the confrontation
training. The calculation of the loss function is shown in
formula 16.

adversarialloss = −
1
N

N∑
i=1

logp(yn|sn + r ′ap; ε
′
ad ), (16)

where, r ′ap represents anti disturbance, N represents the total
number of samples, sn represents the word vector set of input
text, and yn is the standard similarity of input sentences.

In the adversarial dropout part of convolutional neural
network, the parameters of adversarial dropout are calculated
according to the random shadowing, and then the hidden
layer state of the anti-convolutional neural network is updated
according to the anti-shadowing. The last hidden layer state
is the feature of sentence pair. The text feature and real
tag are input into the softmax classifier to calculate the
loss of adversarial dropout. Its loss function is shown in
formula 17.

lossdropout = −
1
N

N∑
i=1

logp(yn|ε′ad ; sn + r
′
ap, θ), (17)

where, r ′ap represents anti disturbance, N represents the total
number of samples, sn represents the set of input sentence
pairs, and yn represents the similarity value corresponding to
the input text. θ represents the parameters of the model. ε′ad
stands for confrontational masking.

In the above content, the classification loss, the counter-
measure training loss and the countermeasure dropout loss of
the model have been introduced respectively. In the process
of training, the deep learning model can only descend along
one optimization direction. Therefore, we have carried on
the weighted summation processing to these losses. The
calculation method is shown in formula 18.

totalloss=αclassloss+βadversarialloss+γ lossdropout , (18)

104190 VOLUME 9, 2021



Q. Sun et al.: Security Enhanced Sentence Similarity Computing Model Based on Convolutional Neural Network

FIGURE 5. Adversarial CNN.

where, α, β, γ is the weight coefficient of classification loss,
countermeasure training loss and countermeasure dropout
loss. α + β + γ = 1.

The loss function of the model contains three optimization
objectives. In FIGURE 5, we further describe the process of
the model.

IV. MODEL TRAINING
In this section, we introduce the training process of anti-
convolution neural network based on multi feature attention
mechanism. Because the model needs to fight against the
text, the training process includes two parts. First, the original
text extracted from the corpus is trained by genetic algorithm
to obtain the adversarial text. Then, the original text and
the adversarial text are input into the convolutional neural
network to train the deep learning model.

A. PARAMETER SETTING
In the genetic algorithm, the setting of parameters is very
important to the number of iterations and the quality of
the population. In our model, the initial population number
is set to 100, the maximum population number is 200,
the probability of cross between individuals in the population
is 0.4, and the probability of variation in the population
is 0.01. Iteration when the adversarial text meets the stop
condition, the maximum number of iterations is not set.
In the neural network model, the amount of data input to the
neural network each time is set to 64. The initial parameters
are generated by normal random initialization. The model
parameters are saved every 100 times training.

V. EXPERIMENT AND RESULT ANALYSIS
In this section, in order to evaluate the performance of our
multi feature attention based anti-convolution neural network
model. We have carried out the following experiments.
Firstly, the paper analyzes the antagonistic text generated by
genetic algorithm, and shows the change rate of the text and
the replacement words of the antagonistic text. Then, we input
the original text and the training countermeasure text into the

TABLE 1. The selected dataset.

model to train the model and evaluate the model from the
accuracy, F1 value and recall rate. The security performance
of the model is improved by training the adversary training
text and the original text at the same time. After that, we use
specific examples to analyze the performance of the model
more accurately and propose the improvement direction in
the future work. The structure of the experiment section is as
follows: Experiment 1 describes the generation algorithm of
adversarial samples. In Experiment 2, the semantic evaluation
accuracy of the proposed model and related models is
verified. In Experiment 3 and Experiment 4, we tested
the security of the model by using the sentence pairs in
TABLE 2 and the adversarial samples generated from MSRP
dataset.

A. DATASET
In the experiment, we selected STS (Semantic Textual Sim-
ilarity) dataset and MSRP (Microsoft Research Paraphrase
Corpus) dataset respectively. The corpus of STS includes
picture title, news title and question answering corpus.
In TABLE 1, we give the number of sentence pairs in the
dataset and the source of the data. Among them, ‘‘belief.txt’’
represents that the content in the document comes from web
article. ‘‘headlines.txt’’ represents that the content in the
document comes from the news title. ‘‘images.txt’’ represents
that the content in the document comes from the image title.

B. EXPERIMENTAL SETTING
We use Python 3.7 to implement the algorithm mentioned
in this paper, and use tensorflow deep learning framework
to build adversarial convolution neural network. The word
vector dimension used is mapped to 50 dimensions. We do
all experiments on the personal computer with 4 gigabytes
memory and Intel i5 quad core CPU. In the experiment,
threshod1 = 0.02 of Algorithm 1 is used to filter out
the words with large semantic difference in the synonym
set. Threshod2 in Algorithm 2 is set to 0.6. For threshod3,
we adopt a more flexible way to control the replacement rate
of words in sentences. Due to the different sentence length,
we set the replacement rate to 1/length_Sentence, where
length_Sentence stands for the length of the sentence. Based
on the above parameters, we carried out experiments on the
hardware equipment.

C. EXPERIMENTAL 1: ADVERSARIAL TEXT GENERATION
In this paper, we propose a method based on confronta-
tion training to enhance the robustness of the model.
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TABLE 2. Adversarial sentence pairs.

Confrontation training does not change the structure of deep
learning model, it affects the learning experience of the
model through adding the form of adversarial examples.
In this paper, we use genetic algorithm to generate adversarial
examples through genetic, mutation and cross operation
of population texts. Compared with the original sample,
the sample has the replacement of synonyms in sentences, and
describes the degree of variation of the sample by calculating
the change rate. It is worth noting that although the synonyms
in the sentence pair are replaced, the standard similarity
score of the sentence pair does not change. In TABLE 2,
we show the original sentence pair and the adversarial
sentence pair. Substitute words in sentences are marked in
bold. Among them, i represents the original sentence pair,
i∗ represents the adversarial sentence pairs generated by
genetic algorithm. where, i = 1, 2, . . . , 8. From TABLE 2,
it can be noted that the main sentence components such
as the subject or object in the sentence pair are replaced
with synonyms compared with the original text. This kind
of subtle change is hard to find in a large amount of text
data. However, some sentences are grammatically wrong
because synonym set substitution ignores some imitating
considerations such as sentence tense and sentence structure.
At present, it is not feasible to manually filter counterattack
text, so these errors are difficult to find in a large number
of text data. This is a huge security risk for deep learning
models.

D. EXPERIMENTAL 2: COMPARISON WITH
RELATER MODELS
In Experiment 2, we selected five related baseline models to
compare with our proposed model. The verification of the
model mainly includes two aspects. First of all, we compare
the sentence feature extraction method based on multi feature
attention with other models to verify the effect of feature
extraction. Then, in order to test the security and robustness of
the proposed model, we input the adversarial text generated
by genetic algorithm into the baseline model to verify the
processing ability of the model. In the experiment, we use
accuracy, recall rate and F1 value to test the ability of the
model to process sentence pairs. Use credibility to measure
the security of the model. The formula for the measure is as
follows.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
, (19)

Precision =
TP

TP+ FP
, (20)

Recall =
TP

TP+ FN
, (21)

F1 =
2× Precision× Recall
Precision+ Recall

, (22)

ConfidenceRate =
Correct

SampleSize
, (23)

Among them, TP represents the model to give a positive
score to the positive samples in the data set. TN representative
model gives a negative score to the negative samples
in the data set. The FP representative model gives a
negative evaluation of the correct results in the dataset.
The FN representative model gives a negative evaluation
to the positive samples in the data set. When dealing
with adversarial examples, ConfidenceRate represents the
confidence rate of the model, and Correct represents the
number of countermeasures samples correctly handled by
the model. SampleSize represents the total number of
adversarial examples processed by the model.

In our model, we use themulti feature attentionmechanism
to extract the features of sentence pairs. At the same time,
we consider the syntax features and location information of
sentences, and embed the feature information into the matrix.
In order to improve the security and robustness of the model,
countermeasures training and dropout are used. According
to the characteristics of the model, we choose four baseline
models for comparison. The baseline models use MRSP data
set to test the accuracy and F1.
• The sentence similarity analysis model based

on convolutional neural network proposed by
Zhang et al. [50] takes into account the syntactic and
semantic information of the sentence at the same time.
After extracting the long sentence, the model can pay
attention to the main components of the sentence.

• The mutual information attention mechanism proposed
by the authors of [58] also associates the text before
the data is input into the deep learning model. Unlike
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FIGURE 6. Comparison of F1.

FIGURE 7. Comparison of accuracy.

our work, they use the bidirectional LSTM network
to process the text vector. Compared with convolution
neural network, short-term memory neural network can
better deal with the dependency and context information
in long sentences.

• The authors of [54] propose to use twin LSTM network
to measure the similarity of semantic text. In the model,
there is no prior knowledge or external corpus, only
simple word embedding. At the same time, attention
mechanism is not used to weight sentence matrix.

• The literature [51] proposed a sentence similarity
analysis model based on multi head attention mecha-
nism. Multi head attention is widely used in machine
translation. It weights the input content by using deep
learning model. Our attention mechanism is to weight
the data before it is input into the deep learning model.
Based on the deep learning model to realize the sentence
weighting, the model can learn the weighted weight
according to the sentence characteristics, which is more
adaptive to the data set.

In FIGURE 6 and FIGURE 7, we compare the F1 value
and accuracy of the baseline model respectively with that

of the convolution neural network model. It has the modest
accuracy compared with the baseline model. The accuracy
of the model decreases with the addition of counter samples.
The convolution neural network based on multi feature
fusion has poor effect in accuracy comparison, and its
accuracy is significantly lower than the other four comparison
models. The convolutional neural network based on multiple
features does not pay attention to the fusion mechanism,
and only calculates sentence similarity by analyzing sentence
grammatical components. This model leads to the lack
of fine-grained calculation of sentences, which ignores
the components other than subject predicate and object.
In Figure 6, the F1 value of the model is better than that of
the comparison model. In the feature extraction of sentences,
we consider the features of sentences, including the mutual
information between sentence pairs, the position and seman-
tic relationship of synonyms. This makes the model perform
better in comprehensive performance evaluation.

Attention mechanism has been added to other models. It is
worth noting that attentionmodel based onmulti head is more
accurate than mi LSTM and Sia-LSTM. Multi head attention
mechanism is an algorithm based on deep learning model.
It can flexibly train parameters in the model to learn the most
suitable weighting method for data text. In addition, in our
model, in addition to the full weighting of sentence multi
features, we also add confrontation training and confrontation
dropout. The addition of antagonistic samples reduces the
fitting degree of the model, and makes the model give more
reasonable similarity scores to the sentence pairs input to the
neural network. As the harmonicmean of precision and recall,
F1 reflects the performance of the model comprehensively.
Our model F1 is 81.2%.

E. EXPERIMENTAL 3: SIMILARITY CALCULATION OF
ADVERSARY SENTENCE
In this section, in order to analyze the performance of model
sentence similarity analysis more carefully and compare the
security of the model. We input the original sentence pair
in TABLE 2 and the sentence pair generated by genetic
algorithm into the anti-convolution neural network, and
compare the analysis results. In TABLE 2, we replace
synonyms. However, the substitution of synonyms is filtered
by genetic algorithm. First, select an object to be selected
from the list of synonyms. Then, the algorithm in Algorithm 1
is used to evaluate the replaced text. The synonym will be
selected only when the replaced text meets the replacement
conditions. Otherwise, another synonym will be selected
from the list of synonyms to be selected until the substitution
conditions are met. From TABLE 3, we can see the score of
sentence similarity calculation given by the model. Among
them, sta_score represents the similarity score of the sentence
pair given by the data set, cal_score represents the score given
after the model calculation, adv_sen_ID and raw_sen_ID
represent the serial number of the adversary sentence pair and
the original sentence pair respectively, which corresponds to
the serial number in TABLE 3. From TABLE 3, we notice
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TABLE 3. Comparison between standard score and calculated score.

TABLE 4. Accuracy of different counter ratio.

that the deviation between the calculated score of the
model and the standard score of the original sentence pair
is between 0.1 and 0.9, which indicates that the multi-
feature attention model proposed by us fully extracts the
features in the sentence, making the calculation accuracy of
sentence similarity close to the standard score. In addition,
for the antagonistic text generated by genetic algorithm,
the score deviation given by our model is between 0.2 and
1.1 compared with the original text score, and the accuracy of
calculation can basically guarantee the security of the model.
The model shows a good recognition ability for aggressive
adversary text.

F. EXPERIMENTAL 4: SIMILARITY CALCULATION OF
ADVERSARY SENTENCE
For testing the ability of model recognition counter text as
a whole, we use the test set of MSRP data set to test the
whole training model. Different counting ratios are applied
to each group of experiments to test the accuracy of the
model. There are 1725 sentence pairs in the original data
set. The confrontation text generation algorithm is used to
generate counter samples, and the generated counter samples
are input into the test set to evaluate the performance of
the model. The experimental results are shown in TABLE 4.
In TABLE 4, raw_sen stands for the number of original
sentences. counter_sen represents the number of counter

texts. counter_ratio stands for the ratio of counter text to total
text. Before adding counter text, the accuracy of the model to
the test set is about 66%. With the addition of confrontation
text, the accuracy of the model not only does not decline,
but also slightly increases, which shows that our model
can classify the counter text correctly. This phenomenon
is closely related to our counter text generation algorithm.
We associate the iterative process of counter text with the
pre-trained neural network model to improve the recognition
ability and security of the model.

VI. CONCLUSION AND FUTURE WORK
Sentence similarity analysis is a basic task of natural language
processing. Most of the traditional sentence similarity
analysis models integrate multiple features in a single way,
and do not transform features into word vector matrix.
In addition, the security of deep learning model is also
concerned. In the previous work, only the improvement of
analysis accuracy is pursued, and the security of sentence
similarity analysis model is completely ignored.

In this paper, we propose an adversarial convolution
neural network model based on multi feature attention
mechanism. Compared with other work, the method of
sentence feature extraction and the security of deep learning
model have been improved to some extent. First of all,
the multi feature attention model, which is used to weight
sentence features, gives a comprehensive consideration to
sentence components, including synonym position informa-
tion, semantic relationship, etc. Secondly, in order to improve
the security of the model, we introduce anti-training and
anti-convolution neural network into the sentence similarity
analysis model. The addition of countermeasure mechanism
not only improves the security of themodel, but also improves
the calculation accuracy of the model.

In the future work, we will improve the structure of the
adversarial convolution neural network to further improve the
security of the model.
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