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ABSTRACT Haze reduces the contrast of an image and causes the loss in colors, which has a negative effect
on the subsequent object detection; therefore, single image dehazing is a challenging visual task. In addition,
defects exist in previous existing dehazing approaches: Pixel-based dehazing approaches are likely to result
in insufficient information to estimate the transmission, whereas patch-based ones are prone to generate
shadows. They both also tend to induce color deviations. Therefore, this study proposes a novel method based
on multi-scale wavelet and non-local dehazing. A hazy image is first decomposed into a low-frequency and
three high-frequency sub-images by wavelet transform. Non-local dehazing and wavelet denoising are then
employed on the low-frequency and high-frequency sub-images to remove the haze and noise, respectively.
Finally, a haze-free image is obtained from the reconstruction of sub-images. The proposed method focuses
on the dehazing and denoising on the low-frequency and high-frequency images respectively, through which
the details on the image can be well preserved. Experimental results indicate that the proposed method is
superior to the state-of-the-art approaches in both quantitative and qualitative evaluation on the synthetic and

real-world image datasets.

INDEX TERMS Single image dehazing, multi-scale wavelet, non-local dehazing, wavelet denoising.

I. INTRODUCTION
As a challenging and improperly posed problem, dehazing
has attracted wide attention in the field of image processing
in recent years. It is very important to have high-quality
images with rich information for present computer vision
applications, such as object detection [1], [2], semantic seg-
mentation [3], image classification [4] and aerial imaging [5].
Limited by poor weather and lighting conditions, such as
fog, smog and other human factors, the visibility of images
is noticeably reduced and the image quality from cameras is
greatly decreased, which severely hindered the execution and
application of computer vision programs. Therefore, in recent
years, image dehazing techniques have developed rapidly,
which can greatly eliminate poor quality images and effec-
tively help to restore hazy images.

Air is filled with suspended particles while being affected
by scattered light in the environment, which in turn reduces
the quality of the image taken. Suspended particles can
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contain water droplets, dust and other impurities, and ambient
light is reflected into eyes, which renders slightly off-white
images and makes it difficult to identify objects and buildings.
Based on the above principles in physics, a hazy image can
be produced through the combination and modeling of a
haze-free image and the global atmospheric light [6]. The
combination coefficient of this model is transmittance which
is affected by the distance between the object and camera.
Simply put, the farther away the object is from the camera,
the longer distance the light must travel. As aresult, the longer
distance the light travels, the greater the light is affected
by scattered medium. Contrarily, the transmittance becomes
smaller under the circumstance of a smaller effect on light
from scattered medium.

As shown in Figure 1, the method proposed in this
study first used multi-resolution discrete wavelet transform
(DWT) [7] to process a single hazy image. The low-frequency
image (LL) is taken out for dehazing whereas the remain-
ing high-frequency images (LH, HL and HH) are treated
with wavelet denoising which could retain the image details
very well. Finally, the above two results are converted by

104547


https://orcid.org/0000-0002-4599-0744
https://orcid.org/0000-0003-4642-7133

IEEE Access

W.-Y. Hsu, Y.-S. Chen: Single Image Dehazing Using Wavelet-Based Haze-Lines and Denoising

Output Dehazed
Image(Other Method)

g

Input Hazy{lmage

Low Frequency
TR

¥

»
High Frequency

Wavelet
Denosing
Wavelet IDWT
Denosing

- Wavelet

Output Dehazed

Denosing

FIGURE 1. Original hazy image (left); other state-of-the-art dehazed
approaches in single scale (upper right); the proposed multi-scale
dehazed method (lower right).

inverse wavelet transform to obtain the final output result.
A single hazy image can be divided into multi-resolution
images by wavelet transform, and separate processing of
high-frequency and low-frequency images can reduce image
distortion, through while, wavelet denoising eliminates the
noise in high-frequency images. In the dehazing model,
the goal is to restore the RGB value of the haze-free image and
the transmittance of each pixel. However, because its model
is not clear enough, it is an improperly posed problem. For
example, there are many uncertain problems between haze
and the emissivity of objects.

In order to solve these problems, early dehazing methods
adopted more information; for example, [8]-[10] proposed
a physics-based binary scattering model which has been
derived from the RGB color space. A haze-free scene struc-
ture can be recovered by the employment of two or more
weather images through determining the structure informa-
tion of the hazy scene. However, dealing with hazy regions
similar to the sky region in a binary scattering model does
not guarantee a better result. Moreover, it is nearly impos-
sible to implement it in dynamic scenes, which is a major
shortcoming of this method. [11], [12] noted found that the
light scattered by atmospheric particles is partially polarized
and proposed a quick method to remove the haze by cap-
turing two images from different angles through a polarizer.
Nonetheless, this method does not conform to the actual
physical model. In recent years, new works used prior images
to solve the problem of a single image; for example, the
patch-based method was adopted to avoid shadows caused
by overlapping [13] with implementation of multiple sizes of
patches [14]. The global non-local prior dehazing method is
quite different from the previously-mentioned methods which
divide an image into pixels or patches. By further utilizing
the observation of color consistency noted by [16], [15]
found through observations that the colors in the haze-free
images approximated hundreds of different colors and com-
pact clusters were formed in the RGB space. They recognized
that pixels in a given cluster were usually non-local and
spread over the entire image plane. As pixels in a cluster are
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affected by the difference in haze concentration, it causes
each cluster to become a line in a hazy image, signifying
that pixels in a hazy image can be modeled by lines passing
through the atmospheric light coordinates in the RGB space.
Moreover, the positions of pixels within the line reflect their
transmission level. In other words, these haze-lines convey
information about the transmittance of the image in different
areas and are used to estimate transmission photographs [17].
The global phenomenon not limited to small image patches
is captured.

In summary, pixel-based dehazing approaches are likely to
result in insufficient information to estimate the transmission,
whereas patch-based ones are prone to generate shadows.
They both also tend to induce color deviations. To solve
these problems, this study proposes a novel method based
on multi-scale wavelet and non-local dehazing. After DWT
is performed, the low-frequency sub-image is dehazed by a
non-local prior dehazing method, whereas the high-frequency
sub-images are denoised by wavelet denoising. It can have
less content and boundary distortion and effectively preserve
the detailed information of the image at the same time.

The contributions of this study are summarized:

o This study proposes a novel method that combines
multi-resolution wavelet transform with a non-local
prior image dehazing method to effectively achieve haze
removal of images.

o After DWT is performed, the low-frequency sub-image
is dehazed by a non-local prior dehazing method,
whereas the high-frequency sub-images are denoised
by wavelet denoising. Therefore, the haze and noise in
low and high frequency parts can be effectively elimi-
nated or reduced, respectively.

« In the high-frequency part of an image, wavelet denois-
ing is performed rather than dehazing, so that the details
of the image can be well preserved, which can have
higher similarity to the original haze-free image and with
less content and boundary distortion.

Il. RELATED WORK

A. SINGLE IMAGE DEHAZING

As haze transmission depends on the unknown depth, image
dehazing is a challenging and often improperly posed prob-
lem and the unknown depth at different locations will gener-
ate different variations. Recently, various techniques related
to image enhancement have been implemented for image
haze removal, including contrast enhancement for the entire
or part of an image [18]-[20]. Local histogram equalization,
also known as block overlapping histogram equalization [18],
can obtain global contrast enhancement regardless of the
position of the input image. [19] proposed a ‘“‘cumulative
function” to modify the histogram in order to adjust the
enhancement level. The most popular method for image
enhancement is the unsharp masking (UM) technique [20].
In this method, the observed image is first blurred through a
low-pass filter, the subsequent hazy image is then subtracted
from the observed image. Afterwards, the difference between
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these two images is added back to the observed image. The
unsharp masking method can greatly restore image resolu-
tion. However, these methods have some disadvantages as
they ignore the degradation of hazy images, of which this
negligence limits their recovery performance. In order to
solve these problems, a new method of image fusion was
proposed in [21]. They first preprocessed the hazy input
image by several traditional techniques, and then, fused the
preprocessed results into a single image by the Laplacian
Pyramid. However, an obvious disadvantage of this method
is that when the image haze is thick or the image is dark,
there will be problems when the dark places are weighed.
As a result, the dehazing effectiveness of this method is
limited. Later, other new methods [8]-[10], [22] based on the
theory of the atmospheric scattering model were proposed,
which demanded additional external information. [10] pro-
posed a physics-based binary scattering model which was
derived from the RGB color space, where multiple images
of the same scene under different weather conditions were
captured by determining the structure information of the hazy
scene. Kopf et al. [22] proposed that a depth-based method
requires some depth information from user input or known 3D
models; yet, in practice, the necessary external information
is often unavailable or requires other costly preconditions.
Thus, the practicability of these methods in many applications
is subject to many restrictions.

Based on previous experiences and methods, significant
developments have been made lately in single image dehaz-
ing. Recent prior images provide another solution and bring
about a variety of new single image dehazing methods. These
methods can be broadly divided into the following categories
of pixel-based [23]-[25], patch-based [13], [26]-[29] and
non-local image dehazing methods [15]. The main difference
between these methods lies in the way they input the image
transmission.

Pixel-based dehazing approaches estimate the transmission
according to the pixel points of each image. While [23] is
recognized for being highly efficient in implementation, this
technique has an obvious defect. If we only rely on pixels
to estimate the transmission, many unreasonable textures and
details will be generated owing to insufficient data informa-
tion; therefore, other fuzzy processing is subsequent required.
[24] proposed a fast image dehazing method based on linear
transformation. However, pixel-based dehazing approaches
are likely to result in insufficient information to estimate the
transmission. They also tend to induce color deviations.

Patch-based dehazing approaches are to extract the
required information through patches to determine the trans-
mission. The fact that more information could be obtained
through patches than pixels means that this method over-
comes considerable limitations when compared with the
pixel-based method. But, there still exists abundant errors
in the transmission calculation results. Therefore, other edge
related techniques are needed to eliminate the shadow gener-
ated. For example, He et al. [13] proposed the dark channel
prior method (DCP) based on patches. In the case of the
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dark channel prior method, an atmospheric scattering model
is employed to estimate and remove haze. Unfortunately,
the DCP method does not deal well with an area where
the brightness of an object is similar to the atmosphere.
When an image gravitates towards white, the flow in this
method is revealed and a lot of calculation is demanded.
Meng et al. [26] proposed an effective regularized dehazing
method which recovered the haze-free image by exploring
the inherent boundary constraints and estimating the trans-
mission of haze by using the dark pixel, where this dark
pixel had a low-intensity value for at least one color channel.
The dark channel prior method has been enhanced by adopt-
ing weighted L1-norm context regularization to optimize the
intrinsic boundary constraints and estimate the transmission.
Huang et al. [27] implemented adaptive gamma correction
to solve the estimation of excessively high transmittance
due to low observation intensity from color deviation and
adopted color correction to make up for color deviation.
Zhu et al. [28] built a linear model on the local prior image
to recover depth information and proposed a kind of color
attenuation prior image which was used to estimate the depth
of field of a hazy image before color attenuation. The parame-
ters of this model was studied through a supervised approach.
Fattal et al. [29] proposed a color line method based on the
view that observed small image blocks usually presented a 1D
distribution in the RGB color space. However, patch-based
dehazing approaches are prone to generate shadows, and also
tend to induce color deviations.

The last part is about the color-based non-local method.
Haze limits visibility and reduces the contrast of images taken
outdoors. The method proposed by [15] was based on the
hypothesis that each pixel color in a haze-free image formed
a compact cluster in the RGB space, and the pixels in these
clusters are usually non-local as they scattered throughout
the image and were at different distances from the camera.
In hazy conditions, different distances have different trans-
mittance; therefore, the color clusters in a haze-free image
become a line in the RGB space, which is called a haze-line.
By combining these haze-lines and boundary regularization,
transmission can be directly estimated based on the theory of
atmospheric scattering. This method shows a quite promising
performance.

B. IMAGE DEHAZING BASED ON LEARNING

Single image dehazing is a difficult task due to the lack of
information. In contrast, the human brain can quickly tell
which areas are hazy from the natural environment without
any help from other information. The convolutional neural
network, accompanied by biological inspiration, has quite
successful experience in advanced vision, such as object
detection [1], image classification [4] and face recogni-
tion [30]. As a result, people might be inclined to propose bio-
inspired image dehazing models. In fact, recently, some deep
learning methods based on convolutional neural network have
been proposed and applied on image dehazing techniques.
Many dehazing algorithms completely rely on various CNNs
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to learn t(x) and learn directly from the data to avoid inac-
curate estimation of the physical parameters of one object.
DehazeNet [31] suggested that an end-to-end CNN depth
model which is specifically designed to represent the prior
image established during image dehazing, should be adopted
to estimate the transmission of the new BReLU unit. This
model can be trained to map fuzz in haze-free patches, and
the algorithm is divided into four continuous steps: feature
extraction, multi-scale image, local extremum and final non-
linear regression, with the training being based on synthetic
fuzzy images. Ren et al. [32] proposed a multi-scale deep
neural network (MSCNN) to estimate transmission, of which
the method consisted coarse-scale and fine-scale networks.
The process is divided into two steps. First, a coarse-scale net-
work is generated to estimate the transmission, then, a fine-
scale network is used to improve the transmission locally. The
two CNN are alternately merged and upsampled to maintain
the original resolution. One of the limitations of such methods
is that they are limited by their functionality for only consid-
ering the transmission in their CNN framework. In order to
solve this problem, Li ef al. [33] proposed a lightweight CNN
based on the reformulated atmospheric scattering model
and introduced a multi-in-one dehazing network (AOD-net).
By encoding the transmission and atmospheric light as a
variable by linear transformation, this CNN can directly gen-
erate clear images without independent estimation of inter-
mediate parameters. The atmospheric scattering model is
reconstructed to realize this model in the end-to-end network.
Golts et al. [34] proposed an unsupervised framework for
image dehazing, and the DCP prior was exploited for reg-
ularization. CNN learns to estimate transmission map by
minimizing an energy function defined by the DCP prior.

Recently, the popular Generative Adversarial Network
(GAN) being found by Goodfellow et al. [35] was very
successful in image generation in aspects of style transfer,
data expansion and image repair. Their primary goal was to
produce a forged image which was indistinguishable from the
original targeting image. Through GAN, the latest method
for single image dehazing [36]-[38] was available, which
required the input of paired hazy images and real-world
haze-free images. Zhang et al. [36] proposed a dehazing
method based on the conditional generation of an antag-
onistic network, of which this method consisted of three
modules including transmission estimation through GAN,
fuzzy feature extraction and image dehazing. Yang et al. [38]
introduced a new dehazing network (DDN) by proposing a
GAN method to generate a haze-free image and estimate
the parameters of the physical model. By employing three
generators, the scene radiation, transmission and global atmo-
spheric light can be estimated. A dual generative adversarial
networks based dehazing algorithm [39] was introduced. Two
heterogeneous GANSs are trained to remove haze and preserve
the fine details of the original scene, respectively, and their
results are fused by a neural network.

With the rapid development of artificial intelligence, deep
learning-based image fusion methods have become a hot

104550

research topic. Exposure fusion techniques have recently
been employed for defogging [40], [41], in which different
virtual exposure images are fused to yield a single fog-
free image. In [40], a new single-image dehazing solution
is proposed based on the adaptive structure decomposition
integrated multi-exposure image fusion, which can greatly
enhance local details of foggy images. In [41], [42], a set of
under exposed images are created through gamma correction
operation from single foggy image. These images are fused
using multiscale Laplacian fusion technique. Fusion based
defogging methods obtain better performance but its com-
plexity is high as compared to prior based defogging method.
Moreover, to restore the binocular hazy image pairs,
abinocular image dehazing Network (BidNet) was developed
by Pang et al. in [43], which can explore the correlations
between the binocular image pairs to improve the recovery
quality. Li et al. [44] developed a spatially variant recurrent
unit to make a coarse estimation of haze-free image. The
coarse estimation is then refined to remove residual haze.

C. WAVELET TRANSFORMATION-BASED

IMAGE PROCESSING

Nowadays, many wavelet-based techniques have been pro-
posed for low order image processing. As many such meth-
ods focus on the super-resolution of films [45], a series of
low-resolution images have emerged to infer information
from high-resolution images. There are also many relevant
techniques for single image super-resolution. In the statistics-
based method, Gao et al. [46] proposed a hybrid wavelet con-
volutional network, which encoded a group of sparse coding
candidates through wavelet transformation while adopting a
convolutional network for sparse coding. In the interpola-
tion method, Naik et al. [47] proposed a new version based
on the improved classical wavelet interpolation method.
[48] adopted wavelet transform to segregate the changes
in data at different scales. Other methods focused on
de-blocking [49]-[52] and denoising [53] based on wavelet
transform. In [49], the Lipschitz normality of WTMM was
implemented to classify textured and non-textured regions.
Subsequently, WTMM in the non-textured region was pro-
cessed and POCS was employed to restore the deblocked
image. On the contrary, the algorithm in [50]-[52] directly
acted on the wavelet coefficient and received the deblocked
image by performing inverse transformation on the pro-
cessed coefficient. In the denoising part, Gupta et al. [53]
decomposed the noise signal into five levels and subsequently
performed the well-known SureShirnk operation on the cor-
responding detail subbands. Some new methods have used
the structure of the Laplacian Pyramid to design a progres-
sive upsampling method to generate images [54] and super-
resolution [55], [56]. In the former, several convolutional
networks were connected in series within the framework of
the Laplacian Pyramid to produce images in a coarse to fine
manner, of which this method resulted in excellent image
generation performance. In the latter, the subband residuals
from high-frequency signals were reconstructed step by step,
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FIGURE 2. Flowchart of the proposed method.

and high quality super-resolution results were provided under
lower computational complexity.

Ill. PROPOSED METHOD

This paper hereby proposed a novel method for the field.
Before dehazing, the original hazy image was converted by
discrete wavelet transform to obtain one low-frequency image
and three high-frequency images. First, the low-frequency
image was dehazed by the non-local method while the three
high-frequency images were denoised with wavelet trans-
form. Finally, the final dehazed result was obtained by adopt-
ing inverse wavelet transform on the four images. 3.1 first
introduces the application of 2D Discrete Wavelet Trans-
form in image pre-processing. 3.2 explains the application
of wavelet image denoising on the vertical (HL), horizontal
(LH) and diagonal (HH) information of a wavelet converted
image. 3.3 introduces the basic atmospheric scattering model
of the dehazing method. 3.4 explains details on the non-
local image dehazing method. The flowchart of the method
is shown in Figure 2.

ID-DWT ID-DWT
: for each row for each column
Low Pass
; Filter GL 28— LL
- High Pass 5
Filter GH 12 : L5
Input
signal i LowP :
: ow Pass :
1 . - .
High Pass 5
: Filter GH Sy

FIGURE 3. DWT process.

A. 2D DISCRETE WAVELET TRANSFORM

The general process of the discrete wavelet method is shown
in Figure 3. In order to perform 1D discrete wavelet transfor-
mation, the signal x[n] € R” is transmitted through a high-
pass filter Gy [n] and a low-pass filter Gy, [n], as defined by:

1, n=20
Gglnl=3 -1, n=1
0, otherwise
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FIGURE 4. Application of wavelet transform on an image.

1, n=0,1
Gilnl = :O, otherwise M
Any digital image x can be treated as a 2D [n, m] index
signal, where x[n,m] is the pixel in the nth column and mth
row. Its 2D signal x[n, m] is treated as two sets of 1D signals
x[n, :] in the nth column and x[:, m] in the mth row. The first-
order wavelet transformation process is shown in Figure 3,
and Haar Kernel is adopted to decompose the first-order
2dDWT, as shown in Figure 4. The representation of each
sub-band of the wavelet coefficient locates at the right side of
Figure 4. Obviously, 2dDWT extracts the image details from
four sub-bands: mean (LL), vertical (HL), horizontal (LH)
and diagonal (HH) information, each of which correspond
to each wavelet sub-band coefficient. After 2dDWT decom-
position, the combination of the four subbands always has
the same size as the original input image. 2D inverse DWT
(2D inverse wavelet transform) (2dIDWT) can be traced back
to the 2dDWT processed by reversing the steps in Figure 3.
Through the Haar wavelet, the coefficient of 2dIDWT can
be calculated as:

A=a+b+c+d
B=a—b+c—d
C=a+b—c—d
D=a—-b—-c+d

@

where A, B, C,D and a, b, ¢, d represent the pixel values
of the input image and its corresponding decomposed
sub-images, respectively, whose positions are shown
in Figure 4.

104551



IEEE Access

W.-Y. Hsu, Y.-S. Chen: Single Image Dehazing Using Wavelet-Based Haze-Lines and Denoising

B. WAVELET IMAGE DENOISING

With the improvement of the wavelet correlation theory,
the good time-frequency characteristics have attracted more
and more attention in the field of image denoising [57], [58].
Because of the low entropy, decorrelation, multi-resolution
characteristics and flexible machine cardinality selection
from wavelet transform, wavelet can remove noises. Since
this method preserved most of the wavelet coefficients which
contained signals, details of an image can be better preserved.
The image and noise have different statistical properties after
wavelet transform. The image corresponds to the wavelet
coefficient with large amplitude, which is mainly concen-
trated in the low-frequency (LL), whereas the noise corre-
sponds to the wavelet coefficient with small amplitude and
is scattered in all coefficients after the wavelet transform.
Thus, an appropriate threshold can be established. If the
wavelet coefficient larger than this threshold is a useful sig-
nal, the principal component can be contracted and retained.
Contrarily, if the principal component is noise, it can be
deleted to zero. Subsequently, the estimated coefficient is
obtained through the threshold function image, and the coef-
ficient can be employed in reverse transform for denoising
and reconstruction of the image.

More specifically, wavelet image denoising is used an
empirical Bayesian method in high frequency of the hazy
image. The Biorthogonal wavelet with coefficient 4.4 is used
with a posterior median threshold rule. In this study, three
high-frequency sub-bands of the hazy image is first projected
onto its PCA color space, denoised in the PCA color space,
and returned to the original color space after denoising.

C. ATMIOSPHERIC SCATTERING MODEL

In computer vision and computer graphics, the model based
on atmospheric scattering [6] is the most widely used in
describing the formation of hazy images. Below is its calcu-
lation method:

I(E) =J(E) - t(E) + A[l — t(E)] 3

where E is the coordinates of the pixel and I represents the
observed hazy image, which are known values. J represents
the scene radiance of the imaging scene at £, which is the
dehazed and recovered image, the final target. A represents
the global atmospheric light in the overall image while ¢
describes the transmittance of light transmitted by the atmo-
sphere, which is related to the distance from the camera to
the object. Transmittance is represented by #(E); intuitively,
t(E) = 0 means completely fuzziness and non-transparency,
and #(E) = 1 means haze-free and completely transparency.
Meanwhile, 0 < #(E) < 1 means semitransparency with
bold symbols representing vectors. Namely, /; J; A has three
components (three color channels R; G; B), and x has two
components (coordinates in the image plane).

However, this model is more suitable for images taken in
the daylight whereas images taken at night require a more
detailed atmospheric scattering model [59], [60]. Because
thick haze is likely to occur during the night, atmospheric
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light will change in space accordingly. The transmittance ¢(E)
can be expressed as

t(E) = ¢ PIE) 4

where Bis the attenuation coefficient of the atmosphere and
d is the depth of the field. Generally, § is wavelength depen-
dent and therefore ¢ is different for different color channels.
This dependency has been assumed negligible in previous
single image dehazing methods to reduce the number of
unknowns and we follow this assumption. Eq. (1) J(E). #(E)
can also be referred to as the direct attenuation term which
indicates the amount of information that can be actually
received by the observer after the sunlight is reflected and
transmitted by the observed object [4] with some informa-
tion being lost due to the scattering effect caused by the
atmosphere.

Therefore, each pixel E in Eq. (3) has three observed
values of I(E) and four unknowns: J (E) , t(E), leading to the
problem of uncertained estimation.

D. NON-LOCAL IMAGE DEHAZING METHOD
(HAZE-LINES)
Reference [15] is taken as an example for the color-based
non-local method, where the haze limits visibility and reduces
the contrast on images taken outdoors. This method is based
on the hypothesis that the color of each pixel of the haze-free
image forms a compact cluster in the RGB space. The pixels
in these clusters are usually non-local, scattered throughout
the image and at different distances from the camera. In hazy
conditions, different distances have different transmittance;
therefore, the color clusters in the haze-free image become
a line in the RGB space, which is called a haze-line. Subse-
quently, by combining these haze-lines and boundary regular-
ization, the transmission can be directly estimated based on
the theory of atmospheric scattering.

This method consists of four steps: 1. Finding the haze-
lines from pixels; 2. Estimating the initial transmission; 3.
Regularization; 4. Dehazing on the final target.

1) FINDING HAZE-LINES
Ref [17] is used to estimate atmospheric light A.[4 is
defined as:

W(EY=1IE)—A (5)

Then, the 3D RGB space coordinates are converted into
coordinates with the origin as atmospheric light, and com-
bined with the atmospheric scattering model, and the follow-
ing results can be obtained:

Iy(E) = 1(E) - [J(E) — A] (6)
where, the spherical coordinates are used to represent I4(E):
IA(E) = [r(E), 0(E), p(E)] (N

where, 1 is the distance between the pixel point and the
origin, i.e. ||I — A||, and 6 and ¢ represent longitude and
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latitude, respectively. In the definition of spherical coordi-
nates, field spots at different distances from the camera are
only different in ¢ value, thus, the ¢ value only affects r(E),and
does not affect the angle. In short, a and b pixels with the same
angle [g, 6] in spherical coordinates also have similar RGB
values in haze-free images.

Therefore, if the angle [¢ (E), 6 (E)] is the same, these
pixels belong to the same haze-line. The pixels in each haze-
line have a great chance to have the same value in the haze-
free image.

JI-A=a(h-A) —>Ji=(1-a)A+a)z ®)

where « is a scale factor. The scale factor alpha is affected
by the value of ¢, and the atmospheric light will attenuate
according to the distance r. Therefore, when the color and
the atmospheric light are collinear, the color and haze also
need to be evaluated the degree of attenuation. The value of
alphais between 0-1 from Eq. (4). In this case all single image
dehazing methods will correct JI and J2 to the same color.
This is the only case in the method when two color clusters
will be mapped to the same haze-line. In order to determine
which pixels are on the same haze-line, pixels should be
grouped according to their angles[¢, 8]. This method uses
a uniform sampling sphere, groups the pixels according to
their [¢ (E) , 6 (E)] value at the closest sampling point on the
surface, uses a KD-tree, and conducts quick queries for each
pixel.

2) ESTIMATING INITIAL TRANSMISSION
The haze-line is defined by J (haze-free image) and A (atmo-
spheric light), and r(E) depends on the target distance:

r(E) =t(E)|J(E) —All.0 < ¢(E) < L. ©))

When ¢t = 1, the maximum radius coordinate is

def
Fmax = |7 — Al (10)
Based on Egs. (9) and (10), the transmission rate can be
obtained:

t(E) =r(E)/Tmax (11)

If the haze-line L contains haze-free pixels, then 7,4y is the
maximum radius of the haze-line:

Fmax (E) = max {r (E)} (12)
EeL

Assume that the pixels farthest from atmospheric light are
free of haze, and that there is one pixel for each pixel line.
While this assumption does not apply to all haze-lines in
the image, the regularization step partially makes up for it.
Based on Eqs. (11) and (12), the estimated value of each pixel
transmitted is obtained, as follows:

r(E)

i(E) = T

13)
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3) REGULARIZATION
The atmospheric scattering model provides the lower bound
of the transmission rate:

g (E) =1— max {Ic(E)/Ac} (14)
Ce{R.G.B}

Add the lower bound constraint of the transmission rate
constraint of Eq.14 to Eq.13 to obtain:

fLg (E) = max{t (E) , 1.5 (E)} 15)

Finally, minimize the object function to obtain 7 (E).

4) DEHAZING
When 7(E) is obtained, dehazing can be carried out and the
final object J (E) is obtained:

J(E) ={I(E) - [1 =1 (E)]A/i(E) (16)

IV. RESULTS AND DISCUSSION

In this study, the proposed method is evaluated in both sub-
jective and objective ways. The hazy images, including the
O-HAZE [61] and [-HAZE [62] public datasets and other
popular hazy images, are collected for the experiments.

A. QUALITATIVE EVALUATION ON SYNTHETIC IMAGES
First, the recently popular O-HAZE outdoor scene dataset
and I-HAZE indoor scene dataset were used to validate our
proposed method. They consist of outdoor/indoor haze-free
images and their corresponding hazy images, respectively.

The hazy images in these dataset were captured imme-
diately after the haze was generated by a professional haze
generator. Figure 5 shows several pairs of images randomly
selected from the O-HAZE outdoor scene database, and
comparisons were made between the new method and other
methods, as proposed by He et al. [13], Meng et al. [26],
Li et al. [60], Cai et al. [31], Ancutil et al. [59],
Zhang et al. [63], Berman et al. [15], Ren et al. [32], and
Ancuti et al. [64].

In the qualitative comparison of these methods, this
study observed the results of He et al. [13], as shown
in Figure 5. Although this method well restored the image
structure, it could not process the area where the target
brightness of the scene was similar to the atmosphere, and
such defects are more obvious when the image tends to be
white. Meng et al. [26] proposed an effective regulariza-
tion dehazing method, which explored the inherent bound-
ary constraints, restored the haze-free image, improved the
dark channel prior image, recovered the overall structure of
the image, and obtained more accurate transmission estima-
tion. However, color deviation still occurred, and the overall
image was dark after dehazing. The night dehazing method,
as proposed by Li et al. [60], had obviously large chromatic
aberration and limitations in the recovery of tone and struc-
ture. Ancuti et al. [59] processed colors differently from
other methods, which resulted in higher contrast and stronger
colors, and led to an overall bias toward yellow or red.
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Hazy images Ground truth He etal. Meng et al. Lietal. Cai et al.

Ancutil et al. Berman et al. Ren et al. Ancutil et al. Ours

Zhang et al.
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FIGURE 5. Qualitative comparison of different methods on synthetic images in O-HAZE dataset. The first column shows the hazy images and the second
column shows the ground truth. The other rows from left to right show the results of He et al. [13], Meng et al. [26], Li et al. [60], Cai et al. [31],
Ancutil et al. [59], Zhang et al. [63], Berman et al. [15], Ren et al. [32], Ancuti et al. [64], and Ours.

The method proposed by Zhang et al. [63] showed deviation
in tone, and the dehazed image was first inclined to off-
white. Berman et al. [15] was less prone to artifacts and the
image edges were more clear, which was mainly due to local
estimates of light and transmittance in the sky. In the latest
method proposed by Ancuti et al. [64], in terms of color
performance, the overall color tends to be orange-yellow.
Regarding the learning methods, the method put forward by
Ren et al. [32] produced better visual results than the deep
learning method put forward by Cai et al. [31].

Fig. 6 demonstrates the results of qualitative compar-
ison among different methods, including He et al. [13],
Meng et al. [26], Fattal [29], Cai et al. [31], Ren et al. [32],
and our method on synthetic images in I-HAZE dataset.
He et al. [13] seemed to produce color shifts in the hazy areas
due to poor estimation of atmospheric light. It occurs when
the scene contains lighter patches in close-up areas or small
reflections. Meng et al. [26], which is also based on the
dark channel prior, produced similar results as He ef al. [13],
as expected. The color-lines approach, as proposed by
Fattal [29], also had serious color shift. Cai et al. [31] and
Ren et al. [32] obviously still left a lot of haze after dehazing.
Finally, after dehazing, the proposed method has obviously
better and clearer results in comparisons with other state-of-
the art approaches.

104554

B. QUALITATIVE EVALUATION ON REAL-WORLD IMAGES
Figure 7 shows the comparison between our method and
the methods proposed by He er al. [13], Tarel ef al. [23],
Nishion et al. [65], Tan [66], and Fattal ef al. [29]. The meth-
ods put forward by He et al. [13] resulted in the loss of over-
saturation details, while the method proposed by Tarel [23]
introduced severe color distortion and undesirable artifacts.
In the methods proposed by Nishion et al. [65] and Tan [66],
after the image was dehazed, some shadows appeared clearly
on the cloud. In terms of visual effects and local details, our
results are pleasing and closer to the color of the real-world
image.

Figure 8 shows a comparison between our method and
recently popular dehazing methods; for example, the meth-
ods proposed by He et al [13], Fattal et al. [29],
Bahat er al. [67],Cai et al. [31], and Ren et al. [32].
Among them, the methods proposed by Bahat et al. [67] and
Ren [32] et al. had obviously greater limitations in dehaz-
ing and produced serious color deviations, and the result-
ing overall tone of the dehazed image was yellowish. The
method proposed by Cai er al. [31] resulted in low con-
trast and dark ground and grassland. Although the methods
proposed by He et al. [13] and Fattal et al. [29] recovered
the image structure and color well, the contrast was less
obvious.

VOLUME 9, 2021



W.-Y. Hsu, Y.-S. Chen: Single Image Dehazing Using Wavelet-Based Haze-Lines and Denoising IEEEACCGSS

Hazy images Ground truth He et al. Meng et al. Fattal Cai et al. Ren et al. Ours

FIGURE 6. Qualitative comparison of different methods on synthetic images in I-HAZE dataset. The first column shows the hazy images and second
column shows the ground truth. The rows from left to right show the results of He et al. [13], Meng et al. [26], Fattal [29], Cai et al. [31],
Ren et al. [32], and Ours.

Input Hazy Image He et al. [13] Tarel et al. [23] Nishion et al. [63] Fattal et al.[29] Tan[64] Ours

FIGURE 7. Qualitative results on natural hazy images by comparing with state-of-the-art-results. The other rows from left to right show the
results of He et al. [13], Tarel et al. [23], Nishion et al. [65], Fattal et al. [29], Tan [66], and Our method.

Input Hazy Image Heet al. [13] Fattal et al.[29] Bahat et al. [67] Cai et al.[31] Ren et al.[32] Ours

FIGURE 8. Qualitative results on natural hazy images by comparing with state-of-the-art-results. The other rows from left to right show the results of
He et al.. [13], Fattal et al. [29], Bahat et al. [65], Cai et al. [31], Ren et al. [32], and Our method.

TABLE 1. Quantitative evaluation of several sets of images in the O-HAZE dataset in terms of SSIM and PSNR.

He et al.[13] Meng et al.[26] Fattal [29] Caietal[31] | Ancutietal.[59] |Bermanetal.[15]| Renetal[32] | Ancutiet al[64] Ours
Image | SSIM PSNR | SSIM PSNR | SSIM  PSNR | SSIM PSNR | SSIM PSNR [ SSIM PSNR | SSIM PSNR | SSIM  PSNR | SSIM PSNR
Set 1 082 1564 | 077 1451 | 073 1324 | 058 13.01 | 075 1727 | 076  14.09 | 0.81 1679 | 082 16.62 | 074  19.29
Set 6 074 1668 | 078 2071 | 073 1516 | 059 1532 | 068 1576 | 077 1711 | 072 1754 | 077 2237 | 076  22.68
Set 10 078 1622 | 076 1598 | 075 1642 | 0.71 1502 | 073 1449 | 072 1448 | 0.80 16.57 | 0.80 1994 | 074 1847
Set 19 0.81 1569 | 084 1804 | 079 1387 | 072 1627 | 078 1463 | 082 1680 [ 083 1736 | 0.85 1997 | 076  20.05
Set 20 0.61 1649 | 072 1786 | 0.62 1562 | 050 1369 | 078 1801 | 072 1589 | 0.63 1505 | 0.80 2007 | 073 2037
Set 21 069 1678 | 0.78 19.80 | 0.63 16.10 | 0.71 1637 | 078 1949 [ 072 1590 | 073 1714 | 077 2270 | 0.81  22.88
Set 27 0.61  13.60 | 0.68 1524 | 0.67 1418 | 064 1521 | 077  19.02 | 0.70 16.09 | 0.71 1811 | 076 1924 | 0.71 19.34
Set 30 075 1571 | 0.74 1468 | 072 1468 | 077 1857 | 083  2L51 | 0.81 1748 | 082 1972 | 0.84 1989 | 076 1945
Set 33 076 1896 | 0.74 18.01 | 0.76  17.28 | 0.81 17.87 | 0.61 1215 | 066 1637 | 0.88  22.61 | 076 20.60 | 071 2113
Set 41 077 1542 | 072 1337 | 066 1252 | 084 2003 | 084 1897 | 082 1649 | 0.88 2091 | 085 1743 | 081 2097
Set 42 079 1547 | 0.82 2008 | 073 1783 | 058 1635 | 074 1460 [ 082 1756 | 0.72 1674 | 085 23.04 | 073 2223

C. QUANTITATIVE EVALUATION ON SYNTHETIC IMAGES PSNR and SSIM. The higher the PSNR and SSIM values,
Regarding the quantitative comparison, Tables 1-3 compare the better the image quality. Among them, the peak sig-
the outputs of different dehazing methods with the haze- nal to noise ratio (PSNR) is a ratio used to represent the
free images, as based on the two well-known indicators of maximum possible power of the signal and the destructive
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TABLE 2. Quantitative evaluation of different methods in the O-HAZE
dataset in terms of average PSNR and SSIM.

TABLE 3. Quantitative evaluation of different methods in the I-HAZE
dataset in terms of average PSNR and SSIM.

Methods PSNR SSIM Methods PSNR SSIM
He et al. [13] 16.59 0.735 He et al. [13] 1443 0.752
Meng et al. [26] 17.44 0.753 Meng et al. [26] 14.57 0.750
Ancutil et al. [59] 16.86 0.747 Fattal. [29] 12.42 0.574
Li et al.[60] 15.03 0.678 Cai et al. [31] 1433 0.639
Cai etal. [31] 16.21 0.666 Berman et al. [15] 15.94 0.767
Ren et al. [32] 19.07 0.765 Ren et al. [32] 15.22 0.755
Zhang et al. [63] 17.09 0.704 Lietal. [33] 13.98 0.732
Li et al.[33] 17.94 0.662 Zhang et al.[63] 14.96 0532
Zhang et al.[70] 1647 0.650 Ren etal . [71] 15.84 0.751
Ren et al .[71] 16.92 0.777 Santra et al.[81] 15.25 0.570
Yang et al.[72] 17.97 0.603 Mei et al.[73] 16.01 0.740
Mei et al.[73] 18.76 0.669 Li et al.[82] 16.06 0.733
Engin et al.[69] 1927 0.629 Gandelsman et al.[83] - 0.691
Qu et al.[74] 16.00 0641 Chen et al. [76] 14.95 0.719
Ju et al.[75] 1571 - Bianco et al.[84] 13.60 0.792
Chen et al.[76] 1628 064> Qu et al.[74] 15.80 0.610
Liu et al.[77] 177 0766 Peng et al.[85] 14.34 0.550
Berman et al. [15] tool 0.7%0 Dong et al.[86] 16.57 0.640
Kim et al.[78] 17:60 0.74 Kar et al.[87] 16.21 0.620
Park et al.[39] 1960 003 Sun et al.[88] 15.92 0.745
Ancautil et al. [64] 20.16 0.795 Ours 1727 0783
Ju et al.[79] 14.19 -
Huo et al.[$0] 18.02 0.715 o

PSNR and SSIM is listed in Table 3. The results of the pro-
Ours 2097 0761 posed method are compared with those of other approaches,

noise power that affects its accuracy. PSNR can be used to
calculate the distortion of an image, while SSIM compares
the local models of pixel intensity that have been normalized
for brightness and contrast. The range of SSIM is [—1,1], and
the maximum value of two identical images is 1. Table 1 lists
the quantitative evaluation result of the images partly shown
in Figure 5, whereas Table 2 shows the average SSIM and
PSNR of whole images in the O-HAZE dataset. The results
indicate that the proposed method achieves promising results
in terms of PSNR in comparisons with other state-the-art
approaches, while some of them proposed by Ren et al. [32],
Engin et al. [69], Park et al. [39] and Ancuti et al. [64]
have relatively better results. The quantitative evaluation of
different method in the I-HAZE dataset in terms of average
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such as hand-crafted-priors-based approaches (He et al. [13],
Meng et al. [26], Fattal [29], Berman [15], Zhang et al. [63],
and Peng et al. [85]) and deep-learning-based approaches
(Caietal. [31], Ren et al. [32], Liet al. [33], Ren et al. [71],
Santra et al. [81], Mei et al. [73], Li et al [82],
Gandelsman et al. [83], Chen et al. [76], Bianco et al. [84],
Qu et al. [74], Dong et al. [86], Kar et al. [87], and
Sun et al. [88]). The results indicate that the proposed method
achieves promising results in terms of PSNR in comparisons
with other state-the-art approaches, while some of them pro-
posed by Dong et al. [86], Kar et al. [87] have relatively better
results.

D. ABLATION STUDY
In order to demonstrate and prove the effectiveness of each
part of the proposed method, we conduct the ablation study
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TABLE 4. Ablation study in the O-HAZE and I-HAZE datasets in terms of
average PSNR and SSIM.

O-HAZE I-HAZE
Method PSNR SSIM PSNR SSIM
J1 16.61 0.750 15.94 0.767
J2 19.27 0.751 16.07 0.769
Ours 20.97 0.761 17.27 0.783

JI: only non-local dehazing method
J2: discrete wavelet transform + non-local dehazing method

TABLE 5. Computation time of different methods in various image sizes.

Image Size
Method 786x1024  1193x1590 1536x2048  2304x3072 2304x4032
He et al. [13] 12.878 33.780 56.851 129.418 222.965
Berman et al.[15] 11.198 19.836 29.113 57.727 239.123
Tarel etal. [23] 44.967 236.482 804.323 3540.866 8028.500
Cai et al. [31] 6.743 17.622 29.392 76.612 145.754
Ren et al. [32] 5.297 21.379 28.556 362.530 1019.745
Galdran|42] 5.661 15.304 25.725 57.222 89.719
Ours 5.589 14.879 25.456 45.721 88.123

to verify it. In this study, three combinations are conducted for
ablation study, namely J1, J2, ours, where J1 represents only
the non-local dehazing method, and J2 represents discrete
wavelet transform combined with the non-local dehazing
method. Table 4 shows the results of each combination on
the both O-HAZE and I-HAZE datasets. The experimental
results indicate that our method ““ours” has the best dehazing
effects in terms of PSNR and SSIM in comparisons with J/
that only the non-local dehazing method is performed and J2
that our method without wavelet denoising in high-frequency
subbands. More specifically, compared with J/ that only the
non-local dehazing method is performed, PSNR increases by
4.36 dB and SSIM increases by 0.011 in the O-HAZE dataset,
while PSNR increases by 1.33 dB and SSIM increases by
0.016 in the I-HAZE dataset.

E. COMPUTATION TIME

The experimental environment in this study is described as
follows: it is implemented in MATLAB2019b on a computer
(notebook) with an Intel(R) Core i7-5700 CPU @2.70 GHz,
16 GB of RAM, and an NVIDIA GeForce GTX 960M GPU.
The computation time of our method is compared with that
of the state-of-the-art dehazing approaches, all of which
codes are available on the Internet. The computation time is
obtained by averaging the testing results of ten times. The
computation time of different methods in various image sizes
is listed in Table 5.

V. CONCLUSION
This paper introduces a single image dehazing method
using discrete wavelet transform combined with non-local
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dehazing prior. First, the low-frequency and high-frequency
images analysis. Non-local dehazing was conducted for the
low- frequency sub-image (LL), and the transmittance of
each pixel was estimated through the haze-line to carry
out dehazing. Regarding the high-frequency sub-images
(LH, HL, HH), wavelet denoising was carried out, which
could effectively retain the image details. Finally, dis-
crete wavelet fusion was carried out to obtain the final
dehazed image. Compared with other state-of-the-art dehaz-
ing approaches, the experimental results show that the
proposed method has better dehazing effect and less distor-
tion because the low-frequency and high- frequency image
were processed separately. The proposed method can be also
extended and applied by combining with other dehazing algo-
rithms, and it is fast and robust. Our method has undergone
many tests and found that it can perform well on many real-
world images.
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