
IEEE POWER & ENERGY SOCIETY SECTION

Received June 22, 2021, accepted July 18, 2021, date of publication July 26, 2021, date of current version August 3, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3099169

Short-Term Photovoltaic Power Forecasting
Based on VMD and ISSA-GRU
PENGYUN JIA 1, HAIBO ZHANG 1, (Senior Member, IEEE),
XINMIAO LIU2, AND XIANFU GONG2
1State Key Laboratory of Alternate Electrical Power System with Renewable Energy Sources, North China Electric Power University, Beijing 102206, China
2Power System Planning Research Center, Guangdong Power Grid Company, Ltd., Guangzhou 510080, China

Corresponding author: Haibo Zhang (zhb@ncepu.edu.cn)

This work was supported in part by the National Natural Science Foundation of China (No. 51777069) and the Science and Technology
Program of China Southern Power Grid Company (037700KK52190010(GDKJXM20198272)).

ABSTRACT Photovoltaic (PV) power generation is affected by many meteorological factors and envi-
ronmental factors, which has obvious intermittent, random, and volatile characteristics. To improve the
accuracy of short-term PV power prediction, a hybrid model (VMD-ISSA-GRU) based on variational
mode decomposition (VMD), improved sparrow search algorithm (ISSA) and gated recurrent unit (GRU) is
proposed. First of all, the PV time series is decomposed into a series of different subsequences by VMD to
reduce the non-stationarity of the original data. Then, the main factors affecting PV power generation are
obtained by using the correlation coefficients of Spearman and Pearson, which reduces the computational
complexity of themodel. Finally, the GRU network optimized by ISSA is used to predict all the subsequences
and residual error of VMD, and the prediction results are reconstructed. The results show that the hybrid
VMD-ISSA-GRU model has stronger adaptability and higher accuracy than other traditional models. The
mean absolute error (MAE) in the whole test set is 1.0128 kW, the root mean square error (RMSE) is
1.5511 kW, and the R2adj can reach 0.9993.

INDEX TERMS Short-term PV power forecast, variational mode decomposition, improved sparrow search
algorithm, GRU neural network.

I. INTRODUCTION
With the rapid development of the global new energy power
generation industry, solar energy has been widely used
because of its several advantages of safety, efficiency, and
wide distribution [1]–[3]. The process of PV power genera-
tion is random and unstable, which brings great challenges
to the safe operation of power system [4]–[6]. Therefore,
the way to improve the stability of power system operation
after PV grid connected is very important. Accurate short-
term PV power prediction can not only improve the operation
efficiency of the PV power station, but also help the dispatch-
ing department to make more accurate real-time scheduling
plans, and ensure the stable operation of large-scale PV power
station after connecting to the grid.

The current short-term PV power prediction methods
mainly include physical methods and statistical methods [7].
Physical methods use detailed meteorological conditions and
environmental information to establish physical models for
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prediction [8]–[10]. Physical methods do not rely on a large
amount of historical power generation data, and their predic-
tion speeds are fast. However, physical models are complex
and have poor anti-interference ability, so it is difficult to
guarantee the prediction accuracy of the models. Statisti-
cal methods include traditional statistical methods and arti-
ficial intelligence methods. Traditional statistical methods
mainly establish a simple mapping relationship between his-
torical data and output power, such as regression analysis
method [11], fuzzy theory [12], grey theory method [13],
and so on. Traditional statistical methods have the advantages
of simple model and fast prediction speed, but they can
not fit the complex nonlinear relationship. Artificial intel-
ligence methods use the intelligent algorithm to fully mine
the internal characteristics and hidden change rules of the
data, can better fit the complex nonlinear relationship, and
realize the PV power prediction [14]–[16]. Liu et al. [17]
proposed an improved PV power forecasting model with the
Assistance of Aerosol Index Data. The experimental results
have shown that the method has high prediction perfor-
mance. William et al. [18] established the prediction model
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of support vector machine (SVM) optimized by genetic algo-
rithm (GA) to realize the short-term power prediction of
residential scale PV system. Compared with other models,
GA-SVM has better prediction performance. However, most
of the shallowmachine learningmethods are difficult to accu-
rately describe such complex nonlinear mapping relationship.
Their algorithms are single, low robustness, and easy to fall
into the local optimum [19].

In recent years, with the rapid development of artificial
intelligence algorithms, deep learning algorithms have bro-
ken through the limitations of shallow machine learning
models. The deep learning algorithm model represented by
convolutional neural network (CNN) [20] and recurrent neu-
ral network (RNN) [21], [22] has been widely used in the
field of short-term PV power prediction. RNN is mainly
used to process time series data, but it is prone to long-term
dependence. Long short term memory (LSTM) introduces
the gate structure based on RNN structure, which realizes
the function of selective memory of historical information
and solves the problem of long-term dependence of RNN.
Li et al. [23] proposed a hybrid model based on CNN and
LSTM, which used CNN to deeply mine the nonlinear char-
acteristics and invariant structures of data, and then combined
LSTM for prediction. Mei et al. [24] used quantile regres-
sion averaging (QRA) and LSTM integrated model to obtain
the probability prediction of PV output. The experimental
results have shown that LSTM-QRA has a higher prediction
performance. However, LSTM has complex structure, many
parameters and long training time. K. Cho et al. [25] proposed
gated recurrent unit network (GRU), which is another RNN
gating architecture after LSTM. There are only two gates
in it, which has less training parameters than LSTM. GRU
not only ensures high prediction accuracy, but also alleviates
the problem of LSTM over-fitting [26]–[28]. Compared with
the shallow machine learning algorithm, the accuracy of the
above methods has been greatly improved, but there are
still problems that can not fully mine the local features and
internal hidden information of historical PV data.

As PV power is affected by many factors, it has obvi-
ous nonlinear and non-stationary characteristics. The wavelet
transform (WT) [29], the empirical mode decomposition
(EMD) [30], the local mean decomposition (LMD) [31] and
the variational mode decomposition (VMD) [32] have been
widely used in the field of PV power prediction. WT is
not adaptive, and it can not have high accuracy in time and
frequency at a certain scale. EMD and LMD are recursive
decomposition methods, which have the problems of modal
aliasing, endpoint effect, sensitivity to noise and sampling,
and difficulty to separate the near frequency components.
VMD is an adaptive, completely non-recursive method of
modal variation and signal processing, which solves the
problem that EMD and LMD can not get the signal char-
acteristic components under the background of bad noise.
Wang et al. [33] used VMD to decompose the historical PV
power, and then combined with the LSTM optimized by the
improved particle swarm optimization (IPSO) algorithm to

TABLE 1. Overview of different PV power prediction models.

predict. The residual error of VMD is also very important
to the prediction results, which has not been predicted and
analyzed in [33]. The particle swarm optimization (PSO) has
a fast convergence speed and strong universality, but it is
easy to fall into the local optimum [34]. The IPSO based on
non-linear inertia weight improves the convergence accuracy
of PSO to a certain extent, but there is still the risk of
falling into the local optimum. Moreover, there are too many
internal parameters of LSTM, the long training time of the
model, and prone to overfitting. Xue et al. [35] proposed a
new swarm intelligence optimization algorithm, namely the
sparrow search algorithm (SSA). The experimental results
have shown that this algorithm has higher optimization accu-
racy, faster convergence speed, and better robustness than
the gray wolf optimizer (GWO), gravitational search algo-
rithm (GSA), and particle swarm optimization (PSO). Table 1
shows the specific prediction methods of some references.

Based on the previous research, this paper proposes a
new hybrid model based on VMD, improved sparrow search
algorithm (ISSA), and GRU to enhance the accuracy of
short-term PV power prediction. First of all, the historical PV
power data is adaptively decomposed into subsequences with
different center frequencies by VMD. The optimal decom-
position parameters are determined by using the correlation
coefficient between the residual error of VMD and the orig-
inal data, so that the historical PV power data can be fully
decomposed. Secondly, Pearson and Spearman coefficients
are used to determine the main influencing factors of PV
power generation, to improve the calculation ability of the
model. Then, the Levy flight strategy [36] and adaptive t-
distribution are used to improve SSA to reduce the risk of
falling into the local optimization. Finally, the decomposed
subsequences and residual error combined with the reduced
dimension meteorological data are input into the GRU model
for prediction. All the results prediction by the GRU network
are reconstructed. The structural parameters of GRU are opti-
mized by ISSA.
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The main contributions of the paper are further explained
as follows:

(1) The optimal decomposition mode is determined by the
correlation coefficient between the residual error of
VMD and the original PV data. The local characteris-
tics and internal hidden information of the original PV
power data are fully mined to reduce its instability.

(2) According to the characteristics of the sparrow
search algorithm, Levy flight strategy and adaptive
t-distribution are used to improve the performance of
the sparrow search algorithm and alleviate the problem
of falling into the local optimum.

(3) Pearson and Spearman coefficients are used to analyze
the main factors affecting the PV power to reduce the
dimension of high-dimensional meteorological data.

(4) A new hybrid prediction model (VMD-ISSA-GRU) is
proposed, which used the subsequences and residual
error of VMD to analyze and predict. Compared with
other models, the accuracy of PV power prediction has
been significantly improved.

II. THE HYBRID VMD-ISSA-GRU MODEL
A. THE ARCHITECTURE OF THE PROPOSED MODEL
Since the PV power time series is affected by many factors,
it is obviously unstable and nonlinear. VMD can effectively
separate the signal and noise of the original data, fully mine
the local features contained in the PV power data, and reduce
the instability of the original data. To improve the accuracy
of short-term PV power prediction, the historical PV power
time series is decomposed into K different frequency sub-
sequences by VMD. The optimal decomposition parameters
are determined by using the correlation coefficient between
the residual error of VMD and the original data, so that the
PV power data can be fully decomposed. The mathematical
theory of the VMD algorithm is defined in Section II.B.

When forecasting short-term PVpower, themeteorological
factors with weak correlation will seriously affect the training
efficiency and prediction accuracy of the model. Therefore,
themainmeteorological factors affecting PV output are deter-
mined by Spearman and Pearson correlation coefficients to
reduce the dimension of meteorological data.

The structure parameters of the GRU network are very
important for the training and prediction of samples. The
reasonable network structure parameters are the important
premise of PV power prediction. This paper adopts the struc-
ture of the four-layer neural network, including an input layer,
an output layer, and two hidden layers. The improved sparrow
search algorithm (ISSA) and adaptive moment estimation
algorithm (Adam) [37] are used to optimize the GRU net-
work. ISSAmainly optimizes the structural parameters of the
GRU network, including the number of neurons in the first
hidden layer, the number of neurons in the second hidden
layer, the number of iterations, and the learning rate. The
number of GRUnetwork parameters is taken as the dimension
of sparrow search, and the GRU network parameters are

FIGURE 1. Structure of the hybrid VMD-ISSA-GRU model.

encoded as the initial position vector of the sparrow indi-
viduals. Through many iterations, the global optimal point is
searched, and the GRU optimal network structure parameters
are obtained by decoding the position of the optimal solution.
The mathematical theories of the ISSA and the GRU network
are defined in Section II.C, and Section II.D, respectively.

At the same time, Adam algorithm is used for local opti-
mization of the GRU network, so that the training can adap-
tively calculate the learning efficiency of each parameter,
reduce the influence of parameter selection on the accuracy
of the model, and improve the convergence speed. The expo-
nential decay rate of first-order moment estimation is set to
0.9, and the exponential decay rate of second-order moment
estimation is set to 0.999 [37]. The subsequences and residual
error of VMD are combined with the meteorological factors
after dimension reduction. The combined new data sets are
predicted through the GRU network optimized by ISSA.
Fig. 1 shows the structure of the hybrid VMD-ISSA-GRU
model.

B. VARIATIONAL MODE DECOMPOSITION
Variational mode decomposition (VMD) [32] is an adaptive,
completely non-recursive method of mode variation and sig-
nal processing. The core of VMD is to construct and solve
variational problems. According to the pre-determined modal
number K, the relevant frequency scale can be determined
adaptively and the corresponding modal function can be esti-
mated, which reduces the complexity of nonlinear time series,
and has strong robustness to sampling and noise. Theworking
principle of the VMD is as follows:
Step1: Construct the objective function.
min

{∑K

k=1

∥∥∥∂t [(δ (t)+ j/π t) ∗ uk (t)] e−jωk t∥∥∥2
2

}
∑K

k=1
uk = f (t)

(1)

where, {uk} = {u1,u2,. . . ,uK} and {ωk} = {ω1, ω2,. . . , ωK}
represent the set of all subsequences and respective center
frequencies, δ (t) refers to the impulse function, j refers to the
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imaginary part, K refers to the decomposed mode number, f
(t) refers to the historical PV power time series.
Step2: Solves variational problems.
The quadratic penalty α and Lagrange multipliers λ are

introduced to turn the constrained variational problem into
an unconstrained variational problem.

L ({uk} , {ωk} , λ)

:= α

K∑
k=1

∥∥∥∂t [(δ (t)+ j/π t) ∗ uk (t)] e−jωk t∥∥∥2
2

+

∥∥∥∥f (t)−∑K

k=1
uk (t)

∥∥∥∥2
2

+

〈
λ (t) , f (t)−

∑K

k=1
uk (t)

〉
(2)

The alternating direction method of multiplier (ADMM) is
used to optimize and update uk and ωk to find the optimal
solution of the constrained variational model.

ûn+1k (ω)

=

f̂ (ω)−
∑

i<k û
n+1
i (ω)−

∑
i>k û

n
i (ω)+

λ̂n (ω)

2
1+ 2α

(
ω − ωnk

)2
ωn+1k =

∫
∞

0 ω

∣∣∣ûn+1k (ω)

∣∣∣2 dω∫
∞

0

∣∣∣ûn+1k (ω)

∣∣∣2 dω
λ̂n+1 (ω) = λ̂n (ω)+ τ

(
f̂ (ω)−

∑
k
ûn+1k (ω)

)
∑

k

∥∥∥ûn+1k − ûnk

∥∥∥2
2

/∥∥ûnk∥∥22 < ε

(3)

where, ûnk (ω), λ̂
n
k (ω) and f̂ (ω) are the Fourier transforms of

unk (ω), λ
n
k (ω) and f (ω) respectively.

C. IMPROVED SPARROW SEARCH ALGORITHM
1) LEVY FLIGHT STRATEGY
Levy flight strategy [36] is a kind of random behavior
that simulates the foraging of organisms in nature. Its fre-
quent short-distance search can improve the local search
ability of intelligent optimization algorithm, while the acci-
dental long-distance search can increase the search range,
to enhance the global search ability of organisms and prevent
intelligent optimization algorithm from falling into the local
optimum. The method of generating levy random step size is
as follows:

s =
µ

|υ|1/β
, 0 < β < 2

υ ∼ N
(
0, σ 2

υ

)
, συ = 1

µ ∼ N
(
0, σ 2

µ

)
, σµ =

{
0 (1+ β) sin

(
πβ
/
2
)

0
[
(1+ β)

/
2
]
β2(β−1)/2

}1/β

(4)

where, s refers to the random step size, β refers to the control
coefficient, µ and υ are random numbers with the normal
distribution.

FIGURE 2. Comparison of Cauchy distribution, t-distribution, and
Gaussian distribution.

2) T-DISTRIBUTION
The t-distribution is also called student distribution, and its
distribution curve is related to the degree of freedom (df).
The smaller the degree of freedom is, the smoother the
t-distribution curve is. When the degree of freedom is 1, it is
Cauchy distribution; when the degree of freedom tends to
infinity, the distribution is closer to Gaussian distribution.

Adaptive t-distribution mutation uses the number of iter-
ations as its degree of freedom parameter. At the beginning
of the iteration, the adaptive t-distribution is close to Cauchy
distribution and has strong global search ability. At the end
of the iteration, with the increase of degrees of freedom,
the adaptive t-distribution is closer to Gaussian distribution
and has strong local search ability. Fig. 2 shows the com-
parison of Cauchy distribution, t-distribution, and Gaussian
distribution.

3) IMPROVED SPARROW SEARCH ALGORITHM
Sparrow search algorithm (SSA) is a new swarm intelligence
optimization algorithm. SSA mainly simulates the process of
foraging behavior and anti-predation behavior of sparrows.
The individuals who are easy to find food in sparrows are
called discoverers, and other individuals are called followers.
At the same time, a certain proportion of individuals in the
sparrow population are selected as investigators to send out
early warning information when danger is found. SSA has
the advantages of fast convergence speed, high optimization
accuracy, and strong robustness, but it also has the disadvan-
tage of easily falling into the local optimum [38]. For details
of SSA, please refer to [35].

In this paper, Levy flight strategy and adaptive
t-distribution are used to improve the search accuracy of SSA
and avoid falling into a local optimal solution.

Improvement to the location of discoverers is as follows:

xm+1ij =

{
xmij · exp

[
−i/

(rand ·M )
]
, R2 < ST

xmij + x
m
ij · γ · Levy (β) , R2 ≥ ST

(5)
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where, M refers to the maximum number of iterations, rand
refers to a random number between [0,1], R2 and ST are
warning value and safety value respectively, γ refers to the
step coefficient, γ = 0.01. When R2 > ST, discoverers need
to lead other individuals to fly to other safe places quickly
according to Levy flight strategy.

Improvement to the location of followers is as follows:

xm+1ij =

γ · Levy (β) · exp
(
xmwj−x

m
ij

i2

)
, i > NP

/
2

xm+1pj +

∣∣∣xmij − xm+1pj

∣∣∣ · A+ · L, otherwise
(6)

where, xwj refers to the current global worst position, xpj
refers to the best position occupied by discoverers, and A
refers to a row of the multidimensional matrix whose ele-
ments are 1 or -1. When i > NP/2, the i-th participant with
lower fitness did not get food and needed to fly to other places
for food.

The location update formula of investigators is as follows:

xm+1ij =


xmbj + γ · Levy (β) ·

∣∣∣xmij − xmbj

∣∣∣ , fi > fg

xmij + K

∣∣∣xmij − xmwj

∣∣∣
(fi − fw)+ ζ

, fi = fg

(7)

where, xbj is the global best position, fi is the fitness value of
the current individual, fg and fw are the global best and worst
fitness values, ζ is a very small constant, and K is the step
control coefficient, which is a random number of [− 1,1].
When fi > fg, it means that the current individual is at the
edge of the population and is vulnerable to predators. When
fi = fg, it means that the individual in the middle of the
population is aware of the danger and needs to be close to
other sparrows to reduce the risk of predation.

At the same time, in SSA, the adaptive t-distribution muta-
tion operation is added to carry out the adaptive mutation.
When rand < p, the mutation is carried out to avoid the
algorithm falling into the local optimal solution.

x ′ij = xij + xij · t (m) , rand < p (8)

where, t(m) is the t-distribution with m degree of freedom.

D. GATED RECURRENT UNIT NETWORK
Gated recurrent unit network (GRU) [25] is a variant of long
short-term memory network (LSTM). It uses reset gate and
update gate to solve the problem of long-term dependence,
and combines the state of the data unit and hidden layer
to solve the problem of gradient disappearance. Therefore,
GRU network has only two gates structure, with fewer train-
ing parameters and easy convergence, which alleviates the
over-fitting problem of LSTM, greatly improves the learning
efficiency, and maintains the prediction effect of LSTM. The
GRU network in this paper adopts the structure of the four-
layer neural network. Fig. 3 shows the structure diagram of
GRU neural unit. Fig. 4 shows the data flow diagram of the
GRU neural network.

FIGURE 3. Neural unit structure of GRU network.

FIGURE 4. Data flow diagram of the GRU network.

Input layer: The subsequences (uk ) and residual error (εk )
of VMD are combined with the main meteorological factors
(Q) after dimension reduction as the input of the model (I ).

Hidden layer: Training and learning the input layer data,
and introducing dropout weight constraint to prevent network
overfitting. 

rt = σ (Wr · [ht−1, xt ])
zt = σ (Wz · [ht−1, xt ])
h̃t = tanh (W · [rt ∗ ht−1, xt ])
ht = (1− zt) ∗ ht−1 + zt ∗ h̃t

(9)

where, zt stands for update gate, mainly for forgetting and
memory; rt is reset gate, which is used to determine whether
to combine the current state with the previous information;
xt is the current input; ht−1 is the status information of the
previous node, and h̃t represents the summary of xt and ht−1;
Wz and Wr are connection weights of update gate and reset
gate respectively; σ and tanh are activation functions.

Output layer: The full connection layer is adopted, and the
ReLU function is selected as the activation function.

yot = ReLU (Wo · ht + bo) (10)

where, yot is the output of the GRU network,Wo is the weight
of the output layer, and bo is the bias term.

III. CONSTRUCTION OF VMD-ISSA-GRU MODEL
A. OPTIMAL DECOMPOSITION OF VMD
The parameters of VMD need to be set in advance are modal
number K , penalty factor α, fidelity coefficient τ , and stop
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FIGURE 5. Flow chart of the hybrid VMD-ISSA-GRU model.

convergence condition ε. The setting of the mode number
K has a great influence on the decomposition process. If the
value ofK is too large, it is easy to lead to over decomposition
and increase the complexity of PV power prediction; if the
value ofK is too small, it is easy to lead to insufficient decom-
position and can not achieve the purpose of reducing the
instability of the original sequence. To fully decompose the
PV power sequence, the correlation coefficient Rk between
the residual of VMD and PV power sequence is used to
determine the number of modes K . When the PV sequence
is fully decomposed, the correlation between the residual
and the original PV sequence should be minimal, and other
parameters are set as default values. Starting from K = 2,
the correlation coefficient between the residual after each
decomposition and the original PV sequence is calculated.
When RK is minimum, K is the optimal number of decom-
position modes.{

RK = ρp (f (t) , εK (t))

εK (t) = f (t)−
∑K

i=1
uKi (t)

(11)

where, ρp is the Pearson correlation coefficient, uKi is the i-th
modal function with modal number K , and εK is the residual
of VMD.

B. THE CONSTRUCTION PROCESS OF HYBRID MODEL
The flow chart of the hybrid VMD-ISSA-GRU model is
shown in Fig 5. The short-term PV prediction process based
on a hybrid VMD-ISSA-GRU model is as follows:
Step1: Perform data cleaning on the original PV time

series and multi-dimensional meteorological data, complete

missing values, and eliminate outlier data. The mean inter-
polation [39] is a common method to make up for the miss-
ing values. The mean interpolation uses the mean value of
the adjacent time data of the missing value to make up
for the missing value. However, the PV power data often
appear the phenomenon of multiple adjacent data missing.
In this paper, the random weighted mean of the same time
data of adjacent dates is used to make up for the missing
value. Because of the different dimension levels between
different features, the normalization method MinMaxScaler
can effectively improve the data quality and the convergence
speed of the model.

y′i = η1y
d−2
i + η2y

d−1
i + η3y

d+1
i + η4y

d+2
i (12)

X̃i =
(Xi − Xmin)

(Xmax − Xmin)
(13)

where, y′i is the missing value, yd−2i , yd−1i , yd+1i and yd+2i
are the measured value corresponding to the same time of
four days before and after the missing value, η is the random
weight, and η1+η2+η3+η4 = 1; X̃i is the normalized value,
Xi is the value before normalization, Xmax and Xmin are the
maximum and minimum values of the data respectively.

Step2: The meteorological factors with high correlation
Q = (q1, q2, . . . , ql) are screened by Spearman and Pearson
correlation coefficients. The larger the absolute value of the
correlation coefficient is, the higher the correlation with PV
power is.

ρs = 1−
6
∑N

i=1 (R (qil)− R (yi))
2

N
(
N 2 − 1

) (14)

ρp =

∑N
i=1 (qil − q̄l) (yi − ȳ)√∑N
i=1 (qil−q̄l )

2∑N
i=1 (yi−ȳ)

2
(15)

where, ρs is Spearman rank correlation coefficient, ρp is
Pearson correlation coefficient, qil is the i-th value of the
l-st dimension meteorological factor, yi is the i-th measured
power value of PV power data,R(qil) andR(yi) are the ranking
of qil and yi elements in their respective column vectors
respectively, q̄l is the average of meteorological elements in
column l, ȳ is the average of PV power data.
Step3: By analyzing the correlation between the residual

and the original PV data, the optimal decomposition mode
numberK is obtained. The PV time series f (t) is decomposed
byVMD to obtain a series of subsequenceswith different cen-
ter frequencies {uk} = {u1,u2,. . . ,uK} and residual error εk .
The subsequences and residual error of VMD are combined
with the meteorological factors after dimension reduction
respectively as the input vector Ik = (uk , q1, q2, . . . , ql),
Iε = (uε, q1, q2, . . . , ql). At the same time, the training set
and test set are divided.
Step4: ISSA parameters initialization, encoding GRU net-

work structure parameters pop = (pop1, pop2, pop3, pop4)
to Sparrow’s initial position vector Xij = (xi1, xi2, xi3, xi4),
pop1-pop4 correspond to the number of neurons in the first
hidden layer, the number of neurons in the second hidden
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layer, the number of iterations of GRU, and the learning rate
respectively,Xij represents the j-th position of the i-th sparrow
in the 4-dimensional space.
Step5: Determine the fitness function of ISSA. The

weighted average of the mean square error of training set
and test set is used as the fitness function. After experiments,
the weights of training set and test set account for 0.5 respec-
tively.

F=
∑S

i=1
(ỹi−yi)

2
/

2S+
∑N

i=S+1
(ỹi−yi)

2
/

2 (N − S)

(16)

where, N is the number of PV power data samples, S is the
number of training set samples, N − S is the number of test
set samples, ỹi is the i-th predicted value of PV power data.
Step6: Calculate the fitness value of the sparrow, update

the individual position of the sparrow, and compare with the
historical optimal value. If the stop condition is satisfied,
the iteration will be terminated. Otherwise, the iteration will
continue.
Step7: Decode and transform the optimal solution opti-

mized by ISSA to get the optimal parameters of the GRU
network, and assign the optimal parameters to the GRU
network. The optimized GRU network is used to train and
predict the input vector IK and Iε. The final prediction result
P = Yε +

∑
Yk is obtained by reconstructing the predic-

tion results of each subsequence and the prediction result of
residual, and inversely normalizing them. The mean squared
error (MSE) is used as the loss function of the GRU network.
MSE can evaluate the change degree of the square error
between the predicted value and the real value. The smaller
the value of MSE, the higher the accuracy of GRU network
prediction.

σMSE =
1
N

∑N

1
(yi − ỹi)

2 (17)

Step8: Error evaluation [40]. The root mean square error
(RMSE), the mean absolute error (MAE), and the adjusted R-
square (R2adj) are used to evaluate the prediction performance
of the model.

σRMSE =

√∑N
i=1 (ỹi − yi)

2

N
(18)

σMAE =
1
N

∑N

i=1
|yi − ỹi| (19)

R2 = 1−

∑N
i=1 (ỹi − yi)

2∑N
i=1 (ȳ− yi)

2
(20)

R2adj = 1−

(
1− R2

)
(N − 1)

N − p− 1
(21)

IV. CASE STUDY AND ANALYSIS
A. DATA PREPROCESSING
The data set of PV power generation is from a PV power
station in Australia, including the daily PV power data from
August 1, 2016 to April 30, 2018, and the collection time

FIGURE 6. Trend chart of the residual correlation coefficient.

is 5minutes. Meteorological data includes relative humidity,
temperature, global horizontal radiation, diffuse horizontal
radiation, wind speed, wind direction, and rainfall. After data
preprocessing, there are 629 days of data, the first 600 days of
data as the training set, the next 29 days of data as the test set.
The collection time is adjusted from 5 minutes to 15 minutes,
and samples are collected once for every three records. The
daily prediction points of PV power are reduced appropriately
to improve the prediction efficiency of the model.

The historical PV power data is decomposed into some
subsequences by VMD. It can be seen from Fig. 6 that the
correlation coefficient between the residual corresponding to
different mode number K and the historical PV power. When
K < 10, the residual correlation coefficient RK decreases
as a whole, and the decomposition of PV power data is
incomplete; whenK > 10, the residual correlation coefficient
RK begins to show an upward trend, and the PV power data
is over decomposed; when K = 10, the residual correlation
coefficientRK is theminimum, and the PV power data is com-
pletely decomposed. Fig. 7 shows the results of the optimal
VMD. u1 is the trend component, reflecting the overall trend
of the original PV power; u2 to u9 are the detail components,
reflecting the changing trend of the original PV power in
different details; u10 is a random component, reflecting the
random characteristics of the original PV power.

The Spearman and Pearson correlation coefficients of
meteorological data were analyzed. It can be seen from
Table 2 that the correlation coefficient of rainfall, rela-
tive humidity, and wind direction with PV power is less
than 0, which belongs to negative correlation. PV power will
decrease with the increase of negative correlation factors.
The correlation coefficient of temperature, wind speed, global
horizontal radiation, and diffuse horizontal radiation with
PV power is greater than 0, which is positive correlation.
PV power will increase with the increase of positive corre-
lation factors. The absolute value of wind direction, wind
speed, and rainfall correlation with PV power are less than
0.1, which belongs to weak correlation. Therefore, this paper
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FIGURE 7. Results of VMD.

TABLE 2. Spearman and pearson correlation coefficient.

takes temperature, relative humidity, global horizontal radi-
ation, and diffuse horizontal radiation as the main factors
affecting PV output.

B. RESULT ANALYSIS
To verify the superiority of the model used in this paper,
12 different models are used to predict the PV power of
the test set for 29 days. All the models are completed
in python3.7, TensorFlow2.0, Intel (R) Core (TM) i5-9500
CPU@3.00GHZ, 8.0GB RAM, and 64-bit operating system
personal computer. The IPSO algorithm used in the compar-
ison model is referred to [32]. Table 3 shows the algorithm
parameters of the hybrid VMD-ISSA-GRU model; Table 4
shows the comparison of the GRU network prediction errors
with different values of dropout; Table 5 shows the compar-
ison results of RMSE, MAE, and R2adj of each model from
7:00 to 19:00 every day under different weather conditions;
Table 6 shows the comparison results of RMSE, MAE, and
R2adj of each model in the whole test set; Fig. 8-10 show the
prediction curves of some models under different weather
conditions; Fig. 11 shows the time taken by each model;
Fig. 12 shows the mean absolute error of each model in the
test set.

FIGURE 8. Prediction results of some models with relatively stable
weather conditions.

FIGURE 9. Prediction results of some models with obvious fluctuation of
weather conditions.

TABLE 3. Parameters setting of model.

The dropout weight is introduced into the GRU network
structure to prevent the GRU network from over-fitting.
Through repeated experiments, the value of dropout was
determined to be 0.2. When dropout is 0.2, the RMSE and
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FIGURE 10. Prediction results of some models with severe fluctuation of
weather conditions.

FIGURE 11. Prediction time of different models.

FIGURE 12. The MAE of each model in the test set.

MAE of GRU network are the smallest, and the R2adj is the
highest.

From Table 5 and Fig. 8, we can see that the weather con-
ditions are relatively stable, and each model can predict the

TABLE 4. Comparison of GRU prediction errors under different values of
dropout.

trend of PV output. VMD-ISSA-GRU has the smallest RMSE
and MAE, which are 0.6898 kW, 0.5409 kW. Compared
with VMD-IPSO-GRU, ISSA-GRU and GRU, the MAE of
VMD-ISSA-GRU is reduced by 13.95%, 52.76% and 86.13%
respectively, and the R2adj can reach 0.9999, which indicates
that the VMD-ISSA-GRU model can better fit the PV output
when the weather conditions are relatively stable.

From Table 5 and Fig. 9, we can see that the weather con-
ditions fluctuate obviously, LSTM, GRU, and ISSA-BP can
not well fit the fluctuation of PV output, while other models
can well fit the fluctuation of PV output. The RMSE and
MAE of VMD-ISSA-GRU are the lowest, and the R2adj is the
highest. Compared with VMD-IPSO-GRU, ISSA-GRU and
GRU, the MAE of VMD-ISSA-GRU is reduced by 10.54%,
24.32% and 82.31% respectively, which indicates that the
VMD-ISSA-GRU model has higher prediction accuracy and
more stability than other models in the case of obvious fluc-
tuation of weather conditions

From Table 5 and Fig. 10, we can see that the weather
conditions fluctuate violently and the PV output is extremely
unstable. LSTM, GRU, and ISSA-BP can not fit the fluctua-
tion of PV output at all, and the overall performance is poor,
while other models can fit the changing trend of PV output.
Compared with VMD-IPSO-GRU, ISSA-GRU and GRU, the
prediction accuracy of VMD-ISSA-GRU is still the highest,
and the MAE can reach 2.8565 kW, which is reduced by
10.69%, 4.79% and 77.62% respectively. The RMSE is also
the smallest, and the R2adj can reach 0.9930, which is better
than other models.

From Fig. 11 and Fig. 12, we can know that the prediction
time of LSTM,GRU, and ISSA-BP is short, but the prediction
accuracy is low, which can not well fit the fluctuation of
PV output. The overall prediction accuracy of LSTM and
GRU is close, but the prediction time of LSTM is longer,
the prediction time of GRU is 27.06% shorter than LSTM,
and the prediction time of ISSA-GRU is 27.98% shorter than
ISSA-LSTM. The time used by the VMD-ISSA-GRU model
includes the prediction time of VMD-GRU and the time of
ISSA optimizing GRU. It takes 3714s for ISSA to optimize
the GRU model, which is shorter than manual parameter
adjustment, and the optimized parameters are more accurate.
Using the GRU model optimized by ISSA, the actual predic-
tion time of VMD-GRU is 791s. With the improvement of
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TABLE 5. The comparison results of RMSE, MAE, and R2
adj of each model under different weather conditions.

computer hardware, the time in practical application will be
even shorter.

From Table 6 and Fig.12, we can know that the aver-
age error of VMD-ISSA-GRU in the whole test set is the
smallest, and the R2adj is the highest, the RMSE can reach
1.5511 kW, and the MAE is 1.0128 kW. Compared with
GRU, PSO-GRU, IPSO-GRU, and SSA-GRU, the RMSE and
MAE of ISSA-GRU are the smallest, the R2adj is the high-
est, and the MAE is reduced by 73.56%, 27.54%, 24.10%,
and 16.36%, respectively. Compared with LSTM and IPSO-
LSTM, the RMSE andMAE of ISSA-LSTM are the smallest,
the R2adj is the highest, and the MAE is reduced by 72.25%
and 17.34%, respectively. As a result, the optimization per-
formance of ISSA is obviously better than that of SSA, IPSO,
and PSO. Compared with ISSA-LSTM, the MAE of ISSA-
GRU is smaller, the RMSE of ISSA-LSTM is smaller, but
the prediction time of ISSA-GRU is 27.98% shorter than
that of ISSA-LSTM. It can be concluded that the prediction
accuracy of ISSA-GRU and ISSA-LSTM is close, but the
prediction time of ISSA-GRU is obviously better than that
of ISSA-LSTM. Compared with VMD-IPSO-GRU, VMD-
IPSO-LSTM and ISSA-GRU, the RMSE andMAE of VMD-
ISSA-LSTM are the smallest, the R2adj is the highest, and the
MAE is reduced by 11.60%, 10.12% and 27.78% respec-
tively. As a result, the average error of VMD-ISSA-GRU in
the whole test set is obviously lower than that of other models.

To sum up, the results show that optimization performance
of ISSA is better than that of SSA, PSO and IPSO. Compared
with other models in this paper, VMD-ISSA-GRU has the

TABLE 6. The comparison results of MAE, RMSE, and R2
adj of each model

in the whole test set.

smallest RMSE and MAE in the whole test set, and the R2adj
is the highest. Moreover, whether the weather conditions are
stable or violent fluctuations, the VMD-ISSA-GRU model
can well fit the PV output.

C. DISCUSSION
The prediction results show that the hybrid VMD-ISSA-GRU
can reduce the instability of the original PV power data, and
the prediction accuracy is greatly improved compared with
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other traditional models. However, the model still has some
limitations. (1) This paper only verifies that the model has
achieved certain advantages in the field of short-term PV
prediction, and does not verify the prediction effect in other
fields. (2) The optimization time of the model is long and
the efficiency is not very high. To improve the efficiency of
the model, this paper uses ISSA to optimize the parameters
of GRU network based on the original PV power data, and
does not optimize all the subsequences. If all subsequences
of VMD are optimized, the prediction accuracy of the model
can be improved to a certain extent, but the running time of
the model will be greatly increased. (3) Due to the influence
of data, this paper only analyzes the common meteorological
factors, but PV power is affected by many meteorological
factors, such as atmospheric cloud, air quality, energy storage
configuration, and so on.

Therefore, the future work will promote the operation effi-
ciency of the model, enhance the applicability of the model in
different situations, and further improve the accuracy of PV
power prediction.

V. CONCLUSION
PV power is affected by many factors, which has obvious
volatility and intermittence. Most models can not mine the
internal characteristics of PV power data, and can not reduce
the instability of PV data. Therefore, a hybrid model for
short-term PV power prediction based on VMD-ISSA-GRU
is proposed. From the forecasting results, it can be con-
cluded that: (1) Through the correlation analysis between
the residual error of VMD and the original PV power data,
the optimal number of decomposition modes is determined,
which can effectively avoid under decomposition and over
decomposition. (2) The sparrow search algorithm improved
by Levy flight strategy and adaptive t-distribution has better
performance than SSA, PSO and IPSO. (3) Compared with
the LSTM and BP optimized by ISSA, the GRU network
optimized by ISSA not only ensures the prediction accuracy,
but also has higher prediction efficiency. (4) Whether the
weather conditions are stable or fluctuating, the hybrid VMD-
ISSA-GRU model can better fit the PV output.
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