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ABSTRACT The selection of features from data, as one of the most important tasks in data mining,
strongly affects the accuracy of classification. The removal of irrelevant and redundant features from data
while simultaneously avoiding information loss is the main objective of feature selection. Feature selection
is possible using rough set theory and meta-heuristic algorithms. In this paper, a novel auction-based
optimization algorithm (ABOA) is proposed to contribute to generating an effective algorithm with a good
trade-off between exploration and exploitation. This new algorithm simulates the auction sale process, where
bidders offer higher/lower amounts to outbid each other. Auctions are categorized into ascending auctions
and descending auctions and thus respectively represent maximization andminimization problems in ABOA.
In the first step of the ABOA after initialization, a predefined number of bidders is selected and an auction
is performed between them. The winner is selected and another auction is performed between the winner
and a predefined number of the winner’s neighbors. The winner of this round of auction is added to the
winner list. This process is iterated until a predefined number of winners is found. Finally, one more auction
is performed between all the winners on the winner list and the winner of that auction becomes the final
winner. The algorithm with different parameter setting scenarios is tested on 25 benchmark test functions.
The algorithm with the best results is then used to perform feature selection on 18 UCI datasets. The feature
selection and classification accuracy results are comparedwith state-of-the-art results. The statistical analysis
of the results proves the ability of the algorithm to solve optimization problems.

INDEX TERMS Artificial intelligence, auction-based optimization algorithm, feature selection, rough set
theory.

I. INTRODUCTION
Finding a high-quality solution from all possible options is
defined as an optimization problem. It has been proven that
meta-heuristic algorithms can solve optimization problems
effectively and they are now commonly used to solve such
problems. Nature-inspired meta-heuristic algorithms, which
are based on the behavior of physical or biological sys-
tems, have become particularly successful in many fields
and optimization problems over the past years. Some appli-
cations of optimization problems include: timetabling and
scheduling [1]–[4], industry [5]–[7], data mining [8]–[19],
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engineering [20]–[22], pattern recognition [23]–[26], and
economics [27], [28]. In the field of data mining, classifi-
cation is one of the key tasks and feature selection is an
important pre-processing step for successful classification.
Feature selection eliminates unnecessary features from data
and results in an improvement in the ability of the classi-
fication algorithm [29]. One of the methods employed for
feature selection is to search for a minimal subset (using
meta-heuristic algorithms) within a full set of features that
has the same level of discernibility as that of the full fea-
ture set. Many recent results for the feature selection meth-
ods using meta-heuristic algorithms are available in the
literature [30]–[36]. This type of search for a solution can
be achieved by the application of rough set theory, which
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was proposed in [37]. Rough set is a device with a numer-
ical establishment to manage loose information. It has been
generally applied in artificial intelligence (AI), data mining,
and knowledge discovery.

Although many existing algorithms show high perfor-
mance to solve optimization problems, solving large-scale
and complex optimization problems may generate a large
search space, so maybe current optimization approaches are
unable to present a high-quality solution. To achieve the
goal of the superior performance of the algorithm, a strong
balance of exploration and exploitation in the algorithm is
required. Fig. 1 illustrates a schematic analysis of the explo-
ration versus exploitation in some traditional algorithms. This
figure shows the reason for interests and attempts to introduce
perfect alternative algorithms for solving complex problems
in recent researches [18], [19], [38]–[41].

FIGURE 1. A schematic analysis of the exploration versus exploitation in
some traditional algorithms.

In this paper, a new optimization algorithm that can be
applied for rough set feature selection is proposed. The algo-
rithm simulates the auction process in which bidders suggest
increasing or decreasing (ascending or descending auction)
amounts of recompense for an item or a service to outbid
or undersell each other. The proposed algorithm is given the
name Auction-Based Optimization Algorithm (ABOA) and
starts by initializing the parameters and population. Next,
the main loop of this algorithm starts with the selection of
a predefined number of random bidders. Next, an auction is
performed between the selected bidders and thewinner of that
auction is selected. The next step in this algorithm, in contrast
to a real-world auction, is that the winner organizes another
auction between itself and its internal and neighborhood bid-
ders to try to find a better amount. Then, the winner of this
additional auction is added to the winner list. This process is
repeated until the predefined number of winners is reached.
When that number has been reached, in the final step, an auc-
tion between all of the members already on the winner list,
and all of the neighbors of the winners is performed and it

is the winner of this final auction that is deemed the final
winner. In ABOA, the selection of random bidders provides
an exploration of the search space while the auction between
neighbors plays the role of exploitation. Therefore, a trade-off
between exploration and exploitation exists in this algorithm.

ABOA contributes to attempt a good balance between
exploration and exploitation in this algorithm and therefore
introduces a more productive and effective algorithm. In this
algorithm, the selection of random bidders helps the algo-
rithm to explore the search space for any alternative bidder
with probably a better bid while the auction between neigh-
bors plays the role of exploitation in the area around the
winner. This provides the algorithm with a strong trade-off
between exploration and exploitation.

The rest of this paper is organized as follows:
Section 2 presents the works related to this work in the liter-
ature. The details of the proposed algorithm are presented in
section 3. Section 4 presents a discussion and analysis of the
experimental results when the algorithm is applied to some
benchmark test functions and feature selection problems.
Section 5 concludes the paper.

II. RELATED WORKS
Meta-heuristic algorithms proposed since long ago include
the simulated annealing (SA) algorithm, which was designed
by simulating the steel annealing procedure [42] and the
great deluge (GD) algorithm [43], which imitates the process
of someone in a heavy rainstorm climbing up a hill while
trying to move to any track that does not get their feet wet
with the ultimate aim of traveling in an upwards direction
as the water level increases. The GD algorithm is similar
to the SA algorithm and the hill-climbing algorithm (HC).
On the other hand, the law of gravity forms the basis of the
gravitational search algorithm (GSA) in which the searcher
agents are a set of masses that interrelate with each other
and whose actions are rooted in Newtonian gravity and the
rule of movement [44]. Two notable algorithms based on
biological systems are the genetic algorithm (GA), which
is based on natural genetic variation [45], and ant colony
optimization, which mimics the ability of real ants to find
the shortest path between their nest and food sources [46].
Another path-seeking meta-heuristic of note is the intelligent
water drops algorithm, which imitates the behavior of natural
rivers that find the optimal pathway to their destination [47].
On the other hand, swarm behavior is the fundamental prin-
ciple that underlies the particle swarm optimization (PSO)
algorithm [48]. The fish [49] and bird [50] swarm optimiza-
tion algorithms are also examples of this type of optimiza-
tion algorithm. Then there is the bat algorithm, which is
based on the behavior of bats as they try to find their prey
through echolocation [51]. Similarly, the honey bee optimiza-
tion algorithm mimics the food-foraging behavior of honey
bee colonies [52]. Another approach inspired by the honey
bee is the self-explanatory honey bee mating optimization
algorithm [53]. The principle of attraction is also applied in
the firefly algorithm, which imitates the flashing brightness
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emitted by fireflies [54]. In contrast, the cuckoo search algo-
rithm was inspired by the behavior of the cuckoo, which lays
its eggs in the nests of other types of birds [55]. Othermethods
of finding a solution include the use of the harmony search
algorithm, which was inspired by discovering the harmony in
music [56], and the black hole algorithm, which was designed
based on the black hole phenomenon [57] where stars that are
close to the black hole are pulled towards it and those that are
too close are swallowed up by it and disappear forever. In the
case of the imperialist competitive algorithm, the competition
among empires provides the basis for its structure [58]. The
kidney-inspired algorithm is rooted in the filtration process
performed by the kidneys in the human body [59]. A trader
algorithmwas proposed in [60]. The cell separation algorithm
(CSA) [18] imitates cell separation action by using a differen-
tial centrifugation process involving multiple centrifugation
steps and increasing the rotor speed in each step.

The use of rough set theory in machine learning and AI for
feature selection particularly is for classification problems.
This is done through searching a reduced set of features.
A reduced set is a subset of all features which retains the
classification accuracy of the full feature set. The application
of meta-heuristic algorithms for rough set feature selection
has been studied in-depth in the literature and has shown
promising results. Some examples can be found in [10], [11],
[17], [61]–[67]. The results of more recent research in this
area can be found in [68], [69].

III. PROPOSED METHOD
In this section, a brief explanation of the rough set theory
and the overall process of auctions in the market are given as
preliminaries in the first subsection. In the second subsection,
the details of the ABOA proposed are presented.

A. PRELIMINARIES
The basics of rough set theory and the auction process are
provided in the next subsection. This offers the idea behind
the ABOA as the proposed method.

1) ROUGH SET THEORY
The concepts of equivalence relation and dependency degree
calculation was proposed in [37]. Based on these concepts:
let (U , A) be an information system, where U is a non-empty
set of objects and A is a non-empty set of features in which
α: U→ vα for each α ∈ A. With any P ⊂ A the equivalence
relation IND (P) is calculated as shown in Eq. (1):

IND(P) = {(x, y) ∈ U2
|∀α ∈ P, α(x) = α(y)} (1)

The region of U , constructed by IND (P) is shown as
U/IND(P) = ⊗{α ∈ P : U/IND({α})}, where A ⊗ B =
{X ∩ Y : ∀X ∈ A,∀Y ∈ B,X ∩ Y 6= φ}. If (x, y) ∈
IND(P), then x and y are indiscernible by features from P.
[x]P is the representation of the equivalence classes of the P
indiscernible relation.

Then, let X ⊆ U , where PX = {x|[x]P ⊆ X} is the
definition of the P-lower approximation PX of set x and

PX = {x|[x]P ∩ X 6= φ} is the definition of the P-upper
approximation PX . If we consider the P and Q equivalence
relations over U , then the positive regions can be specified
by Eq. (2):

POSp(Q) =
⋃

X∈U/Q

PX (2)

One of the important tasks in data analysis is find-
ing dependencies between features (genes). For P ⊂ A,
Q depends onP in a degree k (0≤ k ≤ 1), as shown in Eq. (3):

k = γP(Q) =
|POSP(Q)|
|U |

(3)

2) AUCTION OPERATION
An auction can be defined as a procedure of offering items or
services that bidders bid on and the auction is completed by
assigning the items or services to the bidder that bids/offers
the best amount of recompense (Fig. 2(a)). An auction can
be an ascending or descending price auction. The ascending
price auction is the most popular form of the auction and
is normally used for selling items, whereas the descending
price auction is normally used by agents or companies offer-
ing services. The ascending price auctions are carried out
interactively in real-time; with bidders present either physi-
cally or electronically. The seller gradually raises the price,
bidders drop out until finally, only one bidder remains, and
that bidder wins the object at this final price. In comparison,
descending price auction is also an interactive auction format,
in which the seller gradually lowers the price from some
high initial value until the first moment when some bidder
accepts and pays the current price. The actions of ascending
price and descending price are shown in Fig.2(b) and Fig.2(c),
respectively.

FIGURE 2. Auction process: (a) schematic overall auction procedure,
(b) ascending price auction, (c) descending price auction.

B. AUCTION-BASED OPRIMIZATION ALFORITHM (ABOA)
The ABOA algorithm presented in this paper is rooted in
auction behavior. In this algorithm, each candidate solution
plays the role of the bidder and is a candidate to be a winner of
the auction. The best solution among all candidate solutions
in ABOA is the winner of the auction. The operation of
finding the best solution in this algorithm is an imitation of
the operation of finding a winner when an auction is running.
The random solution involved in the ABOA algorithm is sim-
ilar to the involvement of new bidders in auctions. In ABOA,
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FIGURE 3. Iterative process in ABOA.

the best solution for each round is added to a list, similar to the
listing of winners of each round in an auction. The analogy
of ABOA with auction behavior is presented in Table 1.

TABLE 1. Analogy of ABOA with auction behavior.

The ABOA procedure starts after the parameters and the
population of the algorithm have been set in the initialization
step. In the initialization step, the number of random candi-
date bidders and the number of neighbors for each round are
set as the parameters of the algorithm. After initialization,
the algorithm starts its iterative process. The details of this
iterative process are shown in Fig. 3. First, the selection of
an initialized number of random bidders is performed and an
auction between them is completed (Round 1 in Fig. 3). In this

step, an initialized number of neighbor bidders for the winner
of Round 1 are generated.

Round 2, in Fig.3, is followed by an auction between the
winner of Round 1 and its neighbors and the winner of this
round is used for Round 3. In Round 3, this winner and its
neighbors are used for the auction process. This process is
repeated and the winner of each round is added to the winner
list until the initialized number of winners (N in Fig. 3) is
reached. After the completion of this iterative process, a list
of winners with good bids is available. Next, another auction
between all the winners in the winner list is carried out and
one more auction between the winner of that auction and the
initialized number of its neighbors is organized. The winner
of this final auction is returned as the final winner.

The details of the components involved in the ABOA are
explained in the following subsections.

1) INITIALIZATION AND FUNCTION EVALUATION
Same as most meta-heuristic algorithms, ABOA constructs
an initial population of bidders to start the process of
optimization. The initial concentrations are created based on
the number of candidate bidders and the dimension of search
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space. The initial population of bidders is constructed with
uniform random distribution. Random bidders are generated
using Eq. 4:

Brrandom = Brmin + Rand(Brmax − Brmin) (4)

In this equation Br represents bidder. Br random is a random
bidder, and Brmin and Brmax denote the minimum and maxi-
mum values of bidders in the population of bidders, Rand is
a random value in the interval of [0,1]. Eq. 4 same as other
meta-heuristic algorithms prepares the exploration ability of
the algorithm by randomly initialization of the population.

2) AUCTION ROUND
Each auction round runs an auction between candidate bid-
ders and finds the best bidder in which maximum bidder in
maximization problem (ascending auction) and the minimum
bidder in minimization problem (descending auction) among
all candidate bidders is selected during an auction round.
In ABOA, the first auction round is performed in the initial
population of the random candidate bidders.

3) NEIGHBOR BIDDER
Neighbor bidders are the bidders around the winner bidder of
the previous round of auction and are generated using Eq. 5:

Brneighbor = win+ rand(Brrandom − win) (5)

In Eq. 5, Br represents the bidder. The winner is repre-
sented by win. Brneighbor is the representation of the bidder
in the neighborhood of the winner. Moreover, random bidder
in the range of the dimension of search space is labeled by
Brrandom. A random number between 0 and 1 is represented
by rand. Eq. 5 generates a new bidder while a slight balance
of exploration (random bidder, Brrandom) and exploitation
(winner of the previous round,Win) is supplied.

4) WINNER LIST
A list of all winners of all auction rounds is maintained, from
the first round to the last round, during the search process.
Holding bidders with high quality provides the algorithm
a chance of finding a much better bidder when in the last
stage of the algorithm all winners involve in the final auction
and finding final and probably the best bidder. This process
increases the exploitation ability of the ABOA.

In ABOA, the selection of random bidders helps the algo-
rithm to explore the search space for any alternative bidder
with probably a better bid while the auction between neigh-
bors plays the role of exploitation in the area around the
winner (i.e., the best solution so far for, the current round).
Therefore, a trade-off between exploration and exploitation
exists in this algorithm. The flowchart and pseudocode of
ABOA is presented in Fig. 4 and Fig. 5, respectively. The
maximization version of this algorithm is a simulation of
ascending auction and the minimization version of ABOA is
an imitation of descending auction.

FIGURE 4. Flowchart of ABOA.

IV. EXPERIMENTAL RESULTS
Two experiments are performed to assess the capability of
ABOA. In the first experiment, different ABOA scenarios are
applied to 25 benchmark test functions and the results are
compared with each other. In the second experiment, ABOA
is applied to 18 benchmark feature selection problems and the
results are compared with the results of some methods in the
literature.

A. RESULTS OF TEST FUNCTIONS
In order to test the performance of ABOA, a set of 25 test
functions known as the CEC 2005 benchmark functions
is used. The test functions and their details are presented
in Table 2, in which the test functions are classified into
shifted (S1), separable (S2), scalable (S3), unimodal (U),
multimodal (M), non-separable (N), and rotated (R).

In order to determine the parameter settings, nine ABOA
scenarios are investigated. The scenarios and their specified
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TABLE 2. Details of the CEC 2005 test functions.

FIGURE 5. Pseudocode of ABOA.

parameters are provided in Table 3. The algorithm is run
30 times in each scenario and the mean of the 30 results of
each scenario is calculated. The results of this calculation are
presented in Table 4.

TABLE 3. Parameter settings for ABOA scenarios.

All the CEC 2005 test functions examined in this research
are minimization problems. In order to determine which sce-
nario achieves the best results, the rank of each scenario for
each test function is calculated and the average of these ranks
for each scenario is computed. The results of this computa-
tion are provided in Table 5. From Table 5, it is clear that
scenario 4 (see Table 3), which has 100 winners, 10 bidders,
and 10 neighbors, outperforms the other scenarios. Based on
this outcome, the other experiments conducted in this study
are performed using ABOA with the parameter settings of
scenario 4.
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TABLE 4. Means for ABOA scenarios.

TABLE 5. Comparison of average of ranks of ABOA.

Due to the symmetric 3D view provided by the eggcrate
function, this function is used to visualize the step-by-step
process performed by the algorithm. The whole area
of the search space for the eggcrate function is shown
in Fig. 6. The area of the eggcrate function discussed here is
−5 < x < 5 and the location of the global minimum is at
x = (0, 0) and f (x) = 0.
The schematic in Fig. 7 shows the ABOA process during

eggcrate minimization with contour plot background. The big
red dots in the figure represent random bidders and the small
purple dots are the bidders in the neighborhood of thewinning
bidder. In this experiment, the number of winners, bidders and
neighbors was each set to 10 in order to simplify the visualiza-
tion. Fig. 7(a), (b), (c), (d), (e), (f), (g), (h), (i), and (j) show the
10 steps of random bidder selection and performing auction
between the winner and its neighbor bidders (the number
of steps is the same as the number of winners parameter).

FIGURE 6. Search space for minimization of eggcrate test function.

In Fig. 6(k) all 10 winners from the previous 10 steps take part
in an auction. The winner of this auction then takes part in an
auction with its neighbor bidders, as shown in Fig. 7(l). The
final winner of this final auction is the output of this search
process. The exploration is provided by the random selection
of the bidders for the auctions and the exploitation is offered
by the auctions between the winning bidder in each round and
its neighbor bidders.

B. RESULTS OF FEATURE SELECTION
In the next stage of the experiment, the feature selection
performance of ABOA when applied to 18 UCI datasets [70]
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FIGURE 7. Example of ABOA process during eggcrate minimization with contour plot background.

is tested. Using these data provides an easy to comparison
approach. Easy to comparison is because of that standard
data easily is available and traditional available methods also
have used the same data first for the examination in feature
selection problem and therefore an easy and fair compar-
ison is achieved. The details of the datasets are provided
in Table 6.

In order to set up and prepare the raw data for the
model, pre-processing techniques such as removing noise,
handling missing values and discretization were performed.

A one-dimensional vector with n cells is the representation
of each solution (individual) in this experiment, where the
number of features in the full feature set is represented by
n. Each cell contains one element. Each element is assigned
the value of ‘1’ if the selection of the corresponding feature
is carried out; otherwise the element is assigned the value
of ‘0’. Fig. 8 shows the details of an example for solution
representation.

Based on the example given in Fig. 8, the corresponding
features of numbers 2, 3, n−2, and n are included in selected
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TABLE 6. Details of the UCI tested datasets.

FIGURE 8. Example of solution representation for feature selection.

feature set whilst the features with numbers 1, 4, and n − 1
are not the selected for this example.

As a binary pattern was needed for each solution in feature
selection and, in ABOA, the neighborhood of each solution in
the search space is the direction of continuous values, in this
experiment, a binary vector was presented using the sigmoid
function, as in Eq. (6):

f (x) =
1

1+ e−x
(6)

The input for this equation is the output of Eq. (1), which
is the equation used for the generation of neighbor bidders in
ABOA. Equation (5) generates a value between ‘0’ and ‘1’.
Values greater than a certain value in this range result in
setting the cell in the solution vector to ‘1’; otherwise the
cell is set to ‘0’. The setting of the solution vector in binary
representation can be used for any binary problem.

In this experiment, the rough set approach was applied
for feature selection. In order to perform rough set feature
selection, the search process looks for a subset of the full
feature set that has the highest dependency degree (in the
ideal case a dependency degree equal to 1) and the lowest
number of features. Therefore, the fitness function should
deal with both the dependency degree and the number of

features. To calculate fitness function, Eq. (7) is used:

F(R) = γR(D) ∗
|C| − |R|
|C|

(7)

where R is a subset of the full set, C is the conditional feature
set, and D is the decision feature.
The algorithm was run 20 times and the average

of 20 selection ratios was calculated for each dataset. The
selection ratio was calculated using the ratio of the number
of features in the selected subset to the number of features
in the full feature set. The average selection ratios and stan-
dard deviations of the 20 runs on each dataset are given
in Table 7. The classification accuracy is also calculated in
order to evaluate the feature selection performance of ABOA.
Table 7 also provides the classification accuracy results.
Moreover, a comparison of the fitness function of themethods
is provided in this table. In this case, three measurements
including selection ratio, classification accuracy, and fitness
function were used to evaluate and compare the proposed
method with other available methods. The best subsets found
by ABOA were imported into Rosetta software and this soft-
ware generates the rules. These rules are used to classify the
data. In order to validate the classification results, a 10-fold
cross-validation technique is carried out in which 30% of
the data is used as the testing set and 70% as the training
set. Cross-validation is a technique to evaluate predictive
models by partitioning the original sample into a training set
to train the model, and a test set to evaluate it. In 10-fold
cross-validation, the original sample is randomly partitioned
into 10 equal size subsamples. Of the 10 subsamples, a sin-
gle subsample is retained as the validation data for testing
the model, and the remaining 10-1 subsamples are used as
training data. The cross-validation process is then repeated
10 times, with each of the 10 subsamples used exactly once
as the validation data. The 10 results from the folds are then
averaged to produce a single estimation. The whole process
of feature selection and classification is illustrated in Fig. 9.
The average selection ratio results of ABOA are compared
with the results of GA, PSO, ant line optimization (ALO),
and the whale optimization algorithm with crossover and
mutation (WOA-CM), reported in [68]. These results are
provided in Table 8. In this comparison, the two most com-
mon algorithms (GA and PSO) in the literature and the two
most recently presented algorithms (ALO andWOA-CM) for
feature selection were chosen.

In order to determine whether there are major differences
between the results presented in Table 8, two statistical anal-
yses are conducted. First, a Friedman test is performed. The
result is 39.5333, which is higher than the critical value
of 9.49. This indicates that there are differences between
the results of the tested algorithms and, therefore, the null
hypothesis can be rejected. Second, a Nemenyi post-hoc
test is carried out to identify where these differences
occur and whether they are significant. The results of the
Nemenyi post-hoc test are presented in Table 9. The min-
imum significant difference (MSD) is equal to 0.08441,
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TABLE 7. Results for average selection ratio for ABOA and accuracy of classification.

TABLE 8. Comparison of average selection ratio of ABOA and of other methods in the literature.

TABLE 9. Nemenyi test results for feature selection.

so values higher than MSD denote significant differences.
The values higher than MSD are shown in bold in the
table.

In addition, the classification accuracy derived from
the features selected by ABOA is compared with that
of WOA-CM, ALO, PSO, GA and the full feature set.
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FIGURE 9. Overall process of feature selection by ABOA and classification.

TABLE 10. Comparison of classification accuracy of ABOA and of other methods in the literature.

The results of this comparison are given in Table 10. It can
be seen that the results of ABOA are comparable with those
of the above mentioned methods, which confirms the ability
of the proposed algorithm with respect to feature selection
and classification accuracy.

The Friedman test is also performed to identify whether
there are any major differences in the classification accu-
racy results presented in Table 10. The result is equal to
34.5873 which is greater than the critical value of 10.57.
Therefore, there are significant differences between the

VOLUME 9, 2021 106511



N. S. Jaddi, S. Abdullah: Novel ABOA and Its Application in Rough Set Feature Selection

TABLE 11. Nemenyi test results for classification accuracy.

compared methods and, therefore, the null hypothesis can be
rejected. The results of the subsequent Nemenyi post-hoc test
are presented in Table 11. In this test, the value of MSD is
equal to 0.062466. The values greater than MSD are shown
in bold in Table 11.

It can be derived from the above that, overall, the ability
of ABOA is comparable with that of other methods in the
literature. This is due to the algorithm being designed in such
a way so as to achieve a balance between exploration and
exploitation. In ABOA, exploration is attained by selecting
random bidders within the search space, while exploitation
is achieved by generating neighbor bidders. The trade-off
between exploration and exploitation ensures that ABOAper-
forms well when applied to the feature selection procedure.
The good results indicate that this algorithm can be tested on
other problems as well.

V. CONCLUSION
This paper proposed a new meta-heuristic algorithm named
the auction-based optimization algorithm (ABOA), which
is based on the behavior seen at auctions. In an auction,
bidders make bids in progressively higher or lower amounts
in order to outbid each other. This process can be used for
maximization or minimization problems. In the first step of
ABOA after initialization, a predefined number of bidders are
selected and an auction between them is performed. The win-
ner of the auction is selected and another auction is performed
between the winner and a predefined number of its neighbors.
The winner of this auction is added to the winner list. This
process is iterated until the predefined number of winners
is reached. Finally, one more auction is performed between
all the winners in the winner list and its neighbors and the
winner is the final winner. The algorithm with nine different
parameter settings (scenarios) was tested on 25 benchmark
test functions. The algorithm with the best results was then
applied to 18 UCI benchmark feature selection problems. The
feature selection capability and the classification accuracy of
the proposed algorithm were compared with that of state-of-
the-art results by performing some statistical analyses. The
results of the statistical analyses showed that the performance
of ABOA was comparable with that of the compared meth-
ods. The good performance of ABOA was due to achieving
a balance between exploration and exploitation. The results
indicate that the proposed algorithm may be suitable for
a number of applications and will therefore be tested on
real-world optimization problems in future work.
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