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ABSTRACT Mitral valve prolapse (MVP), known as balloon mitral valve, accounts for 2-4% of cases
in the general population and is associated with several cardiac sequelae. A few studies have shown
suboptimal results using electrocardiographic (ECG) machine learning to identify MVP in middle- or
old-aged individuals; however, no studies have focused on young adults. The aim of this study is to develop an
ECG-based system through machine learning to predict MVP in young adults. In a large military population
of 2,206 males, aged 17-43 years, support vector machine (SVM), logistic regression (LR) and multilayer
perceptron (MLP) classifiers are used as machine learning techniques for 26 ECG features and additional
6 simple biological parameters to link the output of MVP compared with a traditional ECG criterion of a
negative T-axis in inferior limb leads. In the parasternal long-axis view of echocardiography, MVP is defined
as a displacement of the anterior or posterior leaflet of the mitral valve to the mid portions of the annular hinge
point >2 mm. The values of the area under the receiver operating characteristic curve are 74.59%, 74.16%
and 73.02% in the proposed SVM, LR and MLP classifiers, respectively, which are better than 38.13% in
the traditional ECG criterion for MVP. Our machine learning system provides a novel tool for screening
MVP among young male adults. The proposed method can be an adjuvant to the physical findings for early
detection of MVP prior to a confirmation by echocardiography for young male adults.

INDEX TERMS Echocardiography, electrocardiography, machine learning, mitral valve prolapse, young
adults.

I. INTRODUCTION

Mitral valve prolapse (MVP), known as balloon mitral valve,
accounts for 2-4% of cases in the general population [1]-[5].
There are several types of MVP classified by the presence
or absence of syndromic and familial inheritance [6]-[11].
Syndromic MVP commonly presents with connective tis-
sue diseases, such as Marfan syndrome and Ehlers-Danlos
syndrome [7]-[9]. Regarding familial nonsyndromic MVP,
inheritance is possibly autosomal dominant and age- and
sex-dependent [8]-[10]. Other types are classified as spo-
radic nonsyndromic MVP [10], [11]. A floppy mitral valve
plays a pivotal role in the pathogenesis of MVP [12], [13]
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and can be easily assessed by echocardiography and phys-
ical examinations. A substantial proportion of young peo-
ple with MVP have several somatic symptoms including
chest pain, palpitation and intolerance to heavy exercise,
possibly due to autonomic neural feedback and low stroke
volume related to MVP [11]. Although the Framingham
Heart Study reported that MVP was associated with a low
incidence of complications in the general population [1],
many case studies have revealed that those with MVP have
a higher risk of bacterial endocarditis [14], [15], ischemic
stroke [16], severe mitral regurgitation [2], [4], [17], and
complicated ventricular arrhythmias [18], [19]. As early as
30 years of age or older, the presence of a mitral systolic
click can be physically auscultated in 10-20% of patients
with MVP [12], [13], depending on the severity of the MVP
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and the mitral regurgitation [13]. Early screening of MVP in
young adults is crucial for confirmation by echocardiography,
which may facilitate a decision making made by primary
physicians in specific clinical situations, e.g., antibiotic pro-
phylaxis during surgery to prevent the occurrence of bacterial
endocarditis related to MVP [20].

A few studies have reported that most patients with MVP
present T-wave inversions in inferior limb leads II, III and
aVF as a typical feature in 12-lead surface electrocardiogra-
phy (ECG), which may be a practical tool for screening for
the presence of MVP in the general population [21], [22].
Machine learning methods are a kind of artificial intelligence
for computational statistics and have been introduced widely
in medicine to provide accurate and fast diagnosis for and
in the prediction of various diseases [23]-[30]. A study by
Tison et al. utilized the gradient boost machine (GBM) clas-
sifier for a number of ECG features to predict MVP in a
large population of middle- and old-aged individuals [31],
and the results revealed that the area under curve (AUC) of
the receiver operating characteristic (ROC) curve was subop-
timal, with an estimate of up to 77%. However, there have
been no studies on young adults thus far.

In this paper, we aim to develop a clinically available
12-lead ECG-based system that utilizes a large sample size of
military young males, taking age, anthropometric variables,
hemodynamics and ECG features into account for machine
learning to predict the presence of MVP as shown in Fig. 1.
The rest of this paper is presented as follows. The materials
are summarized in Section II. In Section III, the proposed
algorithms regarding the ECG system in the detection of
MYVP are described in detail. Section IV presents the experi-
mental results. Section V concludes this paper.

Il. DATA COLLECTION AND FEATURES SELECTION

This study uses a population of 2,206 military males, aged
17-43 years from an ancillary study of cardiorespiratory
fitness and hospitalization events in armed forces (CHIEF)
performed in the Hualien Armed Forces General Hospital in
Taiwan. Each study participant received a 12-lead ECG and a
transthoracic echocardiography in an annual health examina-
tion revisit for military awards or a promotion of rank. This
study protocol has been described in detail before [32]-[42].
The ECG data are processed and interpreted by the soft-
ware products of CARDIOVIT MS-2015 (Schiller AG, Baar,
Switzerland) and the CARDIOGRAPH TC70 (Philips, Ams-
terdam, Netherlands). The echocardiography is carried out
via an IE33 machine (Philips, Amsterdam, Netherlands)
by an experienced technician. The software for each ECG
machine gives an analysis of the amplitudes, durations, and
morphologies of the ECG waveforms. The analysis of ECG
is established according to standard criteria for interpretation
of the parameters, calculations of the electrical axis, and the
relationship between leads. The algorithm produces precise
and consistent ECG measurements that are used to generate
interpretive statements. As the aim of this study is to develop a
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TABLE 1. Characters of mitral valve prolapse.

Subjects with Mitral Valve Prolapse

(N =74)

Mitral leaflet involvement

Anterior mitral leaflet 21 (28 %)
Posterior mitral leaflet 43 (58 %)
Bi-mitral leaflets 10 (14 %)
Mitral regurgitation degree

Trivial or Mild 56 (76 %)
Moderate or Severe 6 (8 %)
None 12 (16%)

convenient ECG-based system for M VP, the most common 26
ECG parameters from commercially available software were
thus adopted as the inputs for machine learning including
heart rate, PR, QRS and QT intervals, P wave duration and
P, QRS, and T-wave axes in Lead II, R wave voltages in
both the limb and precordial leads and S wave voltages in the
precordial leads. In addition to the 26 adopted ECG features
mentioned above, 6 biological features including age, body
height, body weight, waist size, systolic blood pressure and
diastolic blood pressure, are also treated as the inputs in the
proposed machine learning models. The comparison uses the
T-wave axis in Lead II, the only ECG criterion for MVP based
on previous study findings [21], [22]. MVP is diagnosed
by echocardiography if a displacement of the anterior or
posterior leaflet of mitral valve to the mid portions of the
mitral annular hinge point >2 mm in the parasternal long-axis
window, based on the latest suggestion from the American
Society of Echocardiography [1], and is set as the output of
the machine learning models. The MVP characters to show
echo features for the subjects are described in Table 1. The
baseline profiles of participants with MVP and those without
MVP are expressed as the mean £ standard deviation and
are compared by two-sample t-tests in Table 2. A value of
p < 0.05 is considered significant. The CHIEF heart study
was reviewed and approved by the Institutional Review Broad
of the Mennonite Christian General Hospital (No. 16-05-008)
in Hualien City, Taiwan.

ill. PROPOSED METHOD

This paper proposes to utilize three machine learning classi-
fiers, namely, support vector machine (SVM), logistic regres-
sion (LR) and multilayer perceptron (MLP), for a total
of 32 biological and ECG features training to predict MVP
among young adults. The flowchart of the proposed method
is illustrated in Fig. 2.

A. DATA NORMALIZATION

To overcome the issue of various ranges of the input features,
the original data of the 32 adopted biological and ECG fea-
tures are individually normalized by a linear transformation
into a value between 0 and 1, also known as the min-max
scaling [43]. The equation of the min-max normalization is
calculated using Eq. (1), where each of the actual data a
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ECG Parameters

Biological Parameters

Displacement of the anterior or posterior
leaflet of the mitral valve to the mid portions
of the mitral annular hinge point > 2 mm.

FIGURE 1. Schematic diagram of proposed MVP prediction system.

TABLE 2. Characteristics of study participants.

Total Non-MVP MVP

Features N=2206 N=2132 N=74 p-value
Age (years) 27.9926.16 28.0426.17 26.53+5.98 0.0376
Height (cm) 172.16£5.77 172.15£5.79 172.33+5.21 0.7913
Weight (kg) 74.00+12.30 74.11£12.32 70.89+11.35 0.0267
Waist (cm) 83.80+9.89 83.88+9.87 81.51+10.09 0.0422
SBP (mmHg) 119.65+13.43 119.74+13.34 117.16:15.64 0.1663
DBP (mmHg) 71.06+10.52 71.05+10.49 71.18£11.52 0.9258
Heart rate (bpm) 66.50-10.85 66.5310.84 65.72+11.12 0.5264
P-II (ms) 106.67+14.70 106.78+14.72 103.49+13.99 0.0589
PR-II (ms) 157.80+20.14 157.81£20.13 157.34+20.35 0.8426
QRS-II (ms) 97.69+10.81 97.64+10.83 99.05+10.12 0.2692
QT-II (ms) 372.67427.77 372.65427.75 373.00+28.32 0.9159
P axis-II (degree) 44.21424.64 44.25+24.50 42.98:28.52 0.6612
QRS axis-1I (degree) 61.63+32.00 61.42+32.12 67.68+28.07 0.0984
T axis-1I (degree) 33.82420.52 33.60+20.56 40.30+18.33 0.0058
R-I (mm) 6.07+3.04 6.10+3.03 5.13+3.30 0.0068
R-II (mm) 12.43+4.93 12.47+4.94 11.374.55 0.0600
R-III (mm) 7.79+5.66 7.80+5.68 7.67+4.96 0.8471
R-aVR (mm) 1324181 130+1.78 1.97+2.45 0.0223
R-aVL (mm) 3.04+2.52 3.03+2.53 3.33£2.45 0.3100
R-aVF (mm) 9.90+5.24 9.91+5.26 9.47+4.79 0.4793
R-V1 (mm) 3.40+2.13 3.4242.14 2.84+1.71 0.0059
S-V1 (mm) 9.88+5.05 9.86+5.05 10.21+5.08 0.5623
R-V2 (mm) 8.58+4.07 8.63+4.08 7.18+3.63 0.0026
$-V2 (mm) 15.406.63 15.36+6.62 16.60+6.68 0.1131
R-V3 (mm) 12.89+5.68 12.95+5.70 11.17+4.88 0.0081
$-V3 (mm) 8.51+5.16 8.48+5.14 9.55+5.89 0.0783
R-V4 (mm) 19.06+6.66 19.106.64 17.657.01 0.0639
S-V4 (mm) 5.47+4.02 5.46+4.00 5.90+4.60 0.3517
R-V5 (mm) 19.78+5.81 19.85+5.75 17.70+7.16 0.0126
$-V5 (mm) 3.49+2.92 3.48+2.93 3.66+2.81 0.6085
R-V6 (mm) 16.77:4.94 16.85+4.89 14.61+5.95 0.0020
S-V6 (mm) 2124201 2.13:2.02 2.07£1.52 0.7455

of the feature f is mapped to a normalized value, with the
range between 0 and 1 for the subsequent process of machine
learning:

a — min (f)
max (f) — min (f)’
where a and o' represent the original and normalized data
of feature f among the 32 input features, respectively, and

min(f) and max(f) account for the minimum and maximum
values of the input feature f, respectively.

ey

Normalized (a) = d =
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B. CROSS-VALIDATION

The data of the 2,206 military male subjects are randomly
divided into a training/validation set and a test set at a
3:1 ratio. The samples are divided into two parts: 75% for
cross-validation (N = 1654 and MVP cases = 56) and 25%
for testing (N = 552 and MVP cases = 18). The data numbers
illustrated by 2-fold cross-validation are described in Table 3.
The training/validation set is divided into two subgroups of
equal size. Initially, one subgroup of the training/validation
set is treated as the validation set, and another subgroup is
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\
v
Train model on Training Set with SMOTE+ENN
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fold 2 Group 1 } Group 2

Calculate the average of PR AUC (2-fold
Cross-validation), and update hyperparameter 4.

FIGURE 2. The flowchart of the proposed method.

TABLE 3. Data numbers in the dataset.

Fold Data Non-MVP MVP Total
Training Set 803 24 827
Pre-processed by

1st SMOTE+ENN 803 517 1320
Validation Set 795 32 827
Training Set 795 32 827
Pre-processed by

2nd SMOTE-AENN 795 448 1243
Validation Set 803 24 827

- Testing Set 534 18 552

treated as the training set. Then, the process is repeated for
an exchange of the roles of the two subgroups: one as the
validation set and another as the training set. An average of
the two AUCs of the precision recall (PR) curves from the
two folds as a single performance is generated as the final
result, from which a better generalization assessment of the
performance for training can be obtained.

C. APPLICATION OF SMOTE AND ENN

The prevalence of MVP in military young adults is very low,
estimated at 3.35%. Since there is an imbalance in sample
size between non-MVP and MVP samples, we apply the
synthetic minority oversampling technique (SMOTE) [44]
and the edited nearest neighbor (ENN) technique [45] to
artificially increase the MVP samples. The main idea of
SMOTE is to create numerous new cases of minority class by
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v v
SMOTE+ENN Testing Set

Select hyperparameter 7 and pick
the one with the highest PR AUC
v
Train model on Total Training and
Validation Set (SMOTE+ENN)

Cut-off Value (Specificity 65~75%) <

Confirm results on Test Set

» Accuracy » F, Score

»  Sensitivity » Confusion Matrix
»  Specificity » PRAUC

»  Precision » ROCAUC

randomly choosing a near neighbor of the minority class and
interpolating as described in Eq. (2). First, for each sample of
minority class X, its k nearest neighbors from other samples
of minority class are taken. Subsequently, the minority class
sample X, among the k neighbors, is randomly selected.
In the last step, Xney is generated as the synthetic sample by
interpolating X, and X:

XNew = Xp + rand (0, 1) % (X — X,), )

where rand (0, 1) represents a generated random number
between 0 and 1. From a geometric viewpoint, the process of
utilizing SMOTE can be considered an interpolation between
two MVP samples. The decision space for the MVP sam-
ples is thus magnified. The SMOTE method can balance the
number of each category. However, it may cause the gener-
ated minority class samples and the original majority class
samples to overlap so that they cannot be discriminated well.
To solve this problem, we use the SMOTE+ENN method.
In the training set, the ENN method is used to find ¢ neigh-
boring cases for the minority class cases (Xye,,) generated by
SMOTE. If these t cases belong to the cases of the majority
class, the cases of the minority class will be deleted. In this
case, the SMOTE+ENN method can make the boundary of
each class clearer and allows the proposed machine learning
classifiers to have higher prediction performances on the
unknown MVP samples. In this study, the SMOTE+4ENN
method as illustrated in Fig. 3, is utilized in the process of
2-fold cross-validation. The training data of the MVP group
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FIGURE 3. lllustration of SMOTE+ENN.

are preprocessed and increased by SMOTE+ENN to 517 and
448 for the two folds, respectively, as shown in Table 3.

D. MACHINE LEARNING MODEL

1) SUPPORT VECTOR MACHINE

A support vector machine (SVM) [46] with a linear kernel is
used for our proposed approach. A data point is regarded as
a 32-dimensional vector. The linear SVM separates such data
points with the maximum-margin hyperplane which has the
greatest distance to the nearest training points of non-MVP
and MVP classes. The training data include the synthetic
samples by SMOTE+ENN for MVP class. Considering that
most of the data are nonlinearly separable data, we use
soft-margin SVM as shown in Fig. 4. The regularization
technique of adding the loss function by the squared hinge
loss with hyperparameter is adopted to fit the training data.
The £2-norm is utilized in our SVM scheme. In the training
process, the hyperparameter of soft-margin SVM decides the
trade-off between the maximum margin and the correct clas-
sification of training data. The purpose of adjusting hyperpa-
rameter is also to reduce overfitting.

MVP

@ Non-MVP

FIGURE 4. Soft-margin SVM.

2) LOGISTIC REGRESSION

Logistic regression (LR) [47], an extension of the linear
regression model for the classification of two outcomes,
is used in our method and illustrated in Fig. 5 and defined
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FIGURE 5. Logistic Regression.
in Egs. (3) - (4):
2= wply + - - +wil1 + wo,
o :ﬁigmuid (@) =

3)
“)

14e2’
where I1 ~ I, denote the input variables and n is 32 for the
proposed scheme. The learned weights consist of wy ~ w,,.
The output O returns a value of probability using the logistic
sigmoid function.

The loss function is made of the loss term and the regu-
larization term. The loss term of negative log-likelihood is
for learning the weights wo ~ w,. The regularization term
£2-norm to penalize large weights is implemented to pre-
vent overfitting and improves the generalization capability.
The choice of regularization hyperparameter is significant
and optimized in our method.

3) MULTILAYER PERCEPTRON
A multilayer perceptron (MLP) [48] as illustrated in Fig. 6,
which is composed of an input layer, some hidden layers and
an output layer, is used in our method. In the fully connected
MLP shown in Fig. 6, each node in one layer connects with
every node in the next layer by a certain weight u;, as listed
in Egs. (5) - (6):

Vi = Uinly 4. .. 4 uindy + uio, ()
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FIGURE 6. Multilayer perceptron.

HY = freLu 1), (6)

where n indicates the number of input data (I; ~ I,) or the
number of neurons in the previous hidden layer and v denotes
the weighted sum of the connections. For each node in hidden
layers, the activation function rectified linear unit (ReLU) is
carried out. Hl-k represents the output of the i-th node (neuron)
of the k-th hidden layer. The logistic regression function
determines the output layer O.

Forward propagation computes and stores the intermediate
variables from the input layer through the hidden layers to
the output layer. Back propagation calculates the gradients
of the parameters by the Adam optimizer. Training involves
adjusting the parameters to minimize the cross-entropy loss
function. £2-norm regularization is to prevent overfitting. The
regularization hyperparameter is optimized in our proposed
MLP classifier. The numbers of hidden layers, neurons and
iterations are 4, 30, 20, 10, 5 and 1000, respectively.

IV. RESULTS AND DISCUSSION

This study utilizes scikit learn v0.20.2 software and Python
programming language to implement the proposed meth-
ods [49]. In addition, the optimized hyperparameters are
chosen by grid search, while the highest AUC of the PR
curve averaged from 2-fold cross-validation is obtained. The
hyperparameters of the three machine learning approaches
are shown in Table 4. For example, the hyperparameter C for
SVM is initialized to 0.0070. The training process with an
increment of 0.0001 of C for the grid search is iterated until
C reaches to 0.0150.

A. PERFORMANCE MEASUREMENT

The assessments of the performance [50] include the AUC

of the ROC curve, the AUC of the PR curve, specificity,

sensitivity (recall), accuracy, precision and the Fy score.
Specificity, sensitivity (recall), accuracy and precision are

defined and calculated by true positive (TP), true negative
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(TN), false positive (FP) and false negative (FN) results as
revealed in Egs. (7) - (10). The F; score, a harmonic average
of the precision and recall, is denoted in Eq. (11).

Specificity = il (7
pecificity = IN 7P’
Sensitivity(Recall) = i 8)
ensitivity(Recall) = PN’
TP + TN
Accuracy = , )
TP+ TN + FP + FN
o TP
Precision = ———, (10
TP + FP
2 X Precision x Recall
Fy score = — (11)
Precision + Recall
B. RESULTS

Table 5 displays the results of the testing set with the opti-
mized hyperparameters. The prevalence of MVP in the young
adults in the testing set is estimated to be 3.26%, as shown
in Table 3. For the SVM, LR and MLP, the specificities are
69.85%, 72.10% and 70.04%, respectively; the sensitivities
are 72.22% for all; the accuracies are 69.93%, 72.10%, and
70.11%, respectively; the precisions are 7.47%, 8.02% and
7.51%, respectively; and the F; scores are 13.54%, 14.44%
and 13.61%, respectively. With regard to the traditional ECG
criterion of a negative T-axis in inferior limb lead II for
MVP, the specificity, sensitivity, accuracy, precision and F
score are 4.87%, 94.44%, 7.79%, 3.24% and 6.26%, respec-
tively. The AUCs of the ROC and PR curves are compared
in Fig. 7. The AUCs of the ROC curves are 74.59%, 74.16%
and 73.02% for SVM, LR and MLP methods, respectively,
which are much greater than 38.13% for the negative T-axis
in inferior limb lead II. Similarly, the AUCs of the PR curves
are 7.90%, 9.16% and 9.00% for the SVM, LR and MLP,
respectively which are better than 2.59% for the negative
T-axis in inferior limb lead II.

C. DISCUSSION

To the best of our knowledge, only one study by
Tison et al. [31] has utilized the GBM machine learning
classifier for ECG features training to predict MVP in middle-
and old-aged individuals whose average age is 61 years.
In [31], 1576 ECG studies from 356 patients with MVP were
compared with 4864 ECG control studies from those without
MVP, and the AUC of the ROC curve was approximately
77%. Our study utilizes different machine learning classifiers
including SVM, LR and MLP for both biological and ECG
features training to identify MVP in young adult males,
yielding similar results in which the AUCs of the ROC curves
are approximately 73-75%. In addition, this study discovers
that although the presence of a negative axis of T-wave in
inferior limb leads is a typical ECG feature and is prevalent
(>94%) in individuals with MVP, the performance of MVP
prediction is extremely low and assures that using the ECG
criterion for the detection of MVP is clinically impractical.
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TABLE 4. Hyperparameter optimization.

Model Hyperparameter Beginning value Ending value Interval Optimal value
Support Vector Machine Regularization 0.0070 0.0150 0.0001 0.0080
Logistic Regression Regularization 0.0001 0.0100 0.0001 0.0010
Multilayer Perceptron Regularization 0.001 0.100 0.001 0.010
Number of Hidden Layers 1 5 1 4
Number of Neurons - - - 30,20, 10,5
Number of Iterations - - - 1000
The hyperparameters that are not described in this table are set to the default values used in the Scikit-learn library.
ROC PR
10 10
’ — SVM (AUC=7.90%)
Z — LR (AUC=9.16%)
—— MLP [AUC=9.00%)
Py 08 -7 08 —— Neg. T axis (AUC=2.59%)
L s .
[+] e
o e
g 06 ,’/ E 0.6
=] e 0]
G . S
L o4 1 g 0.4
] e
= <
F oo 7 — SVM (AUC=T4.59%) 02
- — LR AUC=T74.16%)
— MLP [AUC=73.02%)
’ — Neg. T axis (AUC=38.13%)
0.0 . ! : : 0.0
0.0 02 0.4 06 08 10 00 02 0.4 06 08 10
False Positive Rate Recall
FIGURE 7. Receiver operating characteristic curves and precision recall curves.
TABLE 5. Performance comparison of proposed method and previous work.
Specificity Sensitivity Accuracy Precision F; score ROC AUC PR AUC
Negative T-axis 4.87% 94.44% 7.79% 3.24% 6.26% 38.13% 2.59%
Support Vector Machine 69.85% 72.22% 69.93% 7.47% 13.54% 74.59% 7.90%
Logistic Regression 72.10% 72.22% 72.10% 8.02% 14.44% 74.16% 9.16%
Multilayer Perceptron 70.04% 72.22% 70.11% 7.51% 13.61% 73.02% 9.00%

D. LIMITATION

With so many machine learning algorithms available, it is
difficult to determine how the features are generated. Instead,
we used the most commonly interpreted ECG parameters in
various machine learning classifiers to develop a commercial
ECG-based system that might not be the best fitted features
for each machine learning algorithm. The state of the art in
the field is using ECG raw voltage signals directly to generate
features for deep learning [51]—[55]. Our work is limited by
using a less sophisticated approach and future ECG works
that incorporate deep learning would be helpful. In addition,
although the performance of the proposed machine learning
for MVP is fair according to the AUCs of the ROC curves of
approximately 73-75%, the merit of this work is to provide
an acceptable ECG tool for the early detection of a clinically
important structural cardiac disease in young adults.

V. CONCLUSION

This study extends previous knowledge that using various
machine learning classifiers such as the SVM, LR and MLP,
through an ECG-based system with additional inputs of a
few biological parameters can acceptably predict the presence
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of MVP compared with the traditional ECG criterion of an
inverted T-wave in inferior limb leads for MVP in young
male adults. Future studies should be performed to clarify the
validity of the performance of the proposed machine learning
methods via an ECG-based system operated specifically for
young female adults.
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