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ABSTRACT With the increasing role of human-in-the-loop (HITL) based autonomous systems, researchers
have made several attempts to understand how an operator’s performance is affected by various parameters.
In such systems, the performance of the operator directly influences the overall system performance.
Although operator performance has been extensively studied at various psychological, behavioral, and
physical levels, to the best of our knowledge there is a lack of literature addressing how a variety of
operator’s internal characteristics and external environmental factors affect the performance of the system
for various mission objectives. This paper addresses this issue and proposes a probabilistic model checking
based approach to assess the performance of an HITL-based autonomous system. We model the system as a
Markov decision process and use probabilistic model checking to assess the impact of various operator and
environment parameters on application-specific mission objectives. In addition to considering key operator
characteristics in the fatigue model, the proposed method captures dynamic workload, task type, and the
impact of various break policies on overall mission objectives. The model can be adapted to carry out system
analysis at a higher level of abstraction for a variety of applications. The proposed method is applied to assess
various scenarios in a case study from the literature. The results obtained using the proposed method can
help a system designer evaluate the impact of various operator and environment characteristics to improve

application-specific mission objectives.

INDEX TERMS Operator modeling, semi-autonomous systems, probabilistic model checking, UAV.

I. INTRODUCTION

Human skills, expertise and participation play an important
and unique role in various systems including manufacturing,
surveillance, and security operation centers (SOCs). In the
quest of making systems more proficient, there has been
continuous effort to make them more autonomous. There
are several tasks that require ultra-precision (or ultra-speed)
and thus they may not be performed by humans. It is highly
recommended to strive for achieving complete independence
when an unsupervised operation is essential. Examples of
automation can be seen in different aspects of our lives,
including manufacturing and production systems, security
and surveillance systems, and home appliances. Although
machines may perform some tasks with high efficiency and
accuracy, it is not true that full autonomy obviates the need
for human involvement. Several deployments of autonomous
systems (such as military UAV, NASA rovers, unmanned
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underwater vehicles, and disaster inspection robots) rely on
human expertise in crucial roles. In the following, we discuss
HITL-based systems and their applications in autonomous
systems.

A. THE HITL-BASED AUTONOMOUS SYSTEMS

Although automation offers its benefits, there is still a great
need for HITL-based systems as complete autonomous sys-
tems are not desirable for various reasons [1]. For instance,
automation may not always substitute human activities (such
as those requiring sophisticated reasoning and decision mak-
ing) without affecting the operation of the system negatively.
Similarly, some systems can be made autonomous only by
adding severe constraints on the task and the associated con-
text. Best system performance is only possible via coordina-
tion and collaboration of humans and machines.

In several HITL-based systems, algorithms interact with
agents and optimize their learning behavior through these
interactions. This helps solve computationally hard prob-
lems by reducing exponential search space through heuristic
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selection of samples using human expertise [2]. In this
way, HITL-based systems can reduce the complexity of an
NP-hard problem by taking help from a human agent during
the learning phase.

Several researchers have proposed HITL-based machine
learning that can speed up the learning process by intelli-
gently tracking the changes and intermediate results over
time. The authors in [3] propose Helix, an attempt at such
a system with speedups of up to ten times on typical iterative
workflows against competing systems. Moreover, in specific
domains, such as clinical medicine, several researchers have
proposed conditions for Al-based technological solutions and
argue that they should be only integrated if they fulfill the
moral imperative of humanity [4]. The researchers in [5] have
highlighted the advantages of human vs machines in HITL
control systems.

Currently, semi-autonomous systems (SAS) are more
viable where intended operations are performed in coordina-
tion with a human operator who supervises, guides, and col-
laborates with an autonomous system [6]-[9]. For example
in SOCs, software agents analyze sensor inputs from various
devices and alert human operators for appropriate action in
non-obvious or peculiar situations. There are times when a
fully autonomous component is either incapable or too costly
in handling a situation that requires specific domain expertise
or knowledge about that situation. For instance, the defense
mechanism at a SOC relies on an analyst’s expertise and
knowledge (domain as well as situational) to analyze activ-
ities across the system and defend against attacks that go
undetected by the auto-defense mechanisms, such as firewalls
or intrusion prevention systems. The threat detection process
is a knowledge-intensive task in which the expertise of a
security analyst is leveraged to quickly eliminate false alerts
and escalate the real alerts for further analysis and appropriate
response [10]. Due to the complexity and size of the networks
and the dynamic nature of the behavior of the attackers, fully
automated systems can generate a high rate of false positives
[11], which can be significantly reduced by the experiences
of the HITL within the process of automation.

Failing to incorporate human operator in autonomous sys-
tems may result in severe accidents. For example, in the
Global Hawk incident [12], the automated mission planning
software caused a UAV to run off the runway and crash by
accelerating to a ground speed much greater than the operator
recommended taxi speed. To respond to such incidents and
take appropriate control, it has been emphasized to include
humans when designing safe autonomous systems. For exam-
ple, the National Highway Traffic Safety Administration has
given such recommendations for self-driving vehicles. They
have also recommended for operator training and certification
for these applications [13]. Similarly, the Federal Aviation
Administration has recommended adding human interface for
UAV applications [14].

An SAS is a system that can operate autonomously under
some conditions, but may or may not require human inter-
vention in order to achieve its assigned goals. In general,
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FIGURE 1. The operator in HITL-based autonomous system.

an SAS is categorized as type I (SAS-I) and type II (SAS-II).
In SAS-I, planning process does not factor possible human
interventions [15]. In this type, human intervention is either
not needed or is unavailable and hence the system itself is
incapable of fully analyzing goal reachability. Examples of
SAS-I systems include Roomba vacuum cleaner and Curios-
ity Mars rover. SAS-I, being unable to reason about human
interventions, cannot guarantee that the system will remain
in a “live state” using the system’s planning and reasoning
capabilities. SAS of type II (SAS-II), on the other hand,
involves systems where the planning process includes knowl-
edge about possible human interventions for completing the
assigned tasks. Therefore, planning a SAS-II includes human
actions, and uncertainties in such interactions must be han-
dled in the model.

MDPs (Markov decision process) and POMDPs (partially
observable MDPs) are useful representative models to capture
such systems. Particularly for domains where (1) a human
operator may have superior abilities to observe or infer the
current state of the process (e.g. driving a car), (2) a human
operator may be able to perform actions that are not available
to the SAS (e.g., climb stairs), or (3) a human operator
may have a different level of competence in performing
certain actions (e.g., removing a stuck light bulb without
breaking it) [15]. There are several challenges associated
with modeling human actions in SAS-II systems, including
experience, context switching, activity time, and fatigue. Our
paper is an attempt to analyze HITL-based autonomous sys-
tems (of type II) where achieving application-specific mis-
sion objectives depends on different operator and work
environment based parameters. The need for an operator for
various applications is shown in Fig. 1.

B. THE PERFORMANCE OF A SEMI-AUTONOMOUS
SYSTEM

The performance of an HITL-based autonomous system
can be defined based on the type of assigned tasks and
the corresponding mission objectives. For instance, [16]
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defines task performance as the adjusted expected value
on the UAV routing task, accuracy on the automated pay-
load task, and throughput on the chat communication task.
Various factors such as task type, current workload, and
other environment variables may affect system performance.
In addition to environment variables, the performance of
an HITL-based autonomous system also depends on the
characteristics of the operator. There are many research
studies that analyze human characteristics and their impact
on task performance [16]-[18]. The operator performance
largely depends on operator attributes, work environment
parameters, and other system variables. Operator attributes
can be broadly categorized into two groups: long-term and
short-term characteristics. The long-term operator character-
istics include parameters such as age and experience. The
short-term operator characteristics include parameters such
as sleep schedule, base proficiency, and fatigue. The operator
intrinsic features such as introvert or extrovert also influence
the task performance [8]. In addition to operator characteris-
tics, work related factors, such as shift time, shift duration,
workload variations, and task variety, also influence the per-
formance of an operator.

Human operator modeling is very helpful in getting
insights into the system performance and maintaining a com-
petitive advantage for an enterprise. Modeling helps in under-
standing the bottlenecks in the system, developing tailored
motivational strategies, and recruiting suitable candidates to
meet system objectives. Further, input/output data of such
modeling can be mined to find unknown repeated behaviors
which can increase understanding of the operator’s action
in particular situations. The authors in [5] highlight several
such advantages of modeling an operator in HITL-based
autonomous systems. They posit that manual control exists
even in highly automatic intelligent systems, such as aircraft
and ground vehicles, and a skilled human operator can help
the system meet its desired proficiency. The authors in [19]
emphasize the need for a detailed understanding of the types
of HITL controls. They also highlight the need for techniques
to derive models of human behaviors and the importance of
determining how to incorporate human behavior models into
the formal methodology of feedback control.

Researchers have done physiological, biological, and
simulation-based studies for understanding factors that con-
tribute to better operator performance [18], [20], [21].
Although these studies are of extreme importance, typically
either they are too complex to be directly used by sys-
tem designers involving human-automation interaction or the
analysis in these studies does not consider environmental
aspects such as workload and application dependent aspects
such as mission objectives which are crucial in the analysis
of SAS.

Formal verification techniques have gained popularity
where systems are modeled and analyzed in a formal setting.
Formal verification is used to assess the correctness of a
design with respect to desired behaviors. Using such tech-
niques, one can mathematically analyze the space of possible

VOLUME 9, 2021

behaviors of a design, rather than focusing on computing
results for particular values [22]. Due to the rigor of the
formal framework, the verification achieves reliability of
results. That is, if a design meets the given specification, it is
guaranteed to be correct with respect the specification [23].
This is sometimes refers to as guaranteed contract
compliance [24].

There is a growing need for rigorous, formal techniques
to verify the correctness of systems with stochastic behavior
[25]. Probabilistic model checking (PMC) is one of the most
promising techniques to assess system design that exhibit
stochastic behavior. PMC has already been used in a variety
of systems to ascertain the correctness of a system with proba-
bilistic evolution, perform quantitative analysis, and provide
probabilistic guarantees. For instance, PMC has been used
to verify several properties in embedded devices that are
prone to failure, in communication networks where messages
sent across the networks may get lost, and in wireless proto-
cols such as Bluetooth and ZigBee where randomization is
used [26].

In PMC, system parameters are captured in states and state
transitions capture probabilistic as well as nondeterministic
system evolution. The system is modeled at a higher level
of abstraction that captures key parameters that influence the
desired system behavior. Modeling and analyzing a system
using such techniques offer many advantages such as:

« Since the system is represented by states and transitions
in a well-studied formal system (such as Markov chain
or Markov decision process), the system evolution can
be written unambiguously and implicit assumptions can
be articulated clearly.

o The inherent rigor in the formal methods provides a
better understanding of the component interactions.

« Since the specifications that need to be verified are writ-
ten in a formal language, usually some form of temporal
logic, application objectives can be defined formally.

« Once a system is captured and specifications are writ-
ten, the analysis can be carried out early on at the
design stage. Probabilistic guarantees can be obtained,
or input parameters may be tuned to obtain desired
system behavior.

The power of probabilistic model checking lies in the exhaus-
tive exploration of every possible state of the model. More-
over, a wide range of quantitative properties can be captured
and verified using these techniques. In contrast to non-formal
techniques (e.g. discrete-event simulation), which generate
approximate results by averaging from a large number of ran-
dom samples, probabilistic model checking employs numeri-
cal computation methods to calculate exact results [27]. Even
though formal methods have been successfully used to ana-
lyze a variety of systems and several flaws have been identi-
fied in various systems using these methods, they cannot fully
replace standard quality assurance techniques. Usually, they
are assumed to complement conventional methods in system
design.
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This paper presents a formal verification-based approach to
model and study the aspects of the human operator that moni-
tors SAS. Such models can help designers of semi-automated
systems to make predictions about system performance based
on operator features, work characteristics, and mission objec-
tives. The HITL-based autonomous system is inherently
stochastic which is influenced by external nondeterministic
events. Therefore, we use MDP to model such system and
employ PMC to analyze its behavior for given specifications.

Probabilistic extension of linear temporal logic (LTL) is
used to capture application-specific mission objectives. In
particular, given the following:

« Working environment parameters such as workload pat-
tern, task type, and work shift.

o Operator characteristics such as age, experience, task
proficiency, and personality traits.

« External parameters such as the number of tasks, time
per task, fatigue thresholds, break and policies.

A SAS designer can measure application-specific perfor-
mance of an operator based on:

o Mission type
« Mission objectives, and
« For a single or multiple optimization variables.

The model is implemented and verified using a well-known
probabilistic model checker (PRISM) [26]. PRISM uses
given property specifications to verify whether the system
meets the desired properties. The following are the key con-
tributions of this paper:

o The model can be adapted to capture scenarios in
a variety of applications where an operator helps a
semi-autonomous system by providing feedback on the
sensory output of the automated components.

« In addition to the task-based fatigue model of the oper-
ator, the system utilizes stochastic workload and task
type models to capture multiple working environments
as well as the relation between the operator’s intrinsic
characteristics with task types.

o The system also captures the effect of break policies
on the operator performance. PRISM solves MDP to
resolve nondeterminism in a way that optimizes desired
objectives.

« For two competing objectives, the model provides Pareto
optima that can be very helpful for a system designer.

o The efficacy of the proposed model is demonstrated
through a case study that carries out a detailed anal-
ysis for a variety of system parameters. The model is
compared with the existing state-of-art model in a UAV
scenario.

The rest of the paper is organized as follows. Section II
presents a brief background about operator modeling and fac-
tors influencing its performance. Section III discusses PMC
related details. Section I'V presents the details of the proposed
operator model. Section V demonstrates the usefulness of the
proposed model with the help of a case study. Finally, a brief
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discussion is presented in Section VI followed by concluding
remarks in Section VII.

Il. RELATED WORK

The research on human factors and their utilization to create
operator performance models is not new. Several studies,
especially in the military scenarios, have been conducted
after the Second World War [1]. Because of numerous
benefits, human operator modeling is done from various
research aspects, including computer science and engineer-
ing, psychology, computational biology, neuroscience, and
behavioral sciences [18]. The following presents a brief
background about human operators and factors influencing
application-specific task performance.

A simple conceptual model of operator and system consists
of three main stages. Operators take input from the sys-
tem/environment, process the input, and perform one or more
actions on the system based on the result of processing. Usu-
ally, human operators monitor visual or audio inputs from the
system, which are inevitably affected by some noise. An oper-
ator performance in these systems is modeled using the sig-
nal detection model, which uses parameters such as signal
detectability and operator bias [18]. These types of models
have been used for studying several research problems.

Operator performance depends on a variety of factors and
hence numerous research studies have concentrated on quan-
tifying the influence of key factors on operator performance.
One of the main factors that influence performance is oper-
ator experience. Hence, several research studies have been
carried out to understand the effect of experience gained
while training the operators. For instance, the authors in
[28] study the impact of three levels of trained operators
(control, video game player (VGP), and pilot) on eight cogni-
tive performance tasks related to unmanned flight platforms.
They find that pilots, who are the most experienced in the
flight tasks, significantly outperform the other two groups
on multi-attribute cognitive tasks. On the contrary, VGPs
outperform the other groups on the tasks (such as visual
target acquisition, identification, and tracking) where they
have more experience. On the landing tasks, VGPs and pilots
having equal experience show similar performance.

In addition to the experience gained in training, the age
of an operator also plays an important role in performing
cognitive tasks for human-automation interaction systems.
The effects of automation error types and age on automation
reliance are studied in [29]. Both young and old adults tend
to over-use available automated aids as long as they are reli-
able. The authors noticed that older users took more time to
adjust to the characteristics of automation. The authors in [30]
emphasize the importance of understanding the impact of
age on automation so that individuals are trained properly to
interact with complex systems. In general, the authors found
that younger adults (aged between 18 and 28) outperformed
older adults (aged between 65 to 75) on the tasks.

The workload is another key factor that influences an
operator’s performance [30]. Moreover, the load condition in
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an operator’s working environment varies and affects system
objectives. As [16] examines the effect of workload on the
performance of an operator and demonstrates that the opera-
tor’s accuracy is considerably influenced by workload. They
used a simulator developed by the Navy research lab, which
accurately simulates the supervisory control tasks usually
executed by UAV operators in a dynamic and unknown envi-
ronment. They studied the performance of 81 Navy trainee
pilots under different workloads. High workloads decreased
the performance of operators in automated payloads and
communications tasks. However, higher workloads improved
operator performance in UAV routing tasks.

The authors in [31] highlight the link between personality
variables with cognitive functions. In particular, [32] exam-
ines the effect of different task types on cognitive perfor-
mance. The authors consider updating tasks as those requir-
ing the capacity to maintain information in an active state and
integrate new information, set shifting tasks referring to the
ability to switch between different task goals, and inhibition
tasks as the ability to ignore superfluous information. It was
found that introverts overall perform better on set-shifting
tasks, whereas extroverts perform better on inhibition and
updating tasks.

In addition to the internal and work-related external param-
eters affecting an operator’s performance, another critical
parameter that heavily influences an operator is short breaks
after certain intervals. The alertness of an operator can be
increased via short activity breaks. Studies have shown that
operators involved in vigilance tasks get improved alertness
via short breaks in highly automated systems [33].

The aforementioned operator and system parameters are
very helpful in analyzing the performance of SAS. Sev-
eral techniques that utilize these parameters to analyze
system performance are needed. Formal verification meth-
ods have been successfully used for validating and evalu-
ating human-automation systems. Authors in [34] discuss
approaches for formal modeling of human-automation inter-
faces and verification of properties associated with the behav-
ior of the interfaces. Enhanced Operator Function Model
(EOFM), an operator task modeling language, is devised to
enable assessment of task analytic human behavior with for-
mal methods. The EOFM task models are seamlessly ported
into Symbolic Analysis Laboratory (SAL) language. These
models can be blended with other manually generated models
for a complete system model using asynchronous composi-
tion. The SAL’s Symbolic Model Checker is used to formally
verify specification properties.

PMC has been proven to be a promising candidate that can
be used to verify such systems via quantitative modeling of
human-automation interaction [8]. Moreover, temporal logic
based formal languages (such as LTL) are equipped with rich
temporal operators to capture fine system requirements [35].
PMC is used to find probabilities or expected rewards to ver-
ify whether the system meets the desired mission objectives.
The authors in [8] use PMC to verify system design and assess
its performance in a UAV mission. The system model utilizes
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insights from the literature related to operator characteristics.
The authors study human-automation interactions and syn-
thesize control protocols in a UAV mission.

Formal verification techniques are also used to verify sys-
tems where robots are managed remotely in a large wireless
sensor networks (WSNs) [9]. Remote operators control robot
movements and also help them in managing sensors. The
human operator and robot are modeled as DTMC and MDP
respectively. The authors analyze system performance for
operators under various workload, fatigue, and other WSN
constraints. The system uses operators to manage emergency
services in a smart city and is verified using PMC in [36].
The authors use DTMC to model an HITL-based emergency
management unit. They investigate response time and service
availability under various operator constraints (such as skill
level and workload) for various smart city areas. PMC is also
used to check the system model with Security Operations
Center (SOC) operators in [37]. The authors examine various
skilled operator performance under different workloads to
mitigate the security risk of critical services.

Although several attempts have been made to model oper-
ators in a semi-autonomous system, more generic, compre-
hensive, and extensible operator models that incorporate key
human characteristics are needed [8]. In addition to incor-
porating key operator characteristics, this paper attempts
to provide a framework to assess the performance of a
semi-autonomous system and evaluates the proposed opera-
tor model for a realistic scenario from the literature. The fol-
lowing are the salient features of our work that distinguishes
it from others:

1) The presented fatigue model penalizes the performance
of an operator incrementally based on the number of
tasks performed. Further, two separate thresholds are
used to capture the starting point when an operator
begins to fatigue and the highest point of maximum
fatigue after which the performance plateaus.

2) The workload model captures a dynamic workload
pattern that evolves probabilistically where an operator
may have low, medium, or high workload with proba-
bilistic updates depending upon the current load pattern
of the working environment.

3) The task update model is incorporated in a way where
an operator’s performance may be penalized based on
the associated cost due to switching to a different task.

4) In addition to incorporating several key parameters
(such as age, experience, personality traits, etc.) the
presented model captures the effect of breaks that may
influence an application’s objective positively as well
as negatively. Short breaks do result in increased pro-
ductivity but at the same time may cause a performance
hit for time-sensitive applications. With respect to var-
ious time off values, we have presented the effect of
four break policies on mission objectives in the UAV
application.

5) Our work presents the components of the system
in a modular way where various components such
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as operator, working environment, and external vari-
ables interact to optimize the mission-specific objective
function of an application. The system can be modified
for a variety of case studies where each of the modules
can be enhanced and its effect can be analyzed for a
particular application. Some areas where our work can
be used to assess the system’s performance are: smart
city emergency services [36], cybersecurity [37], and
wireless sensor and robot networks [9].

Ill. MODEL CHECKING PRELIMINARIES

Formal verification techniques have been widely used to
verify system designs in several applications. Model checking
is a well-known formal verification technique that has been
used as a validation technique in a variety of domains such as
communication networks [38] and Biology [39]. Verifying a
system using PMC mainly consists of:

« Creating an abstract representation of the system and its
probabilistic evolution in the form of a state-transition
diagram.

« Specifying the system properties that need to be verified
in the form of probabilistic extension of temporal logic
formulas.

« Exhaustively checking the state space of the model using
model checker to see if the model satisfies the properties
with a certain probability.

This section provides a brief background on probabilistic
model checking, a formal verification technique to verify
systems with stochastic behavior [40]. We first describe the
MDP, one of the several models to capture probabilistic as
well as nondeterministic system evolution. We then briefly
explain Linear Temporal Logic (LTL) which is used to cap-
ture system properties in a property specification language.
Finally, we introduce PRISM, a well-known probabilistic
model checker, that uses a system model (expressed as MDP)
and verifies it against given specifications (expressed in prob-
abilistic temporal logic).

A. MARKOV DECISION PROCESS

MDP is one of the widely known models that are used to cap-
ture system behavior in reactive systems. In an MDP, system
parameters are represented by the szates of the system and the
system evolution, triggered by an action chosen nondetermin-
istically from a set of available actions at a state, is captured
in discrete time via state transitions. If each state of the sys-
tem evolves entirely based on some probability distribution,
that is, there is at most one action available at each state,
the state transition model is called discrete time Markov chain
(DTMC). On the contrary, in an MDP a state may have more
than one available action. In this case, probabilistic transitions
based on an action’s probability distribution can be made only
after the action is chosen nondeterministically from a set of
available actions. Nondeterminism is often resolved with the
help of a scheduler (or controller) that chooses an action at a
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FIGURE 2. An example MDP.

state based on a policy. Resolving nondeterminism at every
state in an MDP transforms it into a DTMC.

Formally, an MDP is represented by a tuple M =
(S, s0,A, 8) where S represents the set of states, s represents
the starting state, A represents the set of all actions in the
system, and 6 : § X A x § — [0, 1] represents probability
distribution for every state s € S and a € Act(s) such
that ) o ¢8(s,a,s') = 1. Here Act(s) S A is the set of
enabled actions at state s. The task of a scheduler is to break
nondeterminism by choosing one of the possible actions from
Act(s). As mentioned above, for a DTMC Vs € S, Act(s) is a
singleton set.

Fig. 2 shows an example MDP with s as the starting state.
The rest of the parameters are as follows.

S = {s0, 51, 52, 53},

A = {ai1, a2, a3, aa, as, as},
3(s0, a1, s1) = 8(s0, a2, 52) = 1,
8(s2, as, so) = 0.7, 8(s2, az, s1) = 0.3,
3(s2, aq, 1) = 8(s2, aa, s3) = 0.5,
3(s1, as, s3) = 8(s3, ae, 53) = 1.

Here the sets of enabled actions are Act(sg) = {ai, ar},
Act(s1) = {as}, Act(s2) = {a3, aa}, and Act(s3) = {ag}. Note
that there is a nondeterministic choice between actions a3 and
ay at state so.

A path represents an execution of an MDP and is defined
as a finite or infinite sequence of alternating states and chosen
actions at that state. That is, if s; € S, a; € Act(s;), and
8(si, ai, six1) > 0 then the following represents an infinite
path starting at sq:

ag a a a3 ay
W=85) —> 8| —> 8§ —>853 —> 84 —> -

Path(s) and Pathy(s) represent the sets of all infinite and
finite paths starting at state s respectively. Let’s denote the

collection of all such paths from every state in S as Path and
Pathy. That is:

Path = |_] Path(s) and Pathy = |_] Pathy(s).
ses seS
Let d be a discrete probability distribution function over
a countable set A such that )", _,d(a) = 1. If Dist(A)
represents the set of distributions over A, a policy (or strategy)
o is defined as a function that, for a given path w € Pathy,
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yields a distribution from enabled actions in the last state in
w, Act(last(w)). That is,

o : Pathy — Dist(A)

For a ¢ Act(last(w), o (w)(a) = 0. For instance, consider
the following path:

ao ap az as
wW=50 —> 51 — 52 — 53 — 54
such that Act(last(w)) = Act(s4) = {as, ag}, then o breaks
nondeterminism in the set of possible actions at s4, that is,
between a4 and as. In other words, o on an MDP M results in
fully probabilistic DTMC M? . Probability space over infinite
path in an induced DTMC can be defined using the standard
concepts of measure and probability theory [41].

B. LINEAR TEMPORAL LOGIC (LTL)

Linear temporal logic (LTL) is an extension of classical
propositional logic where time, as the modality, is used
to reason about properties that are true in future states
along a path [42]. Temporal logic provides a powerful way
to capture a variety of qualitative properties in reactive
systems [43]-[45]. If p represents an atomic proposition from
the set of propositions AP, then the following grammar gen-
erates LTL formulas ¢ over AP.

¢ = truelp|—lo1 A 2|Xp|p1Up,

Here X and U are temporal operators representing ‘“‘next”’
and “until” respectively. Consider the tuple M = (N, [),
where I maps Natural numbers N to a set of propositions
from 247, An atomic proposition p € AP is true at a point
‘i’: (M, i) = pif and only if p € I(i). Now, the semantics of

each operator can be given as follows:

M,i) = —p < (M,i) Fe

M,i) E g1 Ay < (M,i) E¢rand (M, i) = ¢
M,i) =Xp < M,i+1)Eg

M,i) EpiUpy <= F=in(M,j) Epa A

Vk(i <k <j) = (M,k) = ¢

(
(
(
(

The semantics can be understood as follows. The formula
@ is not true in the model M at state i (—¢), the formulas ¢
and ¢, are true in M at state i (¢1 A ¢3), the formula ¢ is true
in the model M at the next state i + 1 (X¢), and the formula
@1 remains true in the model M from state i to state j — 1 until
the formula ¢, becomes true at state j (¢ Ug).

C. PRISM—PROBABILISTIC MODEL CHECKER

Probabilistic model checking is a formal verification tech-
nique that has been used to verify systems that exhibit proba-
bilistic behavior. PRISM is a well-known probabilistic model
checker that has been successfully applied to analyze a variety
of properties in several application domains [46]. PRISM sup-
ports a variety of probabilistic models, such as MDP, DTMC,
and CTMC, to capture system behavior. These models are
described in PRISM language where the system is often split
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into modules that can interact with each other. The overall
system is constructed as the parallel compositions of each
module. The properties that need to be verified are captured
using system specification language that incorporates the
probabilistic extension of temporal logic. The following are
few example properties (taken from [26]) in PRISM specifi-
cation language that can be verified by the probabilistic model
checker:

o P>=1 [F terminate]: The algorithm terminates in future
with probability 1.

o P=? [lterminate_p2 U terminate_p1]: The probability
that process 1 terminates before process 2.

e P>0.99 [F (request & (X ack))]: The probability that,
in future, a request is received followed by an immediate
acknowledgement is greater than 99%.

e Rmin=? [x!=4 U x=1]: Finding minimum expected
reward such that x # 4 in each state along the path until
x =1

Given the model of a system M and the corresponding sys-
tem specifications ¢, PRISM can be used to either compute
the probability with which M satisfies ¢ or the model can
be extended with reward structure to compute reward-based
properties.

IV. THE SYSTEM MODEL

Assuming that an operator working in an HITL-based system
is performing several tasks. We define T as a set of task types
or classes consisting of several application specific tasks such
as vigilance task (#,), visual detection task (¢7), and supervi-
sory control task (z.). Vigilance tasks represent the class of
those tasks that require detecting simple infrequent signals
over prolonged periods of time without rest. Visual detection
tasks are those which need visual identification and classi-
fication. Supervisory control tasks are those where a single
human operator oversees and intermittently interacts with
multiple autonomous systems. Consider a set of missions
Q = {my,mp,m3,...} where each m; is a task-dependent
mission defined by a mapping p such that each #; € T is
mapped to zero or more elements in €2, thatis, u : T +—
P(2). Here P(£2) represents the power set of 2.

To capture the performance of an HITL-based system,
we define the system as a tuple S = (M,,, M,, M,) where
M,, captures work related parameters (such as workload and
task types), M, represents the operator model (capturing oper-
ator’s characteristics), and M, captures external parameters
(such as break related updates in operator’s performance).
Each component of the system is described in the following
subsections.

A. WORKING ENVIRONMENT MODEL

In addition to the operator related parameters, the perfor-
mance of an operator also depends on work-related param-
eters. So we define a work model as a 3-tuple representing
shift-type wy, load update model M; and task update model
M;. That is, M,, = (ws, M;, M;). Here load and task update

102721



IEEE Access

S. Muhammad: Modeling Operator Performance in HITL Autonomous Systems

models are DTMCs that capture how workload and tasks
change in a working environment.

1) LOAD UPDATE MODEL

An operator’s workload condition either remains the same
during a short time span with probability p’ or changes to the
next state with probability p”. Workload conditions may go
to extreme (low to high or vice versa) with relatively smaller
probability p”’. If p}; represents the probability with which the
operator transits from one workload state i to another state j,
then we can write:

P (i=j=ay)or
(i # ) and (ay = j)
p’ (i=2)and (a, = 1) or
(i=),(Ge{1,3})and(a, =2)or
p¥;= (G =2)and (a, = 3) (1)
p"” (=3)and (a, = 1) or
(i#)), (i,je{l,3}) and (a,,=2) or
G =1)and (a, = 3)
(1=pH/2 (@(=2),Ge{l,3)and(a, =2)

Here (p' > p” > p”’) such that
|wl|
Vie{l,2,3}: Y pyj=1 2
j=1
where |wl| is the total number of workload states. In order
to avoid state space explosion, we have restricted |wl| to
three (low, medium, high) from five different grades (very
low, low, medium, high, and very high) suggested in [21].
To get the values of these probabilities, one could perform
statistical analysis based on past observations about the work-
load pattern in an application. For instance, [47] surveys such
methodologies for workload modeling. Similarly, the authors
in [48] use human subject data to estimate workload-related
transition and observation probabilities. The state transition
diagram corresponding to workload model M; is shown
in Fig. 3.

2) TASK UPDATE MODEL

The working environment of an operator may involve per-
forming different types of tasks. We capture the task update
model via a DTMC that represents the type of tasks assigned
to the operator. The task type #; may remain the same with
probability p; or may change with probability (1 —p;)/(n—1)
during an operation. Here n is the total number of possi-
ble task types. The corresponding task model M; is shown
in Fig. 4.

B. THE OPERATOR MODEL

The operator model M, is a 3-tuple that represents many
factors based on the operator’s characteristics (attributes) A,
operator’s intrinsic features F', and task types T that operator
performs. That is M, = (A, F, T). A is a 2-tuple represent-
ing operator’s long-term attributes A;; as well as short-term
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FIGURE 4. State transition diagram for task model M;.

attributes Ay,. That is, A = (Ay, Ag). Ay is a 2-tuple repre-
senting age a, and experience a,. That is, A;y = (ag, ae). Ay
is a 3-tuple representing sleep schedule ag, base proficiency
a, and fatigue Ar. That is, Ay, = (ay, a, Ar). Operator’s
intrinsic feature f; € F where F' = {fj;, fex} is a set of two
elements that represents whether the operator is introvert f;,
or extrovert fy.

1) FATIGUE MODEL

Operator’s fatigue Ay is captured as a function of discounts
corresponding to sleep schedule, shift type, and an integer
k € N that models the number of tasks performed by the oper-
ator. The integer k increments by one for each completed task.
The threshold t; measures the amount of work an operator
can perform without being fatigued, whereas tj, represents
the high threshold after which operator performance plateaus
by the discounted value §,. The fatigue discount due to the
number of tasks performed is captured as follows:

1 k<t

é k>
S =1 ° =t 3)
! 8 +(1_6p).(rh_k_l) otherwise

’ Th— T

That is, the operator does not get fatigued up to threshold
77, starts to get fatigued as k goes beyond t;, and reaches a
maximum fatigue state at high threshold ;. Now, the overall
discount factor due to fatigue can be given as:

Af = 85 - &5 - 8f “)
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where 855 and 8 are discounts applied on the operator based
on its sleep schedule a; and shift type w; respectively.

2) PROFICIENCY MODEL

Operator’s base proficiency is modeled as the probability of
accurately performing a task at k = 0 with low load condi-
tion (that is, o for a,,=1). Since proficiency decreases with
increasing workload conditions, the operator’s proficiency
for various workload conditions is given as:

o fora,, =1
Yw =1 am =] o), fora, =2 5
oap =8y -ap), fora, =3

where 8} and 8} represent the discount factors for medium
(ay = 2) and high (a,, = 3) workload conditions respec-
tively. Operator’s proficiency based on age (y,) and experi-
ence (y,) are discounted similarly.

1 a, =1 (young)

Ya= 18] as =2 (middle-aged) (6)
85 aq =3 (aged)

and

1 a. = 1 (untrained)
Ve = (Siz
85 a. =3 (trained)

a, = 2 (amateur) @)

Since different operators tend to perform differently on a
variety of tasks, this effect is captured by a discount y,, applied
as a compatibility based discount 8, between operator type
fi € F and current task type t; € T:

1 f; compatible with #;
Yo = . )]
8, otherwise

C. THE BREAK MODEL

One of the key design parameters that may influence operator
performance is short breaks. M, captures break as a tuple
(v», B, ¥) where y), represents break discount, B is break
duration, and ¥ represents break strategy. The operator may
take a break after working for a while. In particular, it may
take a break after t; which results in improved proficiency by
a factor given as follows:

0 u>k>1

(th—k) - (" = 1) ©))

Vb = .
otherwise

Th — T

That is, no break is taken when k < 7; as the operator is
not fatigued yet. At k > tj, breaks are no more helpful as the
operator is fully fatigued. Breaks are taken during these two
extreme levels of activities such that discount value gradually
decreases from its maximum value y;"**. Note that the fatigue
and break are captured in such a way that the proficiency
plateaus after some threshold. This ensures that the model is
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finite [8]. Now, the corresponding effective proficiency can
be calculated as:

Ap = min{Yy, Y - Ya - Ve Yo - (1 + ¥p)} (10)

Algorithm 1 The System M
1: procedure HITL_SYSTEM

> 1 (ﬁffalse
Init: s < 1L, k< 0,cwl < 1,ct <1 T (gftme

while rrue do > Continuously run for all epochs

2 Init:a < L,y < 0,pp, < 0.5
3

4

5: ifYy =1thena « L

6 ifYy =2thena <« T

7

8

9

if v = 3 then a < T with py,
a < 1 with (1 — pp)

if v = 4 then ¢ <—Nondet. > resolved by PMC

10: cwl < Mj(cwl) > DTMC based cw/ update
11: ct < M;(ct) > DTMC based ct update
12: s < T withp =f(Ar, Ap)

13: <~ Lwithp =1—f(Ar, Ap)

14: ifk <t,thenk <« k+1

15: if s = 1 then go to 5

16: Sync with application module

17: epoch < epoch + 1

18: if status(m € u(ct)) = finish then break

D. THE HITL SYSTEM

The system model comprising of environment, operator,
and break models, incorporates several internal and external
parameters to assess application objectives. The overall work-
ing of the system is shown in Algorithm 1. Based on a break
strategy ¥, the system chooses to take a break by setting the
value of a (lines 5-6). A break is taken with probability pp
for stochastic break strategy (lines 7-8) but in the case of
nondeterministic strategy (line 9) PMC solves the following
Bellman’s equation [49]:

Vi(s) = max{r(s,a) +y Zp(s/ |'s,ap*(shy (1D
¢ s'eS

Here v* is the optimal value of the reward r at state s for
action a and S represents the set of all states in the MDP. y
is the discount on future rewards and p(s’ | s, a) represents
the probability of moving to state s’ from state s by taking
action a. PMC can use value (or policy) iteration to solve this
equation where v* is computed iteratively until it converges.

Now the optimal policy can be calculated as:

7*(s) = arg max{r(s,a) + y Zp(s/ | s, a)v*(s)} (12)

s'eS

That is, the action is chosen that maximizes the reward.
The current workload cwl! and task type ct are updated
based on their corresponding DTMCs M; and M; respec-
tively (lines 10-11). These parameters serve as the input in
finding the operator performance as a function of A, and

102723



IEEE Access

S. Muhammad: Modeling Operator Performance in HITL Autonomous Systems
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HITL-based
autonomous
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Output Pareto
parameters analysis

~ Single
objective
optimization

External
(break)

FIGURE 5. The HITL-based autonomous system.

TABLE 1. Symbols and their values.

[ Symbol | Meaning [ Value range |
Ag, Qe Operator’s age/experience {1,2,3}
Aw Current workload condition {1,2,3}
fi Operator’s type (introvert/extrovert) {0,1}
oy, am,ap | Accuracy at low, med, high workload (0-1]
0:",0%,6¢ Discount for workload/age/experience | (0-1]

Oy Operator’s fatigue discount (0-1]
Yws Ya, Ve Prof. discounts for workload/age/exp. (0-1]
Yo Task-based discount for operator type [0-1]
as Operator’s sleep schedule {0,1}
o, o, p" Prob. of changed workload [0-1]
t; Type of the task {1,--- ,n}
Ws Shift type {0,1,2}
05,085 Discount for shift/sleep schedule (0-1]
L, Th Low/High fatigue threshold N

Op 05 for k > 1, where plateau occurs (0-1)
Yo Increment factor due to break [0-1)

k Number of completed tasks N

B Break duration N

Ay (lines 12-13). The parameter k maintains the number of
tasks performed until it plateaus at tj; (line 14). In case the
operator didn’t get expected results (s set to false), the algo-
rithm starts over (line 15). Otherwise algorithm syncs with
the application module in trying to achieve mission objec-
tives (line 16-18). The overall system composed of various
components is shown in Fig. 5 and the list of symbols used in
the model is summarized in Table 1.

V. CASE STUDY: OPERATOR MANAGING A

SEMI-AUTONOMOUS UNMANNED AERIAL VEHICLE (UAV)
To study the applicability of the proposed model in a HITL
system, we consider a scenario given in [8] where a remotely
managed UAV is sent for a surveillance mission. The surveil-
lance area comprises of six waypoints (w; to wg) where each
waypoint has eight angle points (a; to ag), which UAVs use
to enter or exit. Road network is discretized into nine road
points (7 to r9). The corresponding UAV road network with
the given waypoints, angle points, and road points are shown
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FIGURE 6. UAV flying zones for a mission (adapted from [8]).

in Fig. 6. Here ROZs represent the zones where UAVs may
get detected by an adversary. We have uploaded the PRISM
code of this scenario as an open source in [50].

The operator primarily performs the task of maneuver-
ing sensor controls to capture good quality images in any
of the waypoints. If the quality of the image is not good,
the operator may instruct the UAV to perform several loiters
at each waypoint. Some waypoints (w2, ws, and wg) are
also called checkpoints where the operator may impact the
selection of road points directly. For the human-automation
system given in Fig. 6 the system consists of an operator
with a varying number of input parameters and an environ-
ment in which the operator is performing a set of mission
objectives for various break policies. In particular, the per-
formance of an HITL-based UAV system is based on the
following:

1) Operator Profile comprises of parameters related to
age, experience, operator type, sleep pattern, and the cor-
responding discount factors. Operator performance is also
affected by workload conditions under various task types. The
operator’s age and task type also help define the threshold
when an operator starts to fatigue. In summary, an operator
performance is captured by a tuple P, = (V,, Ve, fi, as, Yw)-

2) Work Profile depends on various parameters related to
company profile as well as task profile. In particular, work
profile is a tuple Py, = (tcpv, Ws, M, M;) where t.,, € T is
cognitive task that involves psychomotor and visual skills; M;
and M; are modeled as depicted in Figs. 3 and 4 respectively.

3) For the task #.,,, we consider a set of missions given
by u(tepy) = {my, mp, my} where m; represents UAV cover-
ing all six waypoints, m, represents UAV covering specific
waypoints wo, ws and we, and m3 represents UAV covering
arbitrarily chosen waypoints wq, wo and wg.

4) The main objective corresponding to the UAV missions
is to complete the given mission in minimum time. Further,
we consider another objective, that is, to minimize the number
of ROZ visits. These mission objectives are in line with the
ones given in [8].
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5) We consider various break policies as external parame-
ters that influence system performance. In particular, we con-
sider fixed, stochastic, and nondeterministic break policies in
this case study.

In the following subsections, we investigate how various
operator, workload, and other related parameters influence
UAV mission performance. We consider the operator pre-
sented in Feng’s model [8] as the base model (referred to as
FM) and use similar parameter values, wherever applicable,
for comparison purposes. In general, for a particular appli-
cation, the values of the corresponding parameters can be
calculated from statistical analysis based on past experiences
in that domain.

A. EFFECT OF INTERNAL AND EXTERNAL PARAMETERS
We study the effect of several operator and environment
parameters on the mission goals of the application.

1) FATIGUE MODEL

The way fatigue is modeled affects the performance results
of an operator. For instance, an operator fatigues differently
on different types of work. Further, the model should capture
fatigues based on the number of tasks performed. In par-
ticular, FM models operator fatigue as a step function, that
is, fatigue jumps from O to high after a certain threshold.
Our model, on the other hand, gradually increases the fatigue
factor from low threshold ; to high threshold 7, and plateaus
thereafter.

We have used different operator’s fatigue thresholds (z;,
T3,) to capture different operator-task related fatigue patterns.
In particular, we have used three fatigue patterns correspond-
ing to different types of operator-task interactions: 77 where
fatigue starts immediately but reaches to high threshold fast
(0, 5); T> where fatigue starts immediately but increases at a
slow pace (0, 10); and T3 where fatigue starts after a certain
amount of tasks but reaches maximum slowly (5, 10).

To demonstrate the effect of operator-task interaction and
how it affects the fatigue model, we examine the mission
completion time for different fatigue discounts as well as
fatigue patterns for mission m;. We compare the proposed
fatigue discount model with FM. The corresponding reward
structure used is:

R{“time” }min =F Status(m;) = finish]

where m; is the i mission, F is temporal operator for “future’,
and finish is a predicate that is true when certain mission
variables become true. “time” is defined as:

rewards "time"

[wait] true: 10;
[fly] true: 60;
endrewards

That is, loiter takes 10 time units and flying a road seg-
ment takes 60 time units. These time units may be adjusted
for an application based on real-time values in minutes or
seconds. The resulting plot for mission completion time is
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FIGURE 7. Mission completion time for various max. fatigue discount 5p
with ap=0.5, 0y=0.9.

shown in Fig. 7. It can be observed from the figure that the
results obtained using FM for 77 and 7, are exactly the same
since the fatigue discount function in FM suddenly reaches
its high value at ;. However, as mentioned earlier fatigue
should affect an operator gradually. Further, different task
types also affect an operator in different ways. For example,
a task that needs lesser operator attention may fatigue an
operator less than the task that is highly demanding. There-
fore, less fatigue-prone tasks should help in faster mission
completion. This reduced mission completion time can be
observed in the figure for both fatigue patterns 77 and 75.
FM also demonstrates this effect for 73 where 7; starts at 5.
Finally, the figure shows that these effects are minimal at
lower fatigue discount (higher §,, values) as expected.

In the above analysis, we assumed that there is no limita-
tion on mission completion time. However, not all applica-
tions are the same. Some of them require a quick and correct
response from the operators. So, there is a limitation on the
maximum time an operator has for mission completion. For
this reason, we calculate the probability of mission comple-
tion for the three aforementioned missions m, my, and ms.
The reward structure used for calculating the probability of
mission completion is as follows:

Pmax =?F <= T Status(m;) = finish)

The resulting plot for the probability of mission completion
is shown in Fig. 8. The results show that modeling fatigue
correctly not only captures mission objectives more realisti-
cally but also captures the influence of mission type on the
mission objective. Further, the effect of the fatigue model
on the probability of mission completion is more prominent
when the mission is exhaustive (such as m).

2) WORKLOAD PATTERN

The load condition in which an operator is working influences
the overall performance of the system. Besides, the load
condition is generally not fixed but changes stochastically
between different states. For instance, even under a predomi-
nantly low load environment, an operator may observe fleet-
ing medium or high load patterns. We capture load patterns
in such realistic environments by a DTMC M. In these envi-
ronments, one is interested in calculating the time an opera-
tor takes to complete a mission on varying load conditions.
We calculate mission completion time for two types of mis-
sion: intensive (m1) and light (mm3), under three different load
patterns: predominantly light, medium, and heavy. Workload
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FIGURE 9. Mission completion time for various load patterns with
3p=0.5. 1/=5, 7,=20 for m; and ;=10 for m;.

states are updated with probabilities p'=0.7, p”=0.25, and
p""=0.05. The values of these probabilities are chosen based
on existing studies such as [51]. Statistical analysis can be
carried out on the load pattern in a specific working environ-
ment to obtain more precise values of these probabilities. The
results are plotted in Fig. 9.

The figure shows that FM captures the working environ-
ment where the load pattern is medium. Our model approx-
imates similar behavior for medium load patterns. However,
our model captures the effect of high and low load patterns as
well. Moreover, the figure shows that in addition to the load
pattern, mission type also influences mission objectives as the
effect of load pattern is more dominant for the high-intensity
mission (my).

3) TRAINING AND AGE EFFECT

As discussed in Section II, training and age influence the
performance of an operator. Further, mission objectives also
play important role in determining the impact of the oper-
ator’s parameters on its performance. To demonstrate the
performance variations, we consider three types of operators:
(1) FM, (2) young and untrained (YNE), and (3) aged and
trained (OE). The operator is performing ., task with M,
and M; update models. We consider three aforementioned
missions, mp, mp and mj3, and calculate minimum mission
completion time. In order to compare the effect of age and
training with the base model FM, we use the same parameters
and examine how mission completion time is affected with
varying values of fatigue discounts dy.

The resulting plot for varying fatigue values is shown
in Fig. 10. It can be seen that FM ignores the effect of operator
related parameters since it does not cater age and experience
factors. This is true for those applications where the fatigue
factor is minimal with respect to age and experience. This
can be seen in the figure as all the three operators show
similar performance at high discounts values (§y = 0.9).
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FIGURE 10. Mission completion time for three missions with varying
fatigue discounts.
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FIGURE 11. Operator-task effect on mission completion time for m; with
ap=0.5, ;=0.9, 7;=5, 7,=20.

On the other hand, the performance of a realistic operator
deteriorates with low values of fatigue discount, specially for
intensive missions such as m;.

4) EFFECT OF PERSONALITY TRAITS ON COGNITIVE
FUNCTION

The proposed model allows a designer to compute mis-
sion objectives for operators with different personality traits.
To examine this effect, we have considered operator-work
relation to be matching (such as introverts working on set
shifting tasks [32]) or mismatching. In case of a mismatch,
we consider the discount factor y, described in Section IV
to capture its effect on the mission objective. Fig. 11 shows
mission completion time for intensive mission m; at four
values of discount factors. From the figure, we can deduce
that the effect of extreme operator-work incompatibility may
impose severe constraints for mission completion time at
low values of 8,,. For mission-critical applications with strict
timing requirements, this additional constraint may render the
application impractical.

B. BREAK POLICIES

Breaks help reduce workload by distributing the tasks in
prolonged activity periods. In this section, we demonstrate
how the proposed model can be used to scrutinize various
break policies and their impact on mission objectives.

1) DETERMINISTIC BREAK POLICY

We consider a scenario where operators take mandatory
breaks of fixed duration ($=30) in their working environ-
ment. Depending upon the types of the operator as well
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FIGURE 12. Probability of mission completion for break discounts.

as how the break time is utilized, it may impact operator
performance in a different way. Therefore, we consider three
discount factors (y,f’, 748 y,f) each capturing the impact of
the time off. The high-impact break captures the situation
where the operator gets maximum relaxation from the break
and is modeled by resetting the value of k to 1. Similarly,
medium-impact and low-impact breaks reset the value of k
to 7; and (t; + 71,)/2 respectively. With these values of break
discounts, we plot the effect of applying deterministic break
policy in Fig. 12.

The figure plots the probability of success for missions
mq, my and m3 at three different maximum allowed mission
completion times 7 = 100, 200, 300. It is clear from the
figure that breaks improve the probability of mission success
in all cases. The influence of time off is more prominent in
the high-intensity mission (). However, for a low-intensity
mission (m3), breaks impact mission completion for low
threshold values of mission completion time. When time
constraints are relaxed for less-intensity missions, it makes
little difference whether a break is taken. It can be seen in the
figure for mz at T = 300.

Although deterministic break policy increases the proba-
bility of mission success, the duration of break also influ-
ences mission completion time. On one hand, a short hiatus
improves operator performance by reducing the fatigue level
thereby increasing the probability of successfully completing
the mission. However, the duration of the break may nega-
tively impact mission completion in time-sensitive applica-
tions. To examine this effect, we plot mission completion
time for various break duration f as shown in Fig. 13. The
figure shows that short break duration (8=20) results in
completing the mission faster than when no break is taken.
However, depending upon the type of mission, prolonged
break duration may negatively impact its completion. This is
evident from the figure as m is more negatively affected than
m3 at =60.

In addition to a deterministic break policy, where either
there is no break in the working environment or a manda-
tory break of fixed duration is taken, the next subsection
studies additional break policies and their impact on mission
completion.
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FIGURE 14. Mission completion time for different break policies at
maximum break discount.

2) NONDETERMINISTIC BREAK POLICY
This subsection considers two additional break policies
deciding whether a break should be taken based on DTMC
and MDP model. The DTMC-based break policy makes a
probabilistic choice whether break needs to be taken, whereas
the MDP-based policy models break choices nondetermin-
istically. Fig. 14 compares four different break policies for
a range of S values when the benefit of break is high (ylf’).
With small values of 8, the benefit of deterministic policy
(that is, reduced fatigue resulting in faster mission com-
pletion) outweighs the cost incurred due to break duration.
The figure shows that MDP resolves nondeterministic break
choices much better than both aggressive choices (no break,
deterministic) as well as probabilistic break choice (DTMC).

To examine the effect of break policies where the benefit of
break discount is low (yé), we plot mission completion time
in Fig 15. In the case where breaks do not offer high ben-
efits (ybl), all deterministic and probabilistic break policies
result in high mission completion time except when g is very
low. However, MDP-based break policy intelligently resolves
nondeterminism and takes breaks appropriately to optimize
mission objectives. After the value of B reaches a certain
threshold, MDP eventually chooses to switch to a no-break
policy (in this case, at 8 threshold value of 70).

So far we have evaluated the effect of break policies for
different values of break discounts. However, depending upon
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FIGURE 15. Mission completion time for different break policies at
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FIGURE 16. Mission completion time for different break discounts in
MDP policy.

the type of mission, break discounts may have a different
influence on mission objectives. For the MDP-based break
policy, we can examine how the mission type is affecting the
threshold for 8 after which break discount has no effect on the
mission objective. The results obtained using the proposed
model are shown in Fig. 16.

C. MISSION OBJECTIVES

The aforementioned analysis focuses on key objectives such
as mission completion time and the probability of mis-
sion completion. However, the proposed model allows a
designer to analyze other application-specific objectives as
well. Moreover, compound objectives where more than one
mission variable needs to be optimized can also be analyzed.
The following subsection explains these points.

1) ROZ AVOIDANCE

Often a UAV mission demands that certain paths are avoided
due to operation-related risks. In such missions, the objective
is to visit a minimum number of ROZs rather than minimizing
mission completion time. Therefore, we compute the min-
imum number of ROZ visits using the proposed model for
operators FM, YNE, and OE. The obtained results are plotted
in Fig. 17 for missions mp, my, and m3. The corresponding
reward structure used is as follows:

R{*“ROZ”}min =7[C <= T]

It can be seen from the figure that the proposed model
captures mission-specific objectives in terms of three valu-
able system parameters: 1) mission type, 2) operator type,
and 3) the time duration in which these parameters have a
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meaningful effect on minimum ROZ avoidance. For instance,
in mission m3, the operator type becomes irrelevant after
700 time units if ROZ visits need to be minimized. A sys-
tem designer can use these insights to select a proper
operator for a given mission and time duration to achieve
application-specific mission objectives.

2) PARETO CURVES FOR TWO MISSION OBJECTIVES

There are situations when more than one mission objective
needs to be optimized. Here we use mission m| and consider
multiobjective optimization with two competing objectives,
that is, minimize the time to complete the mission and reduce
the number of ROZ visits, for various fatigue and proficiency
related parameters. This results in Pareto optimum, that is,
a pair (x1, x2) of optimal values for two competing objectives
obj and obj, such that any value x; (or x3) can not be further
optimized without compromising the other x» (or x1). The
set of all such Pareto optima, called Pareto curve, are plotted
in Fig. 18. The corresponding reward structure used for this
purpose is as follows:

multi(R{*time” }min =?[C], R{**ROZ "’ }min =2[C])

Since the Pareto curve represents the optimal pair of values
for the two objectives, taking the upward closure represents
the area in which any pair of values is suboptimal and hence
achievable.

The figure shows how the Pareto curve mostly shifts to
the right implying increased mission completion time when
we compare it with the base model (FM). The curve shifts
left initially when we apply our fatigue model. The curve
shifts to the right when the operator’s specific parameters
(age/experience) are taken into account as well as when
work environment (workload and work type) models are
used. Finally, the break model shifts the curve significantly
to the left for a nondeterministic break policy with a dis-
count value of ylf‘. These results can be very helpful where
a semi-autonomous system designer can select appropriate
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Pareto optima according to given application constraints. For
example, an impossible constrained multiobjective mission
such as m; with the given constraints (#ROZ visits<2 and
completion time<2000) can be achieved by choosing nonde-
terministic break policy.

VI. DISCUSSION

Considering the operator and environment parameters
and constraints inherent in the system, designing a
semi-autonomous system involves employing numerous sce-
narios to assess whether a system meets the desired objec-
tives for various types of missions. The analysis of realistic
scenarios can be carried out at the design phase before the
actual deployment of the system. With the help of PMC,
one can assess the behavior of such systems and perform
various analyses for a variety of design parameters at an
early stage. The presented work models an operator in a
semi-autonomous system and provides a framework to assess
various application-specific missions. The proposed model
can be used for studying various operator characteristics,
environmental configurations, and mission objectives. The
operator work interaction and its impact on domain-specific
missions in practical scenarios evolve. The proposed model
can be adapted to analyse desired objectives for known as
well as hypothetical future operator-work interactions.

To demonstrate the usefulness of the proposed approach,
we have considered a semi-autonomous system consisting
of a remotely operated UAV with certain mission objectives.
With the help of the proposed methodology, we have assessed
key mission objectives for several system parameters. Some
of the key design questions we addressed are:

o What is the mission completion time in an application
with various fatigue constraints.

« What is the probability that a certain mission can be
completed in a given amount of time.

« How do the workload and task type affect mission com-
pletion time.

« Which break policy can optimize mission objectives.

« What are the possible optimal values where two compet-
ing objectives are optimized simultaneously.

Although the presented work incorporates key operator
and working environment characteristics that can be used to
assess scenarios in a variety of applications, several chal-
lenges remain. Below we discuss the important issues one
should consider related to the applicability of our model.

1) Applicability of the model: We have presented a
detailed case study to illustrate the applicability of
our model. We posit that the model can be adapted
for many applications where an operator helps a
semi-autonomous system by providing feedback on the
sensory output of the automated components. In such
applications, the presented model can be used to assess
various mission objectives. We have designed the
operator-automation interaction in a modular fashion,
where the operator interacts with the sensory output of
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2)

3)

4)

the automation by module synchronization. In this way,
from the application side, the domain-specific details
may be updated separately without affecting the over-
all system behavior. Similarly, from the operator side,
the parameters affecting the operator performance may
be modified, without any changes in the application
logic.

There have been several studies in the literature
that rely on such human-automation interaction. The
authors in [52] survey HITL-based autonomous sys-
tems for infrastructure visual inspection and provide
various levels of automation from level 1 (total human
control) to level 8 (no human control). The sur-
vey shows that in such an application, most of the
human-automation interaction is carried out by an oper-
ator providing feedback to the sensory output of the
automation, as captured by the example scenario in
this research work. However, our work is not directly
applicable with trivial changes for those applications
where human-automation interaction is intricate and
can not be modularized in this way.

Domain-specific parameter values: To make our model
applicable in various domains, the probabilities of
discount parameters used in the model should be
known. Various domain-specific studies have been car-
ried out where one can obtain specific discount values
for a particular domain in consideration. For exam-
ple, [53] provides various insightful values for human
fatigue-related parameters in the marine industry. The
proposed model relies on such values/scores and the
relevant domain knowledge to assess a given system.
Precision in result: Like other models, our results do
not represent an ultimate precision. Rather, they serve
as a guiding point for the system designer. More-
over, if operator parameters, working environment
dependencies, mission definition, or objectives have
changed, the proposed model can be used to assess their
impact on the overall system with the new configura-
tions.

Granularity of abstraction: When modeling such a
wide-scope system it is important to tune the granu-
larity of the abstraction so that each component of the
system is captured at the desired level while abstract-
ing away all the unnecessary details. This is essen-
tial not only to keep the focus on the analysis of the
desired objectives but also to circumvent state-space
explosion, a well-known problem in model checking.
Many existing research studies analyze human fatigue
at a detailed behavioral, physiological, and biological
level. Although these results are of extreme impor-
tance, typically they are not directly used at the system
level by managers working in HITL-based autonomous
facilities. Our approach benefits from such research
studies and facilitates a system designer to examine the
overall system at a higher level of abstraction. However,
the system designer needs to have sufficient domain
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knowledge to understand the environment parameters
where an operator is interacting with the automation.
Itis expected from a system designer to have situational
and domain knowledge to effectively assess the produc-
tivity of the organization.

Deciding the right level of abstraction is an important
design issue. The granularity of abstraction is the key
that makes it possible to perform model checking in
large and complex systems. The abstract model can
be constructed directly from the high-level description
of the system, even before the concrete model of the
system is available.

5) Application-specific fine-tuning: The model does not
capture a comprehensive set of application-specific
fine-tuned parameters as it needs to maintain a certain
level of abstraction to avoid the state space explosion
problem in model checking. More expressive models
may be needed in specific situations where an exhaus-
tive set of system parameters are necessary to capture
system evolution.

VII. CONCLUSION

We have presented a PMC-based approach to verify an HITL
system for given specifications. Various components of the
system, such as workload, task type, and operator charac-
teristics are captured and their impact on given objectives is
examined. The model also captures the effect of short breaks
and the impact of associated policy on the missions. With the
help of a detailed case study, we have presented how several
critical parameters can help a designer assess whether the sys-
tem would be able to meet the desired objectives with several
constraints. With the help of Pareto curves, we have identified
multi-objective optimization regions. We posit that, for a spe-
cific application scenario, the presented analysis could pro-
vide better understanding of human-automation interaction
and guide an HITL-based system designer towards achieving
optimal mission objectives.
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