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ABSTRACT The large popularity of services offered by cloud computing (CC) requires constant expansion
of its physical infrastructure. At the same time, CC operators apply various mechanisms that enable the
existing physical resources to be optimally used. Useful tools in the design and optimization process are
analytical and simulation models. They allow information about the operation of CC to be obtained without
the need to make changes to the physical infrastructure. This article presents and discusses a multiservice,
multiparameter model of a CC physical infrastructure that provides services of the infrastructure-as-a-service
(IaaS) type. In the proposed model, the following four elements are used to specify network settings and
describe the demands necessary to activate a virtual machine: the number of processors, the capacity of RAM,
the HDD capacity, and the required network bitrate. Such an approach gives the opportunity to describe
accurately the use of resources in real servers. To verify and validate the proposed model, we developed
and implemented a simulator of the physical infrastructure of CC. The results of the simulations confirm
the validity of all the theoretical assumptions adopted in the model. The proposed model can also serve as
a tool, in the form of an appropriate application, for determining the resources that are necessary to service
calls at the required loss level.

INDEX TERMS Cloud computing, IaaS, modeling.

I. INTRODUCTION
The present-day telecommunications market is usually
viewed in terms of requirements approaches and types of
requirements specific for users of mobile devices. Indeed, it is
the area of wireless access networks in which we observe
enormous progress. 4G and 5G mobile networks are fully
automated broadband networks that provide voice transmis-
sion and transmission of any possible data to their users.
The ever-decreasing prices of devices and data transmission
make it easier and cheaper for users of mobile networks to
transmit large amounts of data. Currently, IP traffic accounts
for the most significant part of Internet traffic and is about
38 exabytes per month, and it is expected that in 2025 this
traffic will increase to as much as 160 exabytes (1018) per
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month [1]. However, access networks constitute only a frag-
ment of the whole system of user support. This service would
not be possible without appropriate efficient backbone net-
works and adequate purpose-made high-performance servers
that can handle demands. To simplify the management of
service processes, servers are typically grouped into large
data centers. The largest content delivery networks can be
composed of thousands of servers [2], [3]. They make it pos-
sible to provide services to end users of any type of network,
from instant messaging to social media, and entertainment
(online gaming, VoD), to online banking. To simplify the
access to physical resources of data centers, the resources are
made available in the form of cloud computing instances [4].
The emergence of cloud computing has revolutionized the
speed of access to servers. Initially, web-based services were
associated exclusively with data storage and access to data
from any place in the world. Now, it is a source of physical
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resources that makes the execution of any task possible.
Thanks to a wide range of offered services, cloud-based
services are available for both large service operators and
individual users interested in their own servers or in memory
capacity for storing their own data.

Access to resources of cloud computing can be executed
according to three definitions of service [4]:
• Infrastructure as a service (IaaS). This service is accom-
plished in the form of virtual machines (VMs) that are
fully controllable by the user (e.g., it is the user who
decides on the installed software).

• Platform as a service (PaaS). Within this group of ser-
vices, the user obtains access to selected groups of soft-
ware that constitute a programming platform. Such a
platform allows the user to execute and perform any
work to achieve the user’s objectives. A good example
of this type of service is access to programming environ-
ments that allow applications to be created, developed,
and tested. Most frequently, this type of service is exe-
cuted (and handled) via a WWW interface.

• Software as a service (SaaS). These services are based
on the distribution of software packages. Amanufacturer
of software makes its programs available without the
necessity to download and install them on the user’s
device. As a result, all maintenance issues, upgrading,
or technical assistance for a given application are left to
the service provider.

Effective and efficient management of cloud computing
requires solutions to a great number of problems related to the
maintenance and efficiency of the hardware infrastructure.
Access to resources is one of these problems. Operators
should make sure that the physical servers that they have at
their disposal can effectively manage successive demands,
e.g., requests for the creation of VMs on a dedicated sys-
tem within the scope of IaaS services. Another problem is
power consumption and heat abstraction of the heat produced
during the time the servers are on. The significance of the
problem is proved by available data: In 2018, the electrical
energy consumed by data centers was about 1% of the world’s
total electrical energy consumption. This estimated number
is the equivalent of the energy consumption of 17 million
households in the United States [5]. To reach the optimum
use of physical resources (which, consequently, may lead
to a significant curtailment of energy consumption), several
algorithms for the occupancy of physical resources have been
developed. These algorithms often lead to the equalization
of server loads. Good examples of such algorithms are the
following: OLB (opportunistic load balancing), RR (round
robin), and CLBDM (central load balancing decision
model), randomized, compare and balance, and based random
sampling [6]–[8].

A. RELATED WORKS
To analyze cloud systems, analytical or simulationmodels are
used. An important source of information is also provided by
measurements in existing CC systems. Measurements make

it possible to monitor the performance of systems, while the
data obtained as a result of the measurements allow appro-
priate and relevant analytical and simulation models to be
verified. The unquestionable advantage of analytical and sim-
ulation models is the short execution time and relatively low
costs of obtaining data. The literature on the subject doesn’t
abound with numerous publications that deal with the model-
ing of the infrastructure of cloud computing. Analytical mod-
els that deal with IaaS services are in preponderance. In [9],
the authors present an analytical model of an IaaS infras-
tructure in which demands for the activation of new VMs
differ in the number of processors. This model is based on
a hierarchical analysis of birth-death processes. The accom-
panying assumption is that all servers are identical. [10] pro-
poses a model that takes advantage of the stochastic reward
net (SRN) concept [11]. Since the base model was not scal-
able, it was extended to include two approximations that used
computational methods: folding [12] and fixed-point method-
ology [13]. The model offers the possibility of evaluating and
determining the use of resources and the energy consumption.
[16] proposes a method for a decomposition of the system
into subsystems (a hierarchical architecture is adopted), for
which loss probabilities are determined. Then, on the basis of
the fixed-point methodology, the final result is determined,
i.e., the total losses in the system. In turn, [14], [15] propose
models of a mobile edge cloud. Both models are based on
an analysis of the birth-death processes that occur in the
system. It should be noted that the models using process
analysis of the system are associated with the solution of a
system of linear equations. The number of these equations
depends, among other things, on the system capacity. Hence,
the use of this type of models without certain simplifica-
tions is ineffective in the case of systems with a very large
capacity. In [17], the concept of an analytical model of a
cloud infrastructure based on Erlang’s ideal grading [18], [19]
was proposed. The problems of energy consumption in cloud
computing were addressed, among others, in [20], [21],
and [22]. The literature also includes simulation models of
cloud computing, e.g., CLoudSim [23] and GreenCloud [24].

B. RESEARCH CONTRIBUTION
The main achievements of this article are as follows:
• An approximate multi-service model of the physical
infrastructure of cloud computing is proposed. In the
proposed model, the resources of cloud computing and
the parameters of VMs are described by the following
four parameters: the number of processors, the capacity
of RAM, the capacity of the hard disk, and the bitrate.
The assumption in the model is that activated VMs
can be divided into different classes depending on the
demanded resources. To the best of our knowledge,
this is the first multi-service analytical model of cloud
computing that concurrently takes into consideration the
demands of a call for the following resources: a suitable
number of processors, an appropriate size of RAM, suit-
able capacity of the hard disk, and an appropriate bitrate.
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• For the construction of the proposed cloud model,
the followingmulti-servicemodels were used: themodel
of multi-service full-availability resources, the model of
multi-service resources with limited availability, and the
fixed-point methodology.

• For the verification and validation of the model, a simu-
lator of cloud computing, developed and implemented
by the authors, was used. The simulator uses the
event-scheduling simulation methodology.

• With the help of the proposed model, it is possible to
determine the blocking probability, i.e., the probability
of not being able to activate new VMs. The accuracy of
the model does not depend on the number of physical
machines (servers).

The remaining part of the article is structured as follows.
Section II presents the considered structure of cloud com-
puting. Section III discusses the basic multiservice models
of resources in telecommunications and computer systems.
Then, in Section IV, an analytical model of the physical
infrastructure of cloud computing is proposed. Section V
presents sample results of the analytical modeling of several
selected cloud systems, which are then compared with the rel-
evant results of digital simulation. Finally, Section VI briefly
summarizes the article.

II. PHYSICAL INFRASTRUCTURE OF CLOUD COMPUTING
The idea of servicing new VM requests is briefly presented in
the diagram shown in Fig. 1. New VM requests are received
by controlling devices: theMain ResourcesManager (MRM).
To simplify the resources management, physical machines
(PMs, servers) are grouped into sets with specific function-
ality in a required number k. Each set is controlled by a dedi-
cated device (the Group Manager, or GM) that is responsible
for the activation of VMs. PMs can be grouped depending
on the physical location of devices or their particular speci-
fications (a group is composed of devices with identical or
similar specifications). The MRM sends a new request to
a selected GM to activate a new VM. The GM forwards
information about the loads of PMs to the MRM. Each PM is
described by the following resources that are used to activate
new VMs [17]:
• CP – the number of processors,
• CR – the total capacity of RAM,
• CD – the total capacity of the hard disk,
• Cbps – the total bitrate of a network link.

A demand for the creation of a new VM of class i can be
described by the four-element set VMi = {ci,P, ci,R,
ci,D, ci,bps}, where
• ci,P – the number of demanded processors (cores),
• ci,R – the demands for capacity of RAM,
• ci,D – the demanded capacity of the hard disk,
• ci,bps – the demanded speed of a network link,

where i denotes the class of a VM, understood as a group of
machines that require identical values of the parameters of
set VMi. Typically, it is assumed that the number of classes
of VM is equal to m.

FIGURE 1. Service of a new VM request.

TABLE 1. Parameters of the VMs of the AV2-series.

TABLE 2. Parameters of the VMs of the D2d-D48d-series.

After a new request is received, the MRM attempts to
locate the place where a new machine can be activated.
This process is executed according to the physical resources
allocation algorithm implemented in the system. After a PM
is chosen, information about the new VM is forwarded to
the GM that is responsible for the activation of the machine.
The number of machines that can be activated on one PM
depends on the physical resources of the PM and on the
set of parameters that describe VMs. Tables 1 and 2 show
the parameters of the VMs that are offered by the Microsoft
Azure cloud computing platform [25].

The parameters of VMs can differ significantly (Table 1)
or can be changed in a linear way (Table 2). Table 3 shows
selected specifications (max parameters) for server that can
be used to construct a cloud [26].

The assumption adopted in this article is that a new call
of class i for the activation of a VM will be serviced only
when at least one PM at a given moment has free resources
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TABLE 3. Parameters of the DELL PowerEdge R740xd rack server.

that satisfy the demandsVMi of this call. Another assumption
is that the algorithm for server choice provides equalization
of average loads of all servers. Because the lifetime of a
VM exceeds the waiting time for its creation (activation), yet
another assumption is that the waiting time for a machine
to be activated will not be taken into consideration, whereas
each call will be admitted for service only if the cloud has
free resources. If, in a given moment of receiving a demand,
there are no free resources, this call will be rejected.

III. BASICS OF THE MODELING OF MULTISERVICE
SYSTEMS
The models of multiservice systems known from the the-
ory of telecommunications and computer traffic provide the
basis of the proposed cloud model: the FAR (full available
resources) model, also known as the full-availability group
model [27], [28], and the LAR (limited available
resources) model, also known as the limited-availability
group model [29], [30]. This section also contains basic
information about the fixed-point method.

A. FAR MODEL
FAR is a model of full-availability resources. The assumption
is that resources with a capacity of C allocation units (AUs)
are offered m classes of Erlang calls, whereas each call of
class i (iε{1, . . . ,m}) requires ci AUs to be serviced. A new
call of class i will be serviced only if the FAR model has
ci free units. The occupancy distribution for FAR is described
by the following formula:

n[P(n)]C =
m∑
i=1

aici[P(n− ci)]C , (1)

where ai is the intensity of traffic of class i and [P(n)]C is
the occupancy probability of n AUs in FAR with a capacity
of C AUs. The blocking probability for calls of class i is

determined by the following formula:

ei =
C∑

n=C−ci+1

[P(n)]C . (2)

To simplify the presentation, we use the following notation:

e = FAR(a, c,C), (3)

where a is a set of intensities of offered traffic:

a = {a1, a2, . . . , am}; (4)

c is a set of demands of individual classes, expressed in
number of AUs:

c = {c1, c2, . . . , cm}; (5)

and e is a set of blocking probabilities of individual classes:

e = {e1, e2, . . . , em}. (6)

B. LAR MODEL
LAR is a model of resources that are composed of k identical
separate resources. A call of class i that requires ci AUs can
be admitted for service only when it can be entirely serviced
by one of the separate resources. This means that all ci units
must be serviced only by one, from k , separate resources,
so there is no possibility of dividing ci units between a number
of separate resources.

The occupancy distribution in LAR can be determined by:

n[P(n)]kC =
m∑
i=1

Aiciσi(n− ci)[P(n− ci)]kC , (7)

where
• Ai – the traffic intensity of traffic class i offered to LAR;
• [P(n)]kC – the occupancy probability of n AUs in LAR
with a total capacity of kC units, where C is the capacity
of single resources;

• σi(n) – the so-called conditional transition probability
for transitions between neighboring occupancy states
in LAR:

σi(n) = 1−
F(kC − n, k, ci − 1)
F(kC − n, k,C)

, (8)

where F(x, k, c) is the number of possible distributions
of x free (unoccupied) AUs in k separate resources,
where each of the resources has a capacity of C units:

F(x, k, f )=

⌊
x
f+1

⌋∑
i=0

(−1)i
(
k
i

)(
x+k−1−i (f +1)

k−1

)
.

(9)

The blocking probability for calls of class i can be deter-
mined by the following formula:

Ei =
kC∑
n=0

[P(n)]kC (1− σi(n)). (10)
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To simplify the presentation, we adopt the following
notation:

E = LAR(A, c, kC), (11)

where A is a set of intensities of offered traffic:

A = {A1,A2, . . . ,Am}; (12)

c is a set of demands of individual classes, expressed in
number of AUs:

c = {c1, c2, . . . , cm}; (13)

and E is the set of call blocking probabilities for calls of
individual classes in LAR:

E = {E1,E2, . . . ,Em}. (14)

C. FIXED-POINT METHOD
In the fixed-point (FP) method, the problem of determining
the blocking probability for calls demanding access to several
resources (subsystems) at the same time is solved based on
the following scheme. It is assumed that a given resource
is offered only the part of total traffic that is not lost in
other resources demanded by the given call. This assumption
determines how the blocking probability is determined.

Let us assume that a call class i (1 ≤ i ≤ m) demands
access to s resources at the same time. The offered traffic by
class i calls to resources j (1 ≤ j ≤ s) is defined as follows:

Ai(j) = Ai
s∏

l=1,l 6=j

[1− Ei(l)], (15)

where Ei(l) is the blocking probability for calls of class i in
resource l.

Note that for determining the offered traffic Ai(j), it is
necessary to know the value of blocking probability Ei(l) in
other resources, i.e., all l 6= j. Therefore, the FP method is an
iterative method.

FP Method
1) Initialization of the iteration step: z = 0.
2) Determining the initial approximations for the blocking

probabilities of all call classes in all resources:∧
i

∧
l

E (0)
i (l) = 0. (16)

3) Increasing the iteration step:

z = z+ 1. (17)

4) Determination of the value of the offered traffic Aki (l):∧
i

∧
l

A(z)i (j) = Ai
s∏

l=1,l 6=j

[1− E (z−1)
i (l)]. (18)

5) Determination of the blocking probability for all call
classes in all resources:∧

i

∧
l

E (z)
i (j) = FUN(A(z), cj,Cj), (19)

where FUN is a function determining the blocking
probability of individual call classes in individual
resources, e.g., FAR or LAR, and cj is a set of demands
of individual classes in resource j.

6) Determination of the total blocking probability for par-
ticular call classes:∧

i

E (z)
i =

s∏
l=1,l 6=j

[1− E (z)
i (l)]. (20)

7) Checking the accuracy of the calculations:∧
i

∣∣∣∣∣E
(z)
i − E

(z−1)
i

E (z)
i

∣∣∣∣∣ ≤ ε. (21)

If for all i the condition is not met, go to Step 3;
otherwise, Ei = E (z)

i and the calculations end.
In the presented algorithm, it is assumed that X (z) is the

value of parameter X in the z-th iteration step. The ε param-
eter is the absolute error of the calculations, which specifies
the accuracy of the iteration process.

To simplify the presentation, we adopt the following
notation:

E = FP(A, cFP,CFP), (22)

where
• A is the set of intensities of offered traffic (it should
be stressed that this set A is the same for all demanded
resources):

A = {A1,A2, . . . ,Am}; (23)

• cFP is the set of demands of individual classes in partic-
ular resources:

cFP = {c1, c2, . . . , cs}, (24)

where

cl = {c1, c2, . . . , cm}, 1 ≤ l ≤ s; (25)

• CFP is the set of capacities of particular resources:

CFP = {C1,C2, . . . ,Cs}. (26)

IV. PROPOSED MODEL
The proposed analytical model that makes it possible to
determine the blocking probabilities in a system offering IaaS
services takes into consideration the following factors: the
physical architecture of cloud computing, the parameters that
describe VMs, and the fact that a VM is activated on one
PM only (i.e., all the resources required by a new VM are
in one server).
Assume that the physical infrastructure of cloud computing

(presented in Fig. 1) is composed of k identical PMs. A call
to set up a new machine is described by the relevant sets of
parameters VMi, where 1 ≤ i ≤ m. New calls are received
by the Cloud Manager and are forwarded according to the
implemented resources allocation algorithm to the appropri-
ate server.
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Activation of a new VM on a PM can be effected only if
this PM has enough free resources defined by a call VMi.
A decomposition of PMs into four independent system com-
ponents is carried out in the model: processors (P), RAM (R),
the hard disk (D), and bitrate (bps) (Fig. 2). The assumption is
that each system component services demands that are proper
for it; i.e., P will service demands that are related to the
number of processors, R will service demands that are related
to RAM, and so on.

FIGURE 2. Decomposition of a PM into subsystems.

A call of class i can be serviced in a given server only when
the server has free AUs necessary for this call to be serviced
in each of its subsystems. Then, the possibility for this call
to be serviced in the cloud is based on the identification of at
least one such server from among the k servers that create the
cloud system.

To determine the total blocking probability in a web-based
system (cloud), the LAR model cannot be used directly. This
model describes a system composed of k separate resources.
Therefore, the model allows us to determine the blocking
probability for calls of a given class in k separate resources
(PMs), each with the capacity of a given subsystem in the
individual servers. A demand for access to all the subsys-
tems requires an appropriate analytical method that takes into
consideration the simultaneity of service to a given call in
the relevant subsystems. An application of this method to a
decomposed group of servers (consisting of LAR processors,
LAR RAM, etc.) leads to misleading and erroneous results,
since the obtained solution may also take into consideration
those states (treating them as non-blocking states) in which
the available resources in one subsystem, e.g., P, are located
on one server while the available resources of another sub-
system, e.g., R, are located on another server.

The model proposed here can be written (in a simplified
form) in the form of the following computational method.

Method Cloud 1. 1. Determination of the blocking proba-
bility in each of the subsystems of a single PM:

ex = FAR(a, cX ,CX ), (27)

where the set cx = {c1,x , c2,x , . . . , cm,x} is the set of demands
for AUs by individual call classes in a given subsystem
X = {P,R,D, bps}.

The set CX determines the capacity of subsystem X in a
given PM.

2. Determination of the blocking probability in a group
of k subsystems (separate resources) X, where X =

{P,R,D, bps}:

EX = LAR(ka, cX , kCX ). (28)

3. Determination of the set ρX of the relations between
the blocking probability in subsystem eX and a group of
subsystems EX :

ρX = {ρ1,X , ρ2,X , . . . , ρm,X }, (29)

where ∧
i={1,2,...,m}

ρi,X =
Ei,X
ei,X

. (30)

4. Determination of the blocking probability in a sin-
gle PM (in each of the subsystems) on the basis of the
FP methodology:

e∗ = FP(a, cCC,CCC), (31)∧
X={P,R,D,bps}

e∗ = {e∗1,X , e
∗

2,X , . . . , e
∗
m,X }, (32)

where
• CCC is the set of capacities of all the subsystems in a
given PM:

CCC = {CP,CR,CD,Cbps}; (33)

• cCC is the set of demands of VM classes:

cCC = {VM1,VM2, . . . ,VMm}. (34)

5. Determination of the blocking probabilityE in the cloud:

E = {E1,E2, . . . ,Em},∧
i={1,2,...,m}

Ei = 1−
[
(1− E∗i,P)(1− E

∗
i,R) (35)

(1− E∗i,D)(1− E
∗
i,bps)

]
, (36)∧

i={1,2,...,m}

∧
X={P,R,D,bps}

E∗i,X = ρi,Xe
∗
i,X .

(37)

The proposedmethod solves the problem of servicing a call
that demands simultaneity of free resources in each subsys-
tem of a single server.

In Step 1, the blocking probability in each of the sub-
systems in a single PM is determined on the basis of the
FARmodel. The accompanying assumption is that, as a result
of the operation of load equalization algorithms, the traffic
offered to a single PM a is k times lower than the traffic
ka offered to the cloud.
In Step 2, the blocking probability EX in each group of

subsystems in the cloud is determined on the basis of the LAR
model. The assumption is that LAR is composed of k separate
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resources with capacitiesCX that correspond to the capacities
of the subsystems of a single PM.

In Step 3, the relations ρX between the blocking probability
eX in single resources and the blocking probability EX in a
group of subsystems are determined. Direct application of
the LAR model to determine the loss probabilities in the
whole system is not possible, since, according to the adopted
definition of a VM, the latter is described by four parameters
and they have to be available in one physical server. The
application of the FP methodology to LAR, understood as
a group of separate resources, would eventually lead to a
situation in which the elements of a VM would reside in
different servers. Hence, the relation ρ for each of the sys-
tem components must be determined. This relation makes it
possible to take into consideration the multiserver structure
in the calculations of a single server.

The relation ρ is a key element in the model, for the
assumption is that the same relation will be effected between
the total blocking probability in a single server and the total
blocking probability in a group of servers.

In Step 4, the real blocking probability e∗X in the sub-
systems of a single server, which corresponds to the total
blocking probability e∗i of the server determined on the basis
of the FP methodology, is determined. The method allows
us to determine the loss probability in a subsystem with the
assumption that a call that has been rejected in one subsystem
is not offered to another subsystems.

In Step 5, the total blocking probability in the cloud com-
puting system is determined on the basis of (35). The accom-
panying assumption is that the real blocking probabilities E∗X
in each group of subsystems, which satisfy the condition of
simultaneous availability for all subsystems for a given call
in a single server, are subject to the relation ρ to the real
probability e∗X in a single subsystem that meets the condition
of the simultaneous availability of all subsystems in this
server.

In Fig. 3, the idea of the Cloud 1 method is presented. The
figure shows the resources of physical servers (in the example
of available processors) that are used for calculations in the
individual steps of the proposed method.

V. EXPERIMENTAL RESULTS
To validate (and verify) the operation of the proposed
multiparameter analytical model, the results of the model
were compared with the results of a digital simulation.
For this purpose, a simulation model of a cloud system
composed of k servers on which VMs are to be created
was developed and implemented in the C++ language. Each
server had an identical number of processors, an identical
capacity of RAM and disks, and an identical bitrate for the
available subsystems. An event-scheduling method was used
in the simulator. To determine a singlemeasurement, 10 series
of simulations were performed, each with 1,000,000 calls
of the class that demanded the highest number of AUs for
service. The obtained results are plotted as a function of
traffic offered to a single AU available in the subsystem that

FIGURE 3. Idea of the cloud 1 method.

TABLE 4. AU definitions.

corresponds to RAM

a =

∑m
i=1 aici,R
CR

. (38)

Another assumption was that the total offered traffic was
divided between individual call classes in the following pro-
portions: a1c1,R : a2c2,R : . . . : amcm,R=1 : 1 : . . . : 1.
Figs. 4–7 show the blocking probabilities obtained for

4 different systems (Table 5). The capacity of each considered
system and VMs demands are expressed in AUs.

FIGURE 4. Blocking probability in system 1.

Fig. 4 shows the blocking probability for System 1,
which was composed of three identical PMs (k = 3) with
a RAM capacity of 256 GB, 48 processor cores, a disk size
of 2100GB, and an available bandwidth of 4 GB. On the basis
of the AUs definitions (Table 4), the capacity of each PMwas
recalculated and expressed in AUs. A similar operation was
carried out for the other considered systems. However, for the
simplicity of this operation, the original PM parameters were
omitted. They can be determined on the basis of the value
of the corresponding parameter expressed in AUs and the
definition of AU. VMs requests, too, are expressed in AUs.
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TABLE 5. Parameters of the considered systems.

FIGURE 5. Blocking probability in system 2.

Figs. 8–9 show the results obtained for two different sys-
tems in which constant traffic was offered (a = 1 Erl.) as a
function of the number of PMs. The number of PMs was in
the range of 2–10.

FIGURE 6. Blocking probability in system 3.

FIGURE 7. Blocking probability in system 4.

FIGURE 8. Blocking probability in system 5.

FIGURE 9. Blocking probability in system 6.

The proposed analytical model is an approximate one.
However, the presented results clearly show that the model
approximates cloud systems well. The accuracy of the model
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TABLE 6. Relative error between the results of simulation and calculation
for class 1 in System 1.

TABLE 7. Relative error between the results of simulation and calculation
for class 2 in System 1.

TABLE 8. Relative error between the results of simulation and calculation
for class 3 in System 1.

does not depend on the offered traffic and number of physical
servers (PMs) in the system. Additionally, to confirm the
correctness of the model operation, the obtained results for
System 1 are presented in tabular form. Tables 6–8 show the
blocking probabilities obtained with the use of the analyt-
ical and simulation models for System 1 for each class of
offered traffic. In the following columns, the offered traffic is
specified, followed by the value of the blocking probability
for a given class obtained with the use of the analytical
model, and then the blocking probability obtained with the
use of the simulation model together with the confidence
interval. The last column shows the relative error between
the values obtained by means of calculations and simulations.
The relative error observed for class 1, at low offered traffic
load (0.7 Erl), is at a level of 13%. This is due to from the very
low blocking probability. The absolute error for this offered
traffic is 0.0029087, with the blocking probability of 2%. This
is a typical phenomenon for analytical models in the case of
low values of offered traffic.

It should be stressed that the proposed method for servers
with identical parameters is fully scalable. This is due to the
fact that all components of the proposed method, i.e., the

fixed-point methodology, the full-availability resource
model, and the model of resources with limited availability,
are scalable. All these models are widely used in modeling
modern telecommunications systems and networks. This
means that the proposed model can be applied to calculations
of cloud computing with the parameters that are individually
set up by providers. The computational complexity of the
proposed model is due to the complexity of its components.
Since the calculations are based on the Kaufman-Roberts
recursion, the complexity of the model is of the order
O(mmax(CP,CR,CD,Cbps)) [31]. The proposed model is
easy to use. To perform calculations, the parameters of a
single PM as well as the number of PMs are required.
This will provide a basis for calculations; after a calculated
adjustment factor is introduced, it is possible to determine
precisely and accurately the loss coefficient for traffic classes
offered to a system. The validated accuracy of the model
makes it possible to use it to model real cloud-based systems
that are based on the IaaS structure. The model can be used
in designing a new cloud infrastrucure or in optimizing the
existing cloud infrastructure.

VI. CONCLUSION
This article presents an approximate multiparameter analyt-
ical model of the physical infrastructure of a cloud-based
system that offers IaaS services. The results obtained by the
model are compared with the results of a digital simulation,
which confirms the validity of all theoretical assumptions
of the model. The model is not complex and is easily pro-
grammable. The proposed model in the article can be used in
designing new cloud computing systems and or in optimizing
existing cloud systems. The model takes into consideration
the real parameters of VMs. The model allows the loss level
(i.e., not being able to activate new VMs with the required
parameters) to be determined. The model might also be
used to determine the required capacity of the infrastructure,
i.e., the number of servers with the required parameters for
which the loss level does not exceed the required level.
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