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ABSTRACT Text summarization is an important task in natural language processing (NLP). Neural
summary models summarize information by understanding and rewriting documents through the encoder-
decoder structure. Recent studies have sought to overcome the bias that cross-entropy-based learning
methods can have through reinforcement learning (RL)-based learning methods or the problem of failing
to learn optimized for metrics. However, the ROUGE metric with only n-gram matching is not a perfect
solution. The purpose of this study is to improve the quality of the summary statement by proposing a
reward function used in text summarization based on RL. We propose ROUGE-SIM and ROUGE-WMD,
modified functions of the ROUGE function. ROUGE-SIM enables meaningfully similar words, in contrast to
ROUGE-L. ROUGE-WMD is a function adding semantic similarity to ROUGE-L. The semantic similarity
between articles and summary text was computed using Word Mover’s Distance (WMD) methodology. Our
model with two proposed reward functions demonstrated superior performance on ROUGE-1, ROUGE-2,
and ROUGE_L than on ROUGE-L as a reward function. Our twomodels, ROUGE-SIM and ROUGE-WMD,
scored 0.418 and 0.406 for ROUGE-L, respectively, for the Gigaword dataset. The two reward functions
outperformed ROUGE-L even in the abstractiveness and grammatical aspects.

INDEX TERMS Text summarization, abstract summarization, reinforcement learning, semantic similarity.

I. INTRODUCTION
Text Summarization is an important task in natural language
processing (NLP). Reducing the amount of text containing
information can be helpful in various NLP tasks. Text sum-
marization is divided into two methods, extractive summa-
rization and abstractive summarization. For extractive sum-
marization, only necessary words are copied from the input
text [1]–[4]. In contrast, abstract textual summarization is
a task of rewriting based on the core idea of a document.
This uses human-like processes to generate text, making it
more likely to generate fluent text and using new words not
included in the input text [10].

Recent abstractive summarization models are based on
sequence-to-sequence neural networks [5], [7], [8], [10],
[33], [34], [35]. They are made up of encoders to understand
input sequence and decoders to generate output sequence.
They demonstrated higher performance than that in previ-
ous studies. But there are four main problems with using
sequence-to-sequence neural networks to generate good text:
(1) Out of Vocabulary(OOV) problem (2) generating a partic-
ular word or phrase repeatedly, (3) exposure bias at test time,
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and (4) non-optimized learning for evaluation metrics [14]
used by models in fields such as text summarization and
machine translation.

Many studies have been conducted to improve the struc-
ture of models to improve the quality of summarization by
addressing these problems. The pointer mechanism copies
some elements of the input sequence in the decoding process
to solve the OOV problem [11]–[13]. Coverage loss [13] and
intra-attention [15] are proposed for the problem of generat-
ing the same syntax repeatedly. In our experiment, we tried to
reduce the iterative problem using the intra-decoder attention
proposed by Paulus et al. [15]. Various studies have also
been conducted in optimization methodology. Cross-entropy
methodologies can be biased and have problems learning
not to optimize performance metrics. As an answer to this,
a methodology using RL has been proposed to solve both
problems in a limited manner. Using ROUGE-L as a reward
function [15] cannot be completely free from the bias prob-
lem because ROUGE must use the same vocabulary as the
reference summary and the generated summary in the same
order to produce high scores. The reference summary data
affects the model’s robustness because there is a limit to the
training with metrics such as ROUGE-L that do not reflect
the semantic value. We address these issues by proposing two
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reward functions that add the semantic value to ROUGE-L,
used in RL-based abstractive text summarization.

1) ROUGE-SIM: A metric that modifies the ROUGE met-
ric based on an n-gram match. When finding the length of
the longest common subsequence, use the similarity of word
embedding to allow matching of similar words.

2) ROUGE-WMD: Reward function that mixes Word-
Mover’s Distance (WMD) [16] and ROUGE-L.

Our proposed reward functions helped us select a more
diverse vocabulary in the generation process, such as abbre-
viations or similar words, compared with ROUGE-L. The
model’s robustness was high because repetition was reduced,
and fewer grammatical errors were evaluated manually with
GRAMMARLY—itwas possible to receive a lower penalty as
the reward even when selecting a word that differed from the
reference when replacing with the content. Most of the gram-
matical errors were caused by repetitive problems, which
improved significantly without post-processing.

II. RELATED WORK
Most of text summarization works in the past have an extrac-
tive approach [1]–[4], [9]. They performed tasks by copying
necessary words or sentences from input text or by compress-
ing necessary elements.

Encoder-decoder-based neural networks are structures that
understand inputs and generate outputs, such as the fields
of machine translation [5] and text summarization [8], [10].
They are used in various NLP fields. An encoder is a
structure that obtains the context representation. The input
sequence is converted into a fixed vector using word embed-
ding. Word2vec [19] and Glove [20] are used primar-
ily as word embedding to convert natural language into
fixed vectors. And the fixed vector is encoded in context
representation through structures such as long short-term
memory (LSTM) [17], convolution neural network and
Transformer [18]. The attention mechanism enables the
encoder-decoder model to see different parts of the input
sequence by decoding the time step [6]. Various studies have
also been conducted on the problem of repetitive genera-
tion of words such as the OOV problem that occurs over-
all in text generation tasks including summarization. See
et al. [13] tried to prevent the generation of unknown words
by adding the probability of copying the words appearing
in the input sequence through the pointer generator, like
extractive summarization, to the generation probability of the
decoder. In order to solve the problem that the same word or
phrase is repeatedly generated, coverage loss [13] and intra-
attention [15] have been proposed.

Since Transformer [18] was proposed, various pre-trained
language models such as Elmo [21], Bert [22], and Big
Bird [23], have been published. Large Transformer models
pre-trained on large text corpora perform well in natural
language processing with only limited supervision sam-
ples. Song et al. [35] finetuned the BERT by setting seen
and unseen words. This enhances the ability to generate
unknown words similar to masking, providing good results

TABLE 1. Parameters list.

on the Gigaword dataset. The pre-trained encoder-decoder
model also demonstrates good performance in text summa-
rization [32]–[34]. Unlike other masked language models,
PEGASUS [33] proposes a pre-training scheme for text sum-
marization, which masks sentences from input documents
and predicts masked sentences.

RL trains agents to recognize a given environment and
function in a way that maximizes rewards. In sequence
generation tasks, traditional cross-entropy methodologies
cannot be trained by reflecting evaluation metrics because
metrics such as BLEU and ROUGE are undifferentiable.
Traditional learning methods that are not optimized for
metric can be biased and affect the performance of the
model. Ranzato et al. [14] used the REINFORCE algo-
rithm [24], [25] in the sequence generation model to optimize
for the metric. Rennie et al. [26] proposed a self-critical
sequence training method that does not require critic model
and showed great improvement on image captioning tasks.
In abstractive summarization task, Paulus et al. [15] train a
model optimized for ROUGE, significantly improving the
ROUGE recall of the model. Wang et al. [34] has shown good
results in Gigaword dataset as an optimizedmodel for metrics
with added topic information.

III. MODEL
Our model is based on simple LSTM sequence-to-sequence
model with Attention [6], a pointer mechanism for handling
Out of Vocabulary (OOV) words [13], and intra-decoder
attention for handling repeated words [15]. The parameters
used in the following descriptions are as shown in Table 1.

A. ARCHITECTURE
1) SEQUENCE-TO-SEQUENCE ATTENTION
We used a single-layer bi-directional LSTM as the encoder
and a single-layer LSTM as the decoder. We calculated the
hidden state of the input sentence hei and the hidden state of
the decoder hdt by using bi-directional LSTM encoder, LSTM
decoder and the attention mechanism.

eeti = hdt−1W
e
attnh

e
i (1)

aeti =
exp(eeti)∑n
i=1 exp(e

e
i )

(2)
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cet =
∑n

i=1
adtih

e
i (3)

hdt = f (ht−1, yt−1, cet ) (4)

We define eeti as the attention score of the hidden input state
hdt at decoding time step t, aeti as a normalized distribution
and cet as context vector at decoding time step t . We can
calculate the hidden state of the decoding timestep t through
the processes of (1) – (4) where f is LSTM function.

2) INTRA-DECODER ATTENTION
Intra-decoder attention is a structure to prevent the decoder
from generating a repeated phrase [15]. This structure cre-
ates a context vector incorporating information about the
sequence decoded in the previous timestep during the word
generation process. By using the context vector of the decoder
when generating a word, information about the word repre-
sentations created in the past is used in the decoding process
and repeated phrases are reduced.

edtt ′ = hd
T

t W d
attnh

d
t ′ (5)

adtt ′ =
exp(edtt ′ )∑t−1
j=1 exp(e

d
tj)

(6)

cdt =
∑t−1

j=1
adtjh

d
j (7)

A decoder context vector (cdt ) is calculated for each decod-
ing timestep t . The calculation process is the same as (5)–(7).

3) POINTER GENERATOR
Pointer Generator is a structure to solve the OOV problem
by copying unseen or rare words that are difficult to generate
from the input sequence.

p(yt |ut = 0) = softmax(Wout

[
hdt
] [
cdt
]
+ bout ) (8)

p(yt = xi|ut = 1) = aeti (9)

p(ut = 1) = δ(Wu

[
hdt
] [
cdt
]
+ bu) (10)

p (yt) = p (ut = 1) p (yt | ut = 1)

+ p(ut = 0)p(yt |ut = 0) (11)

(8) and (9) are probability distributions of word generation
that can be obtained from our token-generation decoder and
attention, respectively. (10) is the ratio of the copy mecha-
nism used in the decoding timestep t where δ is a sigmoid
function. With (8), (9), and (10), we can obtain the final word
generation probability distribution (11) where p (ut = 0) =
1− p(ut = 1).

B. POLICY LEARNING
Policy gradients using RL can solve metric-optimized learn-
ing and bias problems [24], [25]. However, the ROUGE-L
metric, which is most often used in the abstractive text
summarization task, is an index proportional to the longest
common subsequence. and there is another problem that a
high ROUGE-L score does not guarantee improved readable

FIGURE 1. Illustration of model structure. The decoder context vector
(C) and the decoder hidden state (H) are calculated.

text [30].

Lml = −
∑n′

t=1
logp

(
y∗t | y

∗

1 . . . , y
∗

t−1, x
)
) (12)

Lrl = (r
(
ŷ
)
− r

(
ys
)
)
∑n′

t=1
logp

(
yst | y

s
1 . . . , y

s
t−1, x

)
)

(13)

Lmixed = γLrl + (1− γ )Lml (14)

ŷ is the maximum probability sentence, ys is the sampled
sentence, and y∗ is the reference summary. So, we use
Lmixed to maintain the readability of the generated sen-
tence [15], [27], [28]. γ is the scaling factor, and 0.998 is
used in the experiment.

C. REWARD FUNCTION
1) ROUGE-L
ROUGE is an indicator for evaluating natural language gen-
erativemodels such as text summarization andmachine trans-
lation, measuring performance through comparisons with
answer sets. ROUGE-L is one of the ROUGE metrics that
can be computed as depicted in (15)∼(18) using the Longest
Common Subsequence (LCS) of the ground truth summary
and the generated summary. β is defined in [29]. In the
text summarization task, the precision of ROUGE-L is the
brevity of the generated summary and its ability to recall how
much information the generated summary contains from the
reference summary.

LCS
(
Xi,Yj

)
=



0
if i = 0orj = 0

LCS
(
Xi−1,Yj−1

)
+ 1

if xi = yj
max

(
LCS

(
Xi,Yj−1

)
,LCS

(
Xi−1,Yj

))
if xi 6= yj

(15)

precision =
LCS

(
Xi,Yj

)
total words in system summary

(16)

recall =
LCS

(
Xi,Yj

)
total words in reference summary

(17)
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FIGURE 2. Illustration of policy learning.

F1 =
(1+ β2)precision ∗ recall
β2 ∗ precision+ recall

(18)

Paulus et al. found that ROUGE-L outperformed
ROUGE-1 and ROUGE-2 in their experiment [15]. There-
fore, we use ROUGE-L for our base model. When using
ROUGE-L as a reward function, the length of the LCS
must be lengthened to receive a high reward score, and it is
advantageous to generate the words included in the reference
summary in order. Therefore, as the learning progresses, only
the results biased to the reference summary earn high reward
scores, while the samemeaning summary does not adequately
reflect the semantic score. We introduce two new reward
functions to address these issues.

2) ROUGE-SIM
ROUGE-SIM is a metric modified from ROUGE-L. In con-
trast to counting exactly-matching words as when calculating
the LCS of ROUGE-L, ROUGE-SIM does not penalize the
length of LCS for words with a similarity of 0.8 or more to
words appearing in the text.

LCS ′
(
Xi,Yj

)
=



0
if i = 0orj = 0

LCS ′
(
Xi−1,Yj−1

)
+ 1

if sim
(
e (xi) , e

(
yj
))
> 0.8

max
(
LCS ′

(
Xi,Yj−1

)
,LCS ′

(
Xi−1,Yj

))
if xi 6= yj

(19)

Figure 3 illustrates the LCS’ and LCS of the reference
summary and the generated summary. The LCS,which counts
only words that match exactly, is calculated as 4. On the other
hand, when the similarity between ‘‘support’’ and ‘‘help’’
in the context is 0.8 or higher, LCS’ is calculated as 5.

FIGURE 3. Difference between LCS and LCS. LCS’ counts not only words
that match exactly, but also words with high similarity (>0.8).

FIGURE 4. Illustration of word mover’s distance.

By allowing semantic matching like (19), we try to reduce
the penalty for using similar words and overcome the lower
abstractiveness problem and the bias problem that may occur
in the learning process. e(x) denotes an embedding vector of
x. We used the encoder hidden state as an embedding. The
f1 score of ROUGE-SIM using LCS′ can be calculated as the
same process shown in (16) ∼ (18).

3) ROUGE-WMD
Word Mover Distance (WMD) measures the semantic dis-
tance between two documents using word embedding [15].
As depicted in Figure 4, a document can be expressed as the
distribution of words included in the document except for
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stopwords. The semantic distance is calculated as the cost
of moving all of one distribution to another. Consequently,
the semantic distance between two documents is calculated as
the minimum of the cumulative sum of the distances between
words included in each document.

distance = minT≥0
∑n

i,j=1
Ti,jc(i, j) (20)∑n

j=1
Tij = di (21)∑n

i=1
Tij = d ′j (22)

c(i, j) means the Euclidean distance of the embedding vectors
of the word i and word j. Ti,j is a flow matrix, and each
element means the ratio of moving fromword i to word j. The
semantic distance of the two documents is obtained by finding
Ti,j where the optimal distance has the minimum value. For
example, in Figure 4, ‘‘obama’’ in D1 has a ratio of 0.33,
of which a minimum cost occurs when 0.25 is transferred to
‘‘president’’ and 0.08 to ‘‘press’’. Similarly, other words have
a minimum cost when transferred in the same proportion as
shown in Figure 4. We used 1

distance+1 + ROUGE-L as the
reward function. Glove [20] was used for word embedding to
obtain WMD.

IV. EXPERIMENT SETUP
A. DATASET & EXPERIMENT SETUP
We use Gigaword summarization dataset used by
Rush et al. [7]. It consists of pairs of short articles
(31.4 tokens) and titles (8.3 tokens). It contains 3.8M training,
189k development, and 1,951 test instances. The encoder and
decoder lengths are set to 55 and 15, respectively, so that more
than 99% of the total data can be used to consider the data
length.

B. EVALUATION METRIC
We conducted quantitative evaluations, abstractiveness eval-
uations, and grammatically robust evaluations. For quanti-
tative analysis, the F1 scores of ROUGE-1, ROUGE-2, and
ROUGE-L were reported using ROUGE-PACKAGE [29].
We evaluate the abstractiveness of the results using novel
n-grams. Novel n-grams are indicators of the percentage of
n-grams in the generated summary that are not included in
the input sequence (original article). We reported the novelty
for 1, 2, and 4-gram in See et al. [13]. Novel n-gram refers
to the proportion of elements in the n-gram set of generated
summaries that do not appear in input text.

Moreover, for grammatic analysis, we sampled and used
500 articles of the test data. First, the analysis was conducted
usingGRAMMARLY [31], and the evaluationwas conducted
manually to supplement the parts that the program could
not handle, such as acceptable errors used in the reference
summary or not-reported errors caused by phrase repeti-
tion. Because the decoded summary sentences have different
lengths, we counted the number of grammatical errors that
appeared per 100 words.

TABLE 2. Quantitative analysis.

V. RESULT
We evaluated the performance of text summarization using
the proposed reward function in three aspects: quanti-
tative evaluation using ROUGE-PAKAGE [29], evalua-
tion of abstractiveness by the ratio of newly emerged n-
grams [13], and evaluation of grammatical errors using
GRAMMARLY [31].

A. QUANTITATIVE ANALYSIS
The baseline models for quantitative evaluation include the
following: Pointer Generator [13] is an RNN model using
pointer mechanism and coverage loss. PEGASUS [33] is
an encoder-decoder-based Transformer model trained with
masked sentences. ProphetNet [32] is an encoder-decoder-
based Transformer model optimized by n-gram prediction
based on previous context tokens at each time step. RL-
Topic-ConvS2s [34] is reinforcement learning models using
topic information.ControlCoping [35] is a fine tuningmodel
of Bert [22] by masking seen and unseen word separately.
Baseline models except Pointer Generator are based on
Transformer-based large language model. They may show
lower performance in evaluations using ROUGE-PAKAGE,
as there may be more cases of words that can be generated.
ROUGE-L shows better performance on ROUGE-1 score
and ROUGE-L score, while ROUGE-SIM, ROUGE-WMD
show better performance on all ROUGE scores compared
to all baseline models. This shows that using reinforcement
learning performs better in terms of ROUGE score. Further-
more, we show that the semantic value using similarity of
summary is performed better by comparing it withRL-Topic-
ConvS2s than the reward function using topic. ROUGE-
SIM outperformed slightly for ROUGE-1, ROUGE-2, and
ROUGE-L compared with ROUGE-WMD. We can see that
the two experiments with the sematic value added reward
function significantly reduce the gap between the results of
the train set and the test set.
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FIGURE 5. Examples of generated summary. Red letters represent repeated phrases.

TABLE 3. Abstractiveness analysis.

B. ABSTRACTIVENESS ANALYSIS
We used the ratio of n-grams that do not appear in the article
as an index to evaluate abstractiveness, such as the experi-
ment of See et al. [13]. All experiments, including Pointer
Generator model, have novelty values that are 1, 2, 4 gram
lower than the Reference Summary which is generated by
humans. Among the proposed methods, ROUGE-WMD has
a lower value in 4-gram novelty than ROUGE-L, but shows
better expression in 1,2 gram. The frequency of using abbre-
viations or synonyms not included in the input sentence was
high. ROUGE-WMD was higher in 4-gram novelty than
ROUGE-SIM.

C. GRAMMATICAL ANALYSIS
We sampled 500 cases in the test dataset to measure the gram-
matical error. We primarily measured grammatical errors
using GRAMMARLY, and manually verified errors. For the
base model, most of the errors are caused by repetition of
phrase. As a result of manual verification, the text gener-

TABLE 4. Grammatical analysis.

ated by the model of ROUGE-WMD has significantly less
repetition. This is because the proportion of repeated words
increases relatively when unnecessary repetition occurs. The
distribution of the system summary distorted by repetition is
thought to naturally disappear during the learning process,
as the transition cost increases in comparison with the dis-
tribution of the reference summary.

VI. CONCLUSION
We present two reward functions, ROUGE-SIM and
ROUGE-WMD, that add semantic values to functions based
on conventional n-gram matching. Experiments in the Archi-
tecture Analysis part show that the decoding architecture
matches the reward function. As in the results of Quantitative
Analysis, the proposed models using architecture and the
return function were less biased than other experiments. Our
model performed better than sequence-to-sequence based
models, Transformer based pre-learning models, and other
reinforcement learning based models. We also show better
results in Abstractness Analysis, and Grammatical Analysis.
Although there were fewer new representations than human-
written summaries in Abstractness Analysis, new represen-
tations were the most frequent among models using pointer
mechanisms. Furthermore, we show improvements in terms
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of readability as grammatical errors (especially iterations) are
almost eliminated compared to models using ROUGE-L in
Grammatical Analysis.

However, this study has some limitations. First, we use
is news data, and paraphrasing is not a big problem. This
can be a problem for documents with jargon, so verification
is required in documents from various domains. Secondly,
we used a single-layer LSTM which has relatively low num-
ber of trainableweights to validate decoding architectures and
reward functions. We need to verify whether our proposal can
improve the performance of Transformer-based large models.
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