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ABSTRACT Accurate extraction and visualization of the target features are important in medical visualiza-
tion, allowing the user to get a meaningful view of their targets. The traditional way to generate visualization
results is 1D TF-based volume visualization, which uses a 1D -TF to determine the optical properties of each
voxel. However, it is difficult to distinguish multiple targets by using the 1D TF-based volume visualization.
It is also challenging to distinguish accurate targets when the objects’ intensity values are similar in volume.
Using the traditional transfer function usually fails to extract important target features and generates less
accurate results. In this paper, we proposed extracting and segmentation techniques based on K-means
algorithm that allows the users to segment and enhances single or multiple targets by a single point to view
the features in 3D view. We have applied it to various univariate or multivariate volume datasets from the
medical field to demonstrate its effectiveness. Moreover, we have performed both qualitative and quantitative
experiments to compare its results against the results from two state-of-the-art techniques and the ground
truths. The experimental results showed that our method is able to generate the closest results to the ground
truth.

INDEX TERMS Medical visualization, volume segmentation, K-means, transfer function.

I. INTRODUCTION
Medical visualization is the process of delivering a visual
impression of the interior segments of a person for further
examination of clinical jobs and medicinal purposes. Like-
wise, it tends to be seen for picking up information on the
elements of the organs and tissues in a human body. Medical
visualization refers to techniques that project 3D volumetric
datasets to 2D screens and can free the users to view the
volume data slice-by-slice and view them to present a more
intuitive and informative view [1]. The challenge in medical
visualization is to detect and enhance the visualization of the
important features of interesting targets.

This usually achieved by image segmentation functions
using the Transfer function (TF), which maps voxels to
various optical properties. Much research has been con-
ducted in designing meaningful and robust TFs for volume
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visualization. References [2]–[5] TF for volume visualization
is classically created by exploring data properties of the given
volume. The TF space is usually created and visualized as
a 1D or 2D histogram for more instinctive manipulation
clustering or segmentation techniques in the TF space to help
detect and select interesting regions. In the medical data,
the objects with similar properties or overlapping data values
could be projected to the same or nearby regions of the TF
space, making it difficult for an image segmentation function
to distinguish them. More sophisticated methods are needed
to separate and highlight essential structures in these kinds of
datasets.

Using volume attributes like the intensity and the gradi-
ent is very important for the image segmentation process to
detect the user’s interesting targets. The intensity attribute
is a data matrix whose values represent the intensities of
the objects in the volumetric data within some range. The
gradient is a directional change in the intensity or colour
of an image. In the image segmentation functions, the local
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frequency distribution used to pre-process the data to give the
voxels of the dataset a value to allow the functions to detect
them or extract features from them to segment the interesting
targets. Our system used the intensity and gradient attribute
in different segmentation steps to extract the features based
on the attribute voxels value.

We have addressed the problem of extracting the targets
that have similar value with other tissues and connecting to
them by using the extracting and segmentation techniques
that work as follows.

First, we have designed the target segmentation technique
based on K-means clustering algorithm that can segment the
targets which have a similar value to the user’s interesting
target in the volume. We also have improved the k-means
algorithm to make it able to give the same result every time
the user will test the dataset by using the extracted features
from the user-selected slice and point as the centroid center
value rather than the traditional k-means algorithm that works
by random centroid center value to classify the targets in the
volumetric data.

Second, we have designed the segmentation rules tech-
nique that works to improve the result of the k-means segmen-
tation technique and extract accurate features which used to
create the intensity mask range (IMR) based on the intensity
attribute and create the gradient mask range (GMR) based on
gradient attribute to classify the interesting targets from other
tissues in the volume.

Third, we designed target extracting and segmentation
techniques that can detect and segment the user’s interesting
targets from the other tissues that do not have a boundary with
the interesting target and from the targets that have a similar
value to it. Also, it will ensure that the interesting target has
thoroughly segmented using extracted features based on the
features mask.

Finally, we have designed a visualization technique and
modulated the opacity values of the voxels Based on the
features mask that generated using previous techniques to
enhance the visualization of the interesting target in the vol-
ume. Moreover, we utilized Dynamic Parallelism to speed up
the segmentation process of the volumetric data.

II. RELATED WORK
In recent years many efforts have been devoted to the
image segmentation functions. Segmentation is a commonly
used technique and also a longstanding challenge in volume
visualization. It can be performed in the 2D TF space or
the 3D volume space compared to the 2D TF space. 3D
volume space segmentation can take advantage of spatial
information to separate objects of interest, but it is usually
more time-consuming to ensure the efficiency of volume
exploration.

Levoy [6] proposed volume rendering based on the clas-
sical ray casting, which implements a simple physical light
emission and absorption model without scattering effects.
Bruckner and Groller [7] their general approach is to shoot
rays through the pixels into the field volume and accumulate

the colour and opacity contributions at discrete locations to
produce the final pixel colour. The GPU-based ray-casting
is denoted as VolumeShop. It is an interactive system
that features advanced manipulation techniques and illus-
trative rendering techniques to generate interactive illustra-
tions directly from the volumetric data. The system is using
latest-generation texture-mapping hardware to perform inter-
active rendering applying various kinds of rendering styles.
It implements a multi-volume concept to enable individual
manipulations of each volume part. The segmentation of
the volumetric objects can be done directly via 3D paint-
ing. Apart from importance-driven visualization resulting
into cut-away and ghosted views, VolumeShop features label
management to introduce basic descriptions for the visual-
ized data.

To focus on a particular feature, this feature can be moved
from its original spatial position. To indicate its original spa-
tial position, it is possible to display a ghost or add additional
markers such as fanning or arrows. It has demonstrated the
capability to manage in GPU moderate-size datasets and
efficiently provide the user with insights about volumetric
data.

Huang and Ma [8] applied partial region growing to a
subset of the volume and derived a 2D TF-based on the
partial region growing results by leveraging on the parallel
processing capabilities of programmable graphics cards and
automatic generation of a TF for the user by making use
of the result of partial region growing. Enhancing TFs with
computed or acquired values often results in an even more
complex feature space. However, they had a disadvantage
with the data size because it is large hampering interactive
rendering. The volume data is noisy, and the user needs to
point to the region of interest.

Cheuk et al. [4] converted a 3D intensity field to a 2D
intensity-gradient histogram and applied the normalized cut
algorithm to segment the IGM histogram hierarchically. They
have shown the idea of using computational visual segmen-
tation to mimic user interaction and classify intuitive vol-
umetric regions effectively. By iteratively partitioning the
histogram, they created the hierarchy and stored it in a
tree structure. The resulting hierarchy of segments was used
to guide the user interactively explores and visualize the
volume data.

Xiang et al. [9] proposed the skeleton cuts to segment inter-
esting structures of a volume and to visualize the segmented
structures by using a combination of segmentation and local
TFs to visualize complex medical datasets where they archive
the volume data with high-quality results. The segmentation
provides better localization of TFs and better feature separa-
tion, but it was slow Recognizing and partitioning an object
with boundaries from the image.

Sherbondy et al. [10] implemented region-growing-based
volume segmentation with simultaneous volume visualiza-
tion them advantage is the segmentation method that allows
interactive visualization and control because of its compu-
tation speed and coordination with a hardware-accelerated
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volume renderer, but the process slows down by using the
CPUs for general computation.

Burget et al. [11] Presents an innovative algorithm com-
bining the theory of artificial intelligence and knowledge of
human eye anatomy. Bhanumurthy and Anne [12] proposed
an ABC algorithm that gives an efficient fitness function that
improves the segmentation quality. Clustering is done after
the transition of the input data into a higher dimensional
feature space. This proposed technique has accomplished
automated detection.

Neethu and Shruti [13] proposed a reliable tumor detec-
tion method based on CNN that reduces the operators and
the errors. The system is divided into two phases: firstly
learning and training phase. Secondly recognition and testing
phase. CNN is used in convolving a signal or an image
with kernels to obtain feature maps. Their results gave more
information about brain tumors and helped the doctors with
diagnosis, treatment plan-making, and tumor monitoring.
However, the software taking a long time to train and having
has some limitations, i.e. it can only provide accurate results
for a limited number of images. Therefore, trusted and auto-
matic detection of brain tumour is essential to decrease the
death rate.

Yang et al. [14] identified landmarks on the distal femur
surface by processing three independent sets of 2DMRI slices
(one for each plane) with regular CNNs. The 3D position of
the landmark was defined as the intersection of the three 2D
slices with the highest classification outputs.

Kindlmann and Durkin [3] have considered the 3D his-
togram volume defined by attribute value, first and second
directional derivative. In this space, they have defined a
model with classified boundaries and then used this model for
automatic opacity function generation. Those distinguished
boundaries appeared as arches in the derived histogram
with axes representing scalar value and gradient magnitude.
Although using this histogram can improve the selection of
boundaries, intersection or overlapping of two arches caused
by different feature voxels sharing the same scalar value and
gradient magnitude may result in ambiguities in the classifi-
cation of boundaries. The gradient magnitude histogram did
not correctly measure the soft boundary between the dendrite
and the background.

Sereda et al. [15] proposed the LH (Low-High) histogram
as the TF space, where boundaries appear as blobs instead of
arches in the intensity-gradient magnitude (IGM) histogram,
which are also more robust to noise and bias. Despite their
popularity and ease of implementation, these approaches
cannot capture spatial information that may provide better
visibility of features of interest. Their approach has failed
with the two boundaries because they could not be separated
as they overlap in the TF domain.

Bajaj et al. [2] introduced the contour spectrum, which
plots several contour properties, i.e., surface area, volume,
and gradient integral of the contour, to guide the user in select-
ing significant is values. They showed that measures such as

contour length, area, volume, etc. are piecewise polynomial
since they are piecewise polynomial in each cell

Pereira et al. [16] performed a thorough evaluation of
data augmentation strategies for brain lesion segmentation
to combat class imbalance using a hybrid intelligent fuzzy
Hopfield neural network. They used small kernels, a more
profound architecture, intensity normalization and data aug-
mentation. Different CNN architectures were used for low
and high-grade tumors. The error is minimized in Artifi-
cial Intelligence, and with greater precision, the accuracy
is achieved; it has also carried out repetitive and time-
consuming jobs efficiently. They attained top results on a
2013 public challenge dataset and second place in an on-site
2015 challenge.

Zhao and Kaufman [17] and Pinto and Freitas [18] pro-
posed Machine learning methods, such as neural networks
and support vector machines, have been applied to clas-
sify high-dimensional data this design of multi-dimensional
TF that uses self-organizing maps to perform the dimen-
sional reduction of the voxel attributes and allows building
multidimensional TFs through the exploration of a simpli-
fied (reduced) space where traditional interaction techniques
can be employed. However, it is losing the information caused
by the dimensional reduction process, and it performs a
non-discrete classification which can represent uncertainty.

Purohit and Joshi [19] introduced a new approach to
K-means clustering algorithm. They proposed a new method
for generating the cluster center by reducing the mean square
error of the final cluster without increasing the execution
time. Their proposedmethods reduced the means square error
without sacrificing the execution time.

Jose et al. [20] who is engaged in the health sector,
discuss brain tumours’ segmentation in patients using the
Fuzzy C-Means and K-Way algorithms. The results obtained
are that Fuzzy C-Means have better K-Means performance
because the resulting segmentation is more precisely iden-
tified. They divide their proposed methods into three parts,
pre-processing, advanced k-means and fuzzy c-means and
feature extraction. In the pre-processing, they implemented it
by using the filter to improve the quality of the image. Then
they proposed an advanced K-means algorithm followed by
Fuzzy c-means to cluster the image. Then they have used
the resulted segment image for the feature extraction for the
region of interest. Their proposed method is simple, fast and
understandable. Easy to determine which clusters are neigh-
bouring, but all the cluster boundaries are either horizontal
or vertical, and no diagonal boundary is detected. Kniss and
Wang [21] presented a simple and robust method that treats
the volume as a 3D manifold and performs segmentation
based on manifold distance metrics. References [22]–[25]
alternatively dimension reduction is first performed on the
high-dimensional data followed by clustering or classifica-
tion in the low-dimensional space.

Yedla et al. [26] proposed a newmethod to determine better
initial centroids and provide an efficient way to assign the
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data points to proper clusters with lower time complexity.
Any additional input like threshold values is not considered
in this method. Finding the initial centroid is introduced, and
it provides an effective way of assigning the data points to
suitable clusters with reduced time complexity. They proved
their proposed algorithm is accurate with less computational
time than the original k-means clustering algorithm, and their
proposed algorithm does not require any additional input like
threshold value, but the algorithm still initializes the number
of clusters.

Selver [27] applied the Brushlet to increase the volu-
metrically information in order to identify low and high
frequency texture. Nazeer and Sebastian [28] proposed an
enhanced algorithm to improve the accuracy and efficiency of
the K-means clustering algorithm that combines a systematic
method consisting of two approaches. The first one is finding
the initial centroid, and another is assigning the data point
to the clusters. They have chosen different initial centroid
and tested execution time and accuracy. From the result,
the proposed algorithm reduced the time complexity without
sacrificing the accuracy of clusters. In original k-means, ini-
tial centroids are selected randomly, affecting the operational
time and accuracy of the cluster directly. For different initial
centroids, selection resulting clusters will be different. Also,
the operational complexity of the basic k-means algorithm
is high.

Klinker et al. [29] they observed Physical Approach to
colour Image understanding with additional example through
opposed to k means and Anil Z Chitade evaluated the Colour
-based image segmentation using k-means clustering. The
colour of each pixel in the object can be described as a linear
combination of the object’s colour and its reflection. The
object’s colour is a diffuse reflection from the body of the
material, and the specular reflection is a stronger reflection
(a brighter spot) in one viewing direction from the object’s
surface.

Lundström et al. [30] proposed the Probabilistic Animation
technique. This technique is used to visualize uncertainty
caused by the material classifications and automatically
shows all possible appearances for each material’s regarding
an explicitly probabilistic TF. However, this technique has
one main drawback: when the intensity of the interesting
target and other materials is similar or overlapping, and/or
the interesting target is occluded by other materials, it would
be difficult or even impossible to reveal the interesting tar-
get and its associated uncertainties. In comparison, our pro-
posed uncertainty visualization technique could overcome
this drawback and thus provides a better uncertainty visu-
alization service. The parallel coordinate plot is a widely
used method to display high-dimensional data on a 2D plane,
where the TF is designed by selecting a certain range in
one dimension or selecting line segments with similar slopes
between two neighboring axes [17], [31].

Conze et al. [32] utilized cascaded pretrained con-
volutional encoder-decoders as generators of cGAN for

abdominal multi organ segmentation. Raidou et al. [33] pre-
sented a visualization method that overlays black circle-type
glyphs on top of the colours to indicate the radiation dose
uncertainties used to irradiate tumors. The drawback of this
method is that the colours could be occluded by the black
circle-type glyphs on top of them and thus causes difficulties
for perception.

Cai et al. [34] proposed the Rule-Enhanced Transfer Func-
tion (Rule-Enhanced) that utilizes the rules obtained from
user-labelled interesting target on a few slices to automat-
ically and intellectually segment the user interesting target
in the entire medical volume data. Ma et al. [35] refined
this approach and proposed the Dynamic Visualization of
Uncertainties (Dynamic Visualization) that allows the users
to express the feature of interest via transfer functions.
Comparing to [34] Single-attribute rule-based Segmentation
method, here the author has approach a segmentation method
consisting of multiattribute-rule to produce more accurate
segmentation result. These methods [34], [35] have used
the genetic algorithm to find the best rule that can segment
more accurate target which in some cases is time-consuming.
We have performed both qualitative and quantitative experi-
ments to compare our method results against the results from
the Rule Enhanced and the Dynamic Visualization to show
that our method is able to generate the closest results to the
ground truth.

III. METHODS
A. OVERVIEW OF WORKFLOW
The framework of the proposed method is presented in Fig. 1.
The system will start by generating the intensity attribute
for the original data. And as an input, the user will select
a slice that contains the target and select a point on each
target that needs to segment then the system will extract
the features based on it. Second, the system will input the
intensity attribute and the extracted features to the target
segmentation technique based on the k-means algorithm to
segment the masks generated from the k-means algorithm
which contains the targets that have similar intensity val-
ues or are connected to user interesting target in the vol-
ume. Third, the system will use the k-means mask as input
to the segmentation rule to improve the k-means mask.
Based on the original intensity attribute the system will
give each voxel in the improved k-means mask an intensity
value.

The system will use the modified mask with the selected
slice and point to extract new features from the mask, and
based on the features; the system will generate the IMR.
Using IMR, the system will distinguish the voxels that will
not meet the range from the improved mask. Using the
selected slice and point, the system will extract new features
to generate GMR and will distinguish the voxels that will not
meet with it from the mask to generate the segmentation rules
mask that has the interesting target classified from the other
tissues.
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FIGURE 1. The workflow of this paper: (MV) is the mean value,(min) is the min in the feature table, (max/mean) is the maximum value in Sv table, (ZV) is
the zero value, (C1,C2,C3) is the clusters value, (IMR) is the intensity mask range, (GMR) is the gradient mask range, ITV is the intensity target voxels, RTV
is the rest targets voxels and (ITVn) is the intensity target voxels number.

Fourth, the system will input the segmentation rules mask
to the target extracting and segmentation technique to detect
the user’s interesting target from the other tissues and segment
it. This technique can classify the interesting user target from
the other tissues that are connected to it and have similar value
in some slices.

Fifth, the system will use the features mask voxels to
modify each voxel intensity value in the original image. Using
the modulate opacity technique will view the result on a 3D
view which is meaningful and accurate results. Moreover,
we utilized Dynamic Parallelism to speed up the segmenta-
tion process of the volumetric data.

B. SLICE/POINT SELECTION
1) PREPROCESSING
The medical data is partitioned into several regions based on
its intensity. The intensity attribute is a data matrix whose
values represent the intensities of the objects in the medical
data within some range, and it is commonly used in image
segmentation.

Themain aim of segmentation is to differentiate the regions
of the interesting target in an image and then label it as one
target.While themedical datasets contain different bits of raw
data, the system will start by checking the voxels bits size of
the input data and changing the data to 8-bits which will help
the system use the same rules on all the inputs datasets. The
systemwill generate the intensity attribute to the original data
and present a 3D view to it to allow the user to explore the data
and select a slice and point on their interesting target. The user
can select single or multiple targets that need to segment the
data using a single point on each interesting target. We used
the modified pointer function to allow the user to see the
pointer from the other targets.

The system will extract the location of each point the has
user made to get the position of the selected target in the

data, which based on it, the system will use to extract the
features.

C. FEATURES EXTRACTION
In the medical data, the objects with similar intensity values
will stand out and visible as one object, making them difficult
to be segmented from each other. The feature is a piece of
information about the content of an image and its specific
structures in the image, such as points, edges or objects. Our
system has used three types of features to extract and segment
the user’s interesting targets. The first one is for the target
segmentation technique using k-means clustering. The sec-
ond one is for the segmentation rules technique. The third
one is for the target extracting and segmentation technique.
The system will use the location of each point the user has
input and, for each point, will generate a 7 × 7 neighbour-
hood table that will contain the values of the voxels around
the selecting point in the selected user slice. We define the
neighbourhood table H around voxel v as a set of voxels Vi
surrounding V (fig.2). H serves as a sample space, and each
Vi is an elementary event in space H.

FIGURE 2. The extracted 7 × 7 neighbourhood table from the
user-selected point.

The simplest and default neighbourhood is the set of all
voxels within a Euclidean distance (d) which is 7 × 7 of v.
The system will generate a new volumetric data based on
the intensity attribute that will use in the target segmentation
technique based on k-means clustering algorithm, and it will
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have unit-8 size. The system will generate the new volume
data using the following algorithm:-

Algorithm 1 New Mask Generation
1. for i = 1 : slice size of IV
2. IVs = IV (: , : , i) ;
3. NVsv = max (max(IVs ) ;
4. NVs = IVs × ( 255/NVsv) ;
5. NVs = unit8 (NVs ) ;
6. NV (: , : , i ) = NVs ;
7. end

where (IV) is the intensity volume, (IVs) is the intensity slice
value, (NVsv) is the new volume slice value, (NVs) is the
new volume slice, and the (NV) is the new volume. After
generating the new volume, the system will distinguish the
non–target voxels, which are mostly the air values, by finding
these voxels based on the clear rule that takes the form:-

f = find (USs > 0.1) ;

v = Uss(f (1) ) ;

Cv = v+ 0.01 ; (1)

where (USs) is the user selected slice, (v) is the first value
that is bigger than the average air value in the medical volume
data, and (Cv) is the clearrule value.

The system will distinguish all the values that are less than
Cv values in the data to ensure that the air values will not be
detected while extracting the features. To extract the features,
the system will use the extracted table from the selected slice
on the new volume on the same slice to get the new values of
each voxel in the table. First, the system will find the mean
value from the table and based on it; the system will extract
the features.

We have separated the features into two branches based on
the mean value while some of the objects in the data will have
high-intensity and others will have low-intensity value using
conditional statement rule that takes the form:-
where (MV) is themean value, (USs) is the user selected slice,
(Sv) is the first value in the selected slice that has match the
range, (Sv table) is the neighbourhood table 7∗7 around the
Sv, (MinV) is the minimum value in the neighbourhood table.

Using this rule, the system will generate four features and
will use them as the inputs to the k-means clustering as
centroids center. The system will forward the new volume
with new values with these features to the target segmentation
based on k-means clustering to segment the targets that have
similar value to the user’s interesting target.

D. TARGET SEGMENTATION BASED ON K-MEANS
CLUSTERING
K-Means is one of the simplest unsupervised learning
algorithms that solve the well-known clustering problem.
A data-partitioning algorithm assigns n observations to
exactly one of k clusters defined by centroids, where k is
chosen before the algorithm star. The k-means algorithm

Algorithm 2 Features Extraction
1. if MV < 128
2. → S = find (USs > MV ) ;
3. Sv = S(1) ;
4. Sv table = USs ( Sv (x)− 3 : Sv (x)+ 3 ,

Sv (y)− 3 : Sv (y)+ 3 ) ;
5. MinV = min(Sv table ) ;
6. max Sv table = max (Sv table ) ;
7. C 1 = MV
8. C 2 = max Sv table
9. C 3 = MinV
10. C 4 = 0
11. if MV > 128
12. → S = find (USs > 0) ;
13. Sv = S(1) ;
14. Sv table = USs ( Sv (x)− 3 : Sv (x)+ 3 , Sv (y)− 3 :
Sv (y)+ 3 ) ;

15. mean Sv table = mean (Sv table ) ;
16. MinV = min(Sv table ) ;
17. C 1 = MV
18. C 2 = mean Sv table
19. C 3 = MinV
20. C 4 = 0

FIGURE 3. The extracted features from the user-selected slice and point.

chooses seeds as follows, assuming the number of clusters
is k. It will select an observation uniformly at random from
the data set. The chosen observation is the first centroid and
is denoted (C1). Then it will compute distances from each
observation to C1. Denote the distance between (Cj) and the
observation m as d (Xms, Cj), and then it will select the next
centroid, C2, at random from the dataset with probability
using this rule

d2(xm, c1)
n∑

j= 1
d2(xj, c1)

(2)

where (x) is the dataset, (C) is the cluster or the centroid
center. Then to choose the center (j), it will compute the
distances from each observation to each centroid and assign
each observation to its closest centroid. Using the center
rule: -

For m = 1, . . . , n and p = 1, . . . , j− 1,

select centroid j at random from X with probability
d2(xm, cp)∑

h ; h ∈Cp
d2(xh, cp)

(3)
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where (Cp) is the set of all observations closest to the cen-
troid (Cp) and (Xm) belongs to (Cp).

The algorithm then will select each subsequent center with
a probability proportional to the distance from itself to the
closest center that already chose. And it will repeat until k
centroids are chosen.

So these centroids should be placed attentively because
of different location causes different result and that shows
how these centroids values are important in the K-means
clustering. In our system, we have improved the K- means
clustering algorithm by assigned these centroids from the
extracted feature in the previous section rather than let the
algorithm choose random centroids center to ensure that one
of the centroids will be in the interesting user target and to
make the results be the same every time the system test the
dataset.

Using this way, the user interesting target will be clustered
with the tissues that have similar value to it. We have added
these features to the k- means algorithm as following, first
assign the centroids using our features to be:-

Algorithm 3 K-Means Centroids Extraction
1. If MV < 128
2. C1 = MV
3. C2 = max S table
4. C3 = MinV
5. C4 = 0
6. if MV > 128
7. C1 = MV
8. C2 = mean S table
9. C3 = MinV
10. C4 = 0

where (C1. . . .C4) are the centroid center values. Moreover,
according to the weighted average value of objects in the
cluster, each object is assigned to the lowest cluster dissim-
ilarly, then updates the weighted average values of cluster,
i.e. compute the weighted average values of objects in each
cluster. It will assign each object to the group that has the
closest centroid.

The results of figure 4 show the effectiveness of our tech-
nique that can present the same results with the different
selected points in different selected slices too by changing
the inputs of the k-means based on the extracted features.

After the k-means has clustered each voxel to one centroid,
the algorithm will present a slice that has voxels value from
(1- 4), and each value is called responding to one cluster.
After generating the k-means slice, the system will use the
matching function to checkwhich cluster is matchingwith the
neighbourhood table (H) to segment it from the other values.
After segmenting the value of the voxel that matches the (H),
the system will save each voxel’s location and assign it to one
table called K-means segmentation target (KST).

After extracting the KST, the system will upload the next
slice from the new volume to the k-means algorithm. After
generating the slice that has values from (1-4), the systemwill

FIGURE 4. Shows the results of using different points and slices as an
input to k–means clustering where (A) is showing different choosing
points in different slices (B) is the generated C1 mask from k-means
clustering using our technique.

match it with the extracted KST from the previous slice then
will save the new KST to use for the next slice.

At the end of this step, the algorithm will present a new
volume data called k-means segmentation mask that con-
tains the user’s interesting target and the tissues that have
a similar value to it. The system will forward this data to
the segmentation rules with the features to improve the user
k-means segmentation mask and generate the IMR and GMR
to generate the segmentation rule mask.

E. SEGMENTATION RULES
In the previous section, the system using the k-means algo-
rithm has segment a mask that contains the user’s interesting
target and the tissues that have similar value to it.

This section will describe the segmentation rules that work
to improve the k-means segmentation mask based on features
extracted from the intensity and the gradient attribute of the
k-means segmentation mask. In some slices of the medical
data, the user target will not be connected to other tissues
and classified alone. So to improve the k-means segmentation
mask, the systemwill view it to the user to select a slice where
their interesting target is not connected to other tissues and
based on the selected slice and point the system will do the
following steps:

1) IMPROVE K-MEANS SEGMENTATION MASK
Using the user-selected slice and point, the system will use
the matching function to distinguish the tissues which are not
connected to the user interesting target in some slices. The
system will start by extract the user’s interesting target from
the selected slice and save it in one slice called test slice (TS).

To ensure that the system has extracted only the user inter-
esting target from the selected slice, the system will generate
a 7∗7 neighbourhood table around each voxel equal to 1 in
the selected slice and assigned each voxel as a trained voxel.

Then will check this table in TS to find how many cells in
the table are equal to 1. Based on how many cells are equal
to 1, the system will classify the trained voxel as matched one
or not matched. If the trained voxel table has less than three
cells equal to 1, then the systemwill classify it as not matched
voxel and save the voxel to one table containing all the voxels
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that did not match the voxels in TS, we assigned this table as
Non-Matched Voxel (NMV).

After testing all the trained voxels, the system will distin-
guish all the voxels in the NMV table from the TS and will
present new target that is improved, and all its voxel is related
to the user interesting target we assigned the new target as
Main Extracted Target (MET). The systemwill save theMET
to a new mask called an improved k-means segmentation
mask.

Next, the system will distinguish the MET from the
selected slice. Then using the 2D connected component,
it will extract the location of the voxels of each target rest
in the selected slice and assigned the outputs of the 2D
connected component as the Main Rest Target (MRT).

The system will upload the next slice from the k-means
segmentation mask and will check the extracted MET voxels
in the uploaded slice for any of the voxels equal to zero to
modify the MET by removing these voxels from it.

Then the system will distinguish the MET from the
uploaded slice and test each voxel in it equal to 1 as follows.

First, it will generate a 7∗7 neighbourhood table around
the trained voxel, then will test it on MET to see how many
cells in the table of the trained slice will have a voxel value
equal to 1.

Second, if the table contains a voxel with value 1, the sys-
tem will use the matching function to find if the table voxels
match any target in MRT.

If the generated table has a cell with value 1 when the
system has tested it on MET and it will not match with any
target from the MRT, then the system will save the trained
voxel to a table containing the target voxel in the uploaded
slice.

After the system is done from testing each voxel in the
uploaded slice, it will generate a new MET from the table
that containing the target voxels and then distinguish theMET
from the uploaded slice to generate a new MRT.

The system will repeat the segmentation steps for each
uploaded slice. At the end of the segmentation, the system
will generate the improved k-means segmentation mask that
contains the user interesting target with the tissues connected
to it and has similar value with it.

F. FEATURES EXTRACTION
In previous sections, the system has segmented the user’s
interesting target with the tissues connected to it and has
similar value with it. To classify the user’s interesting target,
features that are related to the interesting target need to be
extracted. As pre-processing to extract the features, the sys-
tem will need to give the voxels in the improved k-means
segmentation mask a value while all the voxels in it are
equal to 1.

The system will check each voxel in the improved k-means
segmentation mask on the intensity attribute to get the value
of the voxel from it. Based on the improved k-means segmen-
tation mask with intensity values, the user selected slice, and
the user selected point, the system will extract the features.

FIGURE 5. Show the results of the segmentation rules where (A) is
showing the IMR mask, (B) is showing the GMR mask, and (C) is showing
the segmentations rules mask.

We have extracted two features that will be inputted to the
segmentation rules to generate the segmentation rules mask.

The system will start by finding the maximum value
in the improved k-means segmentation mask. In contrast,
the improved k-means segmentation contains the interesting
user target and will assign it as Max Mask Value (Max MV),
and this value will be the first feature.

Then from the selected point and slice, the system will
generate an 11∗11 neighbourhoods table around the selected
point and will extract the mean value from the table and
assigned it as Mean Table Value (MTV) and based on the
MTV and MaxMV, the system will generate the second fea-
ture which is the Minimum Mask Value (MinMV) using the
minimum rule that takes the form: -

MinMV = MTV − ((MTV × 3)−MaxMV ) / 8) (4)

where (MinMV) is the minimum mask value, (MTV) is the
mean table value, (MaxMV) is the maximum mask value.

We have multiplied the MTVby three while the datasets
are 3D and divided them by eight while the dataset voxels
are 8-bits. After extracting these features, the system will
use it to generate the segmentation rule mask containing the
user’s interesting target classified from the other tissues that
are connected to it.

1) SEGMENTATION RULE MASK GENERATION
This section will describe the segmentation rules based on
the intensity, the gradient attributes, and the extracted feature
from the previous methods.

As input to the segmentation rules, the system will input
the original intensity of the dataset and using the extracted
features will create an intensity range we called intensity
mask range IMR to distinguish the voxels in the data that has
bigger or less value than the IMR and the IMR will set as
following: -

IM (IM < MinMV ) = 0;

IM (IM > MaxMV ) = 0; (5)

where (IM) is the intensity mask of the original dataset.
After the system has distinguished the voxels that do not

match the IMR, the system will assign the result as an IMR
mask and generate the gradient magnitude mask to it.

Based on the generated gradient magnitude mask, user-
selected slice and the user-selected point, the systemwill gen-
erate another 11∗11 neighbourhood table around the selected
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point and extracted the maximum value of it to create a
Gradient Magnitude Range GMR.

We have used this range to find all the voxels in the
gradient magnitude that are bigger than the maximum value
of the extracted table and assigned them in one table we
called gradient magnitude values (GMV). The system will
remove all these values from the IMRmask that has generated
using IMR.

At the end of this section, the rule will output the feature
mask based on segmentation rules that contained classified
user interesting target from other tissues.

G. TARGET EXTRACTING AND SEGMENTATION
The previous steps will present volumetric data that contains
the user interesting target classified from the other targets
in the original data. In the medical data, some tissues will
not have a boundary between them, presenting them as one
object. After the system has used the gradient magnitude
mask to segment the user’s interesting target, some targets
will still be connected to it because they do not have a
boundary between each other at that point, which will present
them as one target at that slice. To classify and segment only
the user interesting target, we have designed extracting and
segmentation technique that could detect and extract only the
user interesting target based on the segmentation rules mask,
user-selected slice and user slice point.

The system will start using the selected slice and point
to extract the first Extracted Main Target while the user has
chosen a point and slice where the target is not connecting
to other tissues. Using this point, the system will generate
an 11∗11 neighbourhood table around the selected point and
assign the table as a point table (PT). Then the system will
extract each tissue location voxels in the selected slice using
the 2D connected component and save it in one table called
selected slice target (SsT).

Using the matching function, the system will find the PT is
matching with which tissue from the SsT. The matched tissue
will be the user’s interesting target in the selected slice. The
system will save the voxel location in a table we called inter-
esting target voxel (ITV). After extracting the ITV, the system
will distinguish it from the selected slice then, by using the
2D connected component, the system will generate a table
that will contain each target voxels rest in the selected slice
and assign it as rest targets voxel (RTV).

The system will include the ITV to RTV as the last tissue
and save the place number of it as an interesting target voxel
Place (ITVp). These extracted features will be the input to
the extracting and the segmentation technique to detect and
segment the user interesting target from the segmentation
rule mask.

The systemwill upload the first slice after the user selects a
slice as a trained slice to segment the interesting target using
the extracted features. It will start by extracting each object
voxels in the trained slice using the 2D connected component
and assign it as a trained slice table (TST) then, by using the
matching function, will do the next steps:

FIGURE 6. Shows the target size of each slice where (red) is the
user-selected slice (green) representing the target when it has a bigger
size than the previously trained slice (yellow) is representing the target
when it is a smaller size than the previously trained slice.

First will check which target in TST is matching with ITV.
If the ITV has a match with one target, it will assign the
matched targets as matched targets (MT).

Second, the system will check which target in the RTV is
matching with the MT. If there is only one matched target
and it matches ITVp, then the MT is related to the user’s
interesting target, and the systemwill segment it and save it in
the feature mask. After saving the MT, the system will assign
its voxels as ITV then generate a new RTV and ITVp based
on the extracted target.

In cases where the MT is not equal to ITVp or when
the ITV is matching with more than one target from the
RTV, we have designed our system to find if all these
matched objects are related to the user interesting target using
checking rules that can detect the right target that needs to
segment.

In the beginning, the system will test the ITV voxels in
the trained slice to distinguish any voxel value will equal to
zero then will generate a new ITV and RTV from the trained
slice. The systemwill test each voxel of each target in RTV by
generating a 7∗7 neighbourhood around the trained voxel and
assign it as a trained voxel table (TVT). Then it will generate
a slice for the ITV voxel values and assign it as an interesting
target voxel slice (ITVs).

The system will test the TST on the ITVs. If one cell in the
table will equal one, then the system will assign the trained
voxel to one table that will contain all the trained voxels that
have matched with this rule, and we call it matched voxels
table (MVT). After testing all the voxels, the system will
assign all the voxels in MVT to ITV, generate a new RTV
from the trained slice, and upload the next trained slice to
segment the user’s interesting target from it the extracted
features from the trained slice.

In the medical data, the objects first appear as small objects
and then grow their size with the slices until it reaches the
biggest size of it then it will start to go back small until it
disappears.

In some cases, the medical data will contain a large object
that will separate into few parts and all of these parts represent
one object in the data. We have designed the system to find
out if these objects that have separated from the main object
are still related to it or have been connected to other objects
and become part of it.
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To check if the user interesting target has separated, the sys-
tem will check the extracted target from the trained slice to
find if it is more than one part by using the 2D connected
component, which will present a table of each connected
object in the extracted target. If the 2D connected component
result shows that the target has separated and becomes more
than part, the system will check the separated parts using the
following steps.

First, the systemwill distinguish the object with the biggest
size from the 2D connected component while the biggest
object in it is the main part and the small ones are the
separated parts.

Second, the system will test each small object in the table
and assign each object as a trained object (TO). The system
will upload the next five trained slices and, using the match-
ing function, will find the object that will match the TO. After
finding the object that has matched the TO, the system will
test the size of it and compared it to TO size to find if the TO
is growing after it has separated from the main part because
while the main object is going small, then any object related
to it should go small too.

After the system has tested the TO in the next five slices,
if the system finds that it has gone small, the system will
be assigned as a user interesting target. But if the system
finds that TO is growing in the next slices, then the system
will distinguish it from the ITV and generate a new RTV
because the TO is growing, possibly becoming a part of
another object.

Using this fact that the objects are starting as small objects
and end as small objects. To avoid having the wrong result
that will contain some part of other objects that are not related
to the user interesting target we designed a stop function to
let the system stop extracting the interesting target after it has
finished.

The stop function is working by checking the ITV size of
each extracting target from a trained slice to find which side
of the dataset the user interesting target is growing. If the size
of the extracted target has become bigger in the next trained
slices, the stop function will keep the system in the extracting
process until it detects that the target size has got smaller.
Here, the system will first ensure that the target is getting
small by finding in the next trained slice if the extracted target
is getting small.

When the target has got small after it was big in the
previously trained slice, then the stop function will work and
repeat checking the size of the extracting target until the target
size gets bigger again to stop the system from extracting the
user interesting target.

The system will repeat the steps of segmentation for each
slice to segment the user’s interesting target. At the end of this
step, the system will generate the feature mask with only the
user’s interesting target.

After generating the feature mask, a post-processing step
might be desirable to extend or improve the results. Some
of the extracted user target slices will mess some voxels
between, and while the extract target voxels will have the

FIGURE 7. Visible Male Head dataset (VisMale). Red denotes the human
brain.

same value, they will be visible as one white object. To ensure
that all the voxels of the user interesting target are extracted,
the systemwill use as input the original data and will test each
voxel in it on the features mask.

The system will start by uploading the same slice from the
features mask, and the original data mask then will distin-
guish the target that in the features mask from the original
data slice and will test each voxel rest in it by generating a
3×3 neighbourhood table around the trained voxel and check
the table on the features mask slice.

If the trained voxel table has more than 3 voxels connected
to the target, the system will assign the trained voxel to the
feature mask slice.

The system will repeat this technique with each slice from
the original data and test its rest voxels after distinguishing
the target.

The result of this step will present a new volumetric data
which contain extracted user object.

H. VISUALIZATION
This section will describe our visualization technique that
can view the result of the previously proposed method with
a meaningful view and highlight the important features of
the interesting user target. The system will use the features
mask to generate a TF that can enhance the user’s interesting
target visualization. In TF design, higher opacity is usually
assigned to important structures to be visible from other
objects.

We modified the default intensity of each voxel (v) from
the feature volume by finding the maximum intensity value
in the original data and add it to each voxel value in the
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FIGURE 8. Combined (CT-MR) Healthy Abdominal Organ Segmentation
(CHAOS) Challenge Dataset. Red denotes the human liver.

feature volume then we combined it with the original data
so the interesting target voxels will stand out and be more
visible whichwill enhance the user interesting targets because
all its voxels will have a high-opacity value. We also mod-
ulated the opacity of each voxel v, and the modulation is
described by:

opacitye (v) = opacitym (v) . (enhanceVal. opacitym (v) )

(6)

where opacitye(v) is the enhanced opacity of voxel v,
opacitym(v) is the main opacity of voxel v, and enhanceVal is
a user-controlled value to decide the extent to which enhanced
effect should be applied.

IV. IMPLEMENTATION
The system is tested on an ASUS ZX63 laptop with an
I7-7700HQ 2.80MHz CPU, with 32GB Memory and an
NVidia GTX 1050 graphics card with 4GB video memory.
The system is implemented with MATLAB and uses parallel
computing for further acceleration. We viewed and explored
the volumetric data inMATLABC using the 3Dimshow func-
tion. The 2D connected components function has been used
to extract the voxels’ location using the local neighbourhood

table. All the volumetric input data has beenmodified through
our system to 8-bits. The run-time performance of the system
is fast for user interactions.

V. RESULTS
In this section, we demonstrate the effectiveness of our
method by applying it to different volumetric datasets and
performed both qualitative and quantitative experiments to
compare ourmethod results against the results from two state-
of-the-art techniques, known as the Rule Enhanced and the
Dynamic Visualization.

We highlight one slice from the Segmentation rules mask
generated for each dataset to show how it helps segment the
interesting features. For each dataset, we generated the Inten-
sity mask, the Segmentations rules mask, the Rule enhance,
the Dynamic Visualization, the ground truth and the result of
our method.

A. VISIBLE MALE HEAD DATASET (VisMale)
(128 × 256 × 256, 16-BIT CT)
This dataset consists of the CT scan of a male head [36].
Traditional functions usually fail to detect and segment the
brain due to the occlusion of the skull and the similar inten-
sity range of the brain and other soft tissues because the
intensity of the brain and other soft tissues is overlapped,
and the brain is occluded by the skull. Second, it is man-
ual rather than automatic to obtain these TFs which can
clearly show the structure of this dataset, and thus could be
time-consuming.

Third, even if it can reveal the hidden brain, it is still
impossible to reveal all uncertainties of the brain, as its TF
adjustment is performed in an uncontrollable way. This could
lead to some important uncertainty visualization results of
the brain are missing, and thus may cause medical experts
to make inappropriate decisions using the extracting and
segmentation techniques, our system has classified the human
brain from the skull, and we have archived an accurate result
with 0.9803 dice.

B. COMBINED (CT-MR) HEALTHY ABDOMINAL ORGAN
SEGMENTATION (CHAOS) CHALLENGE DATASET (256 ×

256 × 81, 32-BIT)
This dataset is a healthy abdominal liver of the human
body [37]. Understanding the medical image is an important
key to successful operations. It is difficult to classify the
liver from other organs and detect its important features using
the traditional transfer function technique. This is because
the intensity of the liver and the other organs are partially
overlapped and it is manual rather than automatic to obtain
these TFs which can clearly show the structure of this dataset,
the lack of contrast at the borders between the organs makes
them hard to understand. This problem has been solved using
our extracting and segmentation techniques that could detect
more accurate result and classify the liver from the other
organs with 0.9443 dice.
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FIGURE 9. Brain Tumor Segmentation (BraTS) Challenge dataset. Orange
denotes the edema, and Yellow denotes the tumor.

C. BRAIN TUMOR SEGMENTATION (BraTS) CHALLENGE
DATASET (256 × 256 × 181, 16-BIT)
This dataset is an MRI brain glioma tumor and edema [38].
Brain tumors grow in different shapes and textures, manual
predictions require anatomical knowledge, and it is time-
consuming.While the Tumor and Edema has similar intensity
values and lack of contrast at the borders between them,
making them difficult to segment. Because it is difficult to
clearly reveal the brain tumor and its uncertainties.

This is because the intensity of the brain tumor and the
brain is partially overlapped, and the brain tumor is occluded
by the brain. Second, it is manual rather than automatic to
obtain these TFs which can clearly show the structure of this
dataset and thus could be time-consuming.

Third, it is never possible to reveal all uncertainties of the
brain tumor, as its TF adjustment is performed in an uncon-
trollable manner. This could lead to some important uncer-
tainty visualization results of the brain tumor are missing,
and thus may cause medical experts to make inappropriate
decisions.

Using the proposed techniques we have segmented the
edema and the tumor from the other organs with 0.89 dice
for edema and 0.92 for the tumor.

FIGURE 10. CT male head dataset (CT-HEAD). Red denotes the human
brain.

CTHead dataset (256×256×113, 16 bit CT): This dataset
consists of the CT scan of a male head [36]. Traditional
transfer functions usually fail to separate and segment the
brain while the brain is connected to some other tissues like
the eyes or the skull at some slices also because the brain has
different shapes and gets separated into few parts when it goes
small.

As the intensity of the brain and other soft tissues is over-
lapped, and the brain is occluded by the skull which makes it
impossible for the Traditional transfer functions technique to
classify the brain and reveal it and its important features that
are hidden in this dataset.

Using our extracting and segmentation techniques, our
system could detect the human brain from the tissues that are
connected to it and generate the closest results to the ground
truth with 0.9755 dice.

VI. DISCUSSION
In the medical data, correct results and time are required for
better diagnoses. In now time, there are large datasets that
are time-consuming to get the results from it. The similarity
value issue between the objects makes it difficult to detect
and extract an accurate result.
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Some important features of the interesting target will be
missing, or the result of the interesting target will contain
some parts that are not related to it.

The k-means clustering algorithm has shown a good effort
in image segmentation, but it has a disadvantage with some
results it gives. The K-means algorithm uses as input random
centroid center value, which makes the algorithm, give dif-
ferent results in each test, which makes it unreliable to use in
the medical data.

Using our technique ofmodifying theK-means algorithm’s
input, we have allowed the algorithm to output the same
wanted result in each test.

Using our segmentation methods, we have addressed the
similarity value issue between the object and could finally
detect more accurate results for the user’s interesting target.
Also, we have designed our system using parallel computing
to speed up the segmentation process and segment multiple
targets in a short time.

Johnson and Huang’s work [39] shows that using the local
distribution as the basis for feature identification not only
produces results that agree with enhanced traditional feature
detection methods but also reveal new features that were
previously inaccessible to be visualized or not easily specified
by the user.

Some datasets using the local distribution showed not
accrued target and a slow process while some objects not
fully visible because it has a similar value to other objects
and other issues that require many methods to segment the
user interesting targets.

We have compared our method results, the Rule Enhanced
and the Dynamic Visualization result (Table 1) with the
ground truth and supervised segmentation results by using
the Dice coefficient, which is a standard similarity index in
the range of 0 to 1 to measure the volumetric overlap of
two binary segmentationmasks, the sensitivity and specificity
coefficient.

Dice equation =
2× |A ∩ B|

2× |A ∩ B| + |B \ A| + |A \ B|
(7)

where (A) is the Ground truth mask and (B) is the generated
result.

Specificity equation =
TN

TN + FN
(8)

Sensitivity equation =
TP

TP+ FN
(9)

where (TN) is true negative, (FN) is false positive and (TP) is
true positive.

The system automatically learned from a single point on
the user interesting object in the selected slice to extract the
features and feed the information to the rules and algorithm to
get the result. It provides a more intuitive manner to present
and highlight the important structures of the user’s interesting
target.

TABLE 1. Segmentation results and computing times comparison among
our proposed method, the Dynamic Visualization and the Rule Enhanced.

TABLE 2. The program’s total run time (in seconds) and visualization
performance (in Frames per Second).

VII. CONCLUSION AND FUTURE WORK
Generatingmeaningful 3D visualizations from acquiredmed-
ical image data is a challenging problem. We have presented
a contribution to that field by introducing the segmentation
techniques. In this paper, we proposed a Simi auto technique
that allows the users to extract and view more than one target
with accurate results and in a short time. We have designed a
target segmentation technique based on the K-means cluster-
ing algorithm that could classify the user’s interesting targets
with targets with similar value to it in the volume.
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We also designed the segmentation rules that work to
improve the result of the target segmentation technique and
classify the interesting target from the other targets that have
a similar value to it. We also designed the extracting and
segmentation technique that represents a few steps of seg-
mentation to detect and segment the important structures of
the user’s interesting target and classify it from the targets that
do not have a boundary with them in some slice. We proposed
a visualization technique to enhance the feature mask in the
original data and give the user a meaningful 3D view of their
interesting targets with high accuracy results.

The effectiveness of our method has been demonstrated
on a large variety of volumetric datasets. The fast generation
of the results with good accuracy makes it also be usable
for clinicians. In future work, we are plan to use artificial
intelligencemethods that will speed up the extraction features
steps and will be able to train and work with other datasets
which have the similar user interesting target features and
find more features that can be used to detect the user object in
the volumetric data, which will help to extract more accurate
features and reduce the time of generating the results.

Also, we would like to improve our rules and algorithm to
let them have the ability to segment and classify each object
in the volumetric data without user input information to have
a volumetric data that contains classified objects to allow
the users to explore all the volumetric data and enhance any
object in it.
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