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ABSTRACT Graph-based methods have been widely used by the document image analysis and recognition
community, as the different objects and the content in document images is best represented by this powerful
structural representation. Designing of novel computation tools for processing these graph-based structural
representations has always remained a hot topic of research. Recently, Graph Neural Network (GNN) have
been used for solving different problems in the domain of document image analysis and recognition. In this
article we take forward the state of the art by presenting a new approach to gather the symbolic and numeric
information from the nodes and edges of a graph. We use this information to learn a Graph Neural Network
(GNN). The experimentation on the recognition of handwritten letters and graphical symbols shows that the
proposed approach is an interesting contribution to the growing set of GNN-based methods for document
image analysis and recognition.

INDEX TERMS Graph Neural Networks (GNN), attributed graphs, graph matching, local descrip-
tions, graph similarity, graph learning, graph classification, document image analysis (DIA), pattern
recognition (PR).

I. INTRODUCTION
Graphs have become very efficient and adequate field of
research over the past few decades and many pattern recog-
nition problems are being solved by graphs particularly in
document analysis [1]. Although statistical methods have
historically been more computationally efficient in solv-
ing problems in document image analysis, the graph-based
methods are reaching the benchmarks [2] since past few
years. In document analysis graphs can capture the structural
information of shape (of characters, symbols and other con-
tent) in documents. Graph-based techniques are nowadays
commonly used in document analysis not as an alternative
to statistical methods but as a complementary. Statistical
methods are less complex and need some relatively simple
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mathematical operations [3] but on the other side, the graphs
are able to present both symbolic and structural information
which can be more useful in solving pattern recognition
problems. Graphs are very efficient in dealing with similarity
measurement in pattern recognition which is known as graph
matching. It is an important property tomeasure the similarity
or distance between two graphs. This problem basically con-
sists of finding the minimum common subgraph to find if an
isomorphism exists between the graphs. [4] proposed a Graph
Edit Distance (GED) for graphmatching. Themain drawback
of GED is its computational complexity [5]. GED has expo-
nential time complexity with respect to number of nodes in
the graph, which makes it unfeasible to apply GED in real
world scenarios. To cope with this drawback lots of efforts
have been done so far, for instance [5] have presented an
error tolerant inexact graph edit distance. The recent success
in Convolutional Neural Networks (CNN) [6] in computer
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vision and other fields, has also captured the interest of
researchers, focused on using structural pattern recognition,
to extend these frameworks to non-Euclidean structures like
manifolds and graphs. These extensions in CNNs are com-
monly called Geometric Deep Learning (GDL) [7]. Among
many other methods, Graph Neural Networks (GNN) are
becoming more famous and achieving remarkable success.
Keeping ourself aligned with the modern trends in the struc-
tural pattern recognition research community (for document
analysis and recognition), in this paper we present our work
on the use of Geometric Deep Learning (GDL) [8] to improve
the state of the art in hand written character recognition and
symbol recognition. Our proposed approach is an improve-
ment and extension to the work of [3]. We propose to make
use of all the symbolic and numeric attributes of a graph for
learning for learning the graph characterizations and graph
distances with Graph Neural Networks (GNN).

In Section II we present an overview of the state of the
art. In Section III our proposed approach is described and
in Section IV the implementation details and results are
presented. The paper finishes with conclusions and future
research directions in Section V.

II. RELATED WORK
In this section first we present the state of the art about Graph
Neural Networks (GNNs) and Graph Edit Distance (GED).
It will be followed by highlighting the research gap in the
literature, the problem statement and our contribution.

A. GRAPH NEURAL NETWORKS (GNN)
Recent success and advancements of Convolutional Neural
Networks (CNNs) in different areas of Pattern Recognition
(PR), such as natural language processing, image processing
and computer vision, has increased the interest of researchers
to extend these frameworks to the non-Euclidean structures
i.e. manifolds, graphs etc. These advancements in architec-
tures are known as Geometric Deep Learning (GDL) [8].
The emerging field of GDL has opened new directions for
researchers and has provided new learning tools when dealing
with graphs and manifolds. GDL provides frameworks and
tools which enable us to learn characterisations of graphs and
provide information about its topology [6]. [9] presented a
machine translation algorithm based on Graph Neural Net-
works(GNN) for Natural Language Processing (NLP).

[10] proposed a method in which Convolution Neural
Networks(CNNs) are generalized from low dimensional reg-
ular grids, where speech, video and image are represented,
to high-dimensional irregular domains, such as brain con-
nections embedding, social networks or words embedding
represented by graphs. [11] proposed a Message Passing
Neural Network (MPNN). They used weight tying for each
time step. They also used an update function for each time
step. The Gated Recurrent Unit (GRU) is used which was
proposed by [12]. [13] presented a MPNN to perform object
reasoning and relation centric by analogous to simulation.
An input graph is used in deep Neural Networks to implement

this simulation. This approach works at node level and on
graphs level as well.

[14] presented a generalization of Convolution Neural
Networks (CNN). Their model is based on the hierarchical
clustering and on the graph Laplacian spectrum. Results
shows that a powerful and efficient deep network can be built
by learning the convolutional layers independent from the
input size.

[15] proposed a supervised learning architecture for
graphs and they named it ‘‘Message Passing Neural Net-
work’’ (MPNN). They redefined the previously used spatial
and spectral architectures and proposed new framework with
two steps, amessage passing step and the readout step. A node
update function is used to update the hidden state in message
passing step. This message is collected from the neighbouring
nodes. In message passing step the structural information of
graphs are gathered and is embedded as node labels. In the
readout step, a feature vector is computed for the complete
graph. This feature vector is based on the set of hidden states
of the nodes.

B. GRAPH EDIT DISTANCE (GED)
To find the similarity among two graphs, Graph Edit dis-
tance is a very efficient method. It is an error tolerant graph
matching method but the main drawback of GED is its high
computational complexity [2]. GED has exponential time
complexity with respect to the number of nodes, this makes
it unfeasible to apply this method in real world application.
To overcome the issue of time complexity, numerous algo-
rithms have been proposed by the researchers. [5] proposed
an approximate graph edit distance which is a bipartite graph
matching method and based on the assignment problems
solution.

D(g1, g2) = min
(e1,....,ek )∈γ (g1,g2)

K∑
i=1

c(ei) (1)

Equation 1 is used to find the distance. It uses cost matrix
with edit operations and provide an upper bound of the origi-
nal GED. Housdorff Edit Distance (HED) by [16] provide the
lower bound order of the GED. It is based on the housdorff
matching. HED is defined as Equation 2.

HED(g1, g2,C)=
∑
u∈V1

min
v∈V2∪{∈}

C∗n (u, v)+
∑
v∈V2

min
u∈V1∪{∈}

C∗n (u, v)

(2)

where C∗n (u, v) is the cost function and it is defined as in
Equation 3.

C∗n (u, v) =


Cn(u, v)

2
if (u→ v) is a substitution

Cn(u, v) Otherwise
(3)

[17] provide a brief overview of different GED methods
their variations and their results.

[18] proposed an attributed graph distance using Hetero-
geneous Euclidean Overlap Metric (HEOM) [18] to handle
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the numeric and symbolic attributes. These attributes are
used to find the distance between two graphs. It considered
local descriptions of graph instead of global. The method
is based on simple vector representation of graph and the
local descriptions are straightforwardly computed from an
adjacency matrix.

C. PROBLEM STATEMENT AND OUR CONTRIBUTION
The work in [3], while calculating the similarity, gathers all
similarity scores from pair of nodes and for each node it finds
a node in another graph with the highest similarity scores.
It simply calculates the final result by summing up all the
similarity scores of the nodes. In this methods the distance is
calculated specifically for the case of Hausdorff Edit Distance
(HED) [5] in which all nodes are substituted and there are
no insertion or deletion operations. HED embeds the local
structure during the message passing phases so the edges are
not considered in this scenario. Edges have very important
information so if these edges are taken into account then
discriminating information can be gathered. In this paper,
we emphasize on the importance of the information of the
symbolic and numeric attributes of the local descriptions of
the graph. This results in a robust model which will perform
better even when numeric or symbolic attributes needs a more
complex metric. In this paper, we ameliorate the method of
[3] to learn the graph characterizations and graph distances
with Graph Neural Network (GNN). In the proposed model,
a Siamese architecture learns the weights and computes dis-
tance by using the same model. This approach collects the
local symbolic and numeric attributes of the nodes and edges
and utilize that information to calculate the distance between
two graphs. The next section will present more details on our
proposed improvement and extension to the work of [3].

III. PROPOSED APPROACH
On the basis of the ideas presented by [19] and [3], in this
paper we have proposed a spatial based siamese architecture
which computes graph distances by calculating the symbolic
and numeric information of neighbouring nodes and edges in
a graph.

Each node is associated to a vector space, the attributes
of nodes and the edge attributes are the components of that
particular node. So, algorithm gathers the structural informa-
tion of the local context of the nodes and the Graph Neural
Network (GNN) learns an ameliorated characterization of the
original graph. We use the GED to obtain a similarity metric
between two graphs. GED can be calculated with different
methods. We used Heterogeneous Euclidean Overlap Metric
distance (HEOM) [18] because it uses the symbolic and
numeric attributes of local descriptors. Figure 1 shows the
complete architecture of proposed model and Algorithm 1
presents the pseudo code of the proposed model.

The equation 4 is used to learn thematrix for possible edges
label, where M is a function to collect the message and m is
a matrix learned for each possible edge label, Algorithm 2

FIGURE 1. Spatial based Siamese Graph Neural Network Architecture.

Algorithm 1 Siamese NN Algorithm
PROGRAM trainModel
INPUT g1, g2
FOR t in T time steps for each MPNN network
call: update
call: message
END FOR
call: calculate distance
call: calculate loss
(back propagate loss)
END

shows the pseudo code of message function.

M (xv, xw, ivw) = mivw , xw (4)

we compute the update function suggested by [12] the
equation 5 is for calculation the update function, where GRU
is Gated Recurrent Unit [12] and Algorithm 3 is the pseudo
code to calculate Update function.

U (hv,Mv) = GRU (hv,Mv) (5)

Readout function is the function which maps the charac-
terizations of a graph into a vector space. The main limi-
tation of this readout function is that it does not consider
the individual attributes of edges and nodes of the graph.
This drawback is removed in this work by calculating the
Heterogeneous Euclidean Overlap Metric (HOEM), origi-
nally proposed by [18]. HEOM [18] distance gathers the
local information of the symbolic and numeric attributes of
the graphs. So, there is correspondence among the nodes
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Algorithm 2Message Function
Message Function
Pass In: xv, xw, ivw
M (xv, xw, ivw) = mivwxw
PassOut: Mv
Endfunction

Algorithm 3 Update Function
Update Function
Pass In: hv,Mv
U (hv,Mv) = GRU (hv,Mv)
PassOut: nothing
Endfunction

of the graphs. It uses symbolic information along with the
numeric information. This improves the learning of GNN and
results into an efficient and robust model. We compare the
results of model using readout phase presented in [11] and
the readout function is defined as in equation 6 in which i and
j are two neural networks and the . shows the element-wise
multiplication.

RO =
∑
v∈V

δ(i(h(T )v ), hov .(j(h
T
v )) (6)

Classically, a distance measurement is required when the
similarity between two entities in multidimensional feature
space is needs to be determined. For measuring the similar-
ity between the graphs we use graph edit distance method,
for this purpose we use heterogeneous euclidean overlap
metric approach suggested by [18]. This metric can handle
the numeric and symbolic attributes of nodes as well as the
edges. While calculating information of node of a graph,
we use the complete information into the graph to the related
node. These information consists of the node degree, node
attributes, the attribute of the incident node. The equation 7
is used to calculate the heterogeneous Euclidean distance
between two nodes.

HD(g, f ) =

√√√√ A∑
a=0

δ(ga, fa)2 (7)

where a is an attribute of A and δ is the overlapping normal-
ized range or information, which is calculated by the equa-
tion 8. This function helps to handle the missed information.
if any information ismissed then the overlapping function and
normalization can handle it by returning the attribute distance
of ‘‘1’’, which is maximal distance.

δ(ga, fa) =


1 if ga or fa are missing

ovelap(ga, fa) if a is symbolic

range− difa(ga, fa) if a is numeric

(8)

We calculate the value of range difference with equation 9,
this is used to scale the attribute to the point where the

difference is less than ‘‘1’’.

range− difa(ga, fa) =
|ga, fa|
rangea

(9)

To compute the distance between every two nodes in a
graph the above mentioned equations are used. These dis-
tances define a cost function. This cost function is used
for node to node assignment for different graphs. We cal-
culate permutation of graph using Hungarian method [20].
So finally we calculate the distance between two graphs with
formula in equation 10.

Dist(gi, gj) =
M̂
|M |
+
∣∣|gi| − ∣∣gj∣∣∣∣ (10)

where |M | is the number of matching operations, and M̂ is
the matching cost and it is calculated by taking the sum of all
matching operations costs. So, while calculating the distance
we calculate the information about numeric and symbolic
attributes of local nodes and edges. The distance represent
the matching cost which is normalized by the matching
size and is increased by the difference sizes of graphs. Fig-
ure 2 shows the flowchart of proposed Spatial based Siamese
Neural Network.

Edges have very important information so if these edges
are taken into account then very distinctive information can
be gathered. In our approach we emphasis on the importance
of the information in the symbolic and numeric attributes of
the local descriptions of the graph, so it is less affected by the
distortions in the graphs.

IV. EXPERIMENTATION
In this section we will first present the details about the
datasets and our experimentation setup. This will be followed
by the obtained results and a discussion.

A. DATASETS
For the evaluation of proposed approach, We have used
two datasets, originally presented by [21]. These datasets
are widely used by the research community of graph-based
methods for document analysis and recognition. These have
become a defacto standard for evaluating and becnhmarking
the graph-based methods for document image analysis and
recognition. We have used letters dataset for hand written
character recognition and GREC for the symbol recognition.

1) LETTERS
Letters dataset consists on 15 classes. Each class represents
a capital letter. The dataset consists of A, E, F, H, I, K, L,
M, N, T, V, W, X, Y, Z letters drawn manually. These hand-
written letters are converted into graphs in which lines are
represented by edges and the ending points of these lines are
presented by nodes. Two dimensional attributes are labelled
to position the nodes. 6750 graphs representations are divided
into three categories each having 2250 total graphs. These
2250 graphs are then divided into test, train and validation
and each set contain 750 graphs. The state of the art results
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FIGURE 2. Flow Chart of proposed Siamese Graph Neural Network.

FIGURE 3. Some examples of letters with different level of
distortions(low/medium/high from left to right) from Letters Dataset [21].

on this dataset are slightly less than 100% which shows the
dataset is very simple and easy. The dataset consists of three
categories LOW, MED and HIGH on the basis of no of nodes
and edges and their distortion level. (as shown in Figure 3).

2) GREC
GREC is famous dataset of IAM Graph repoistory [21] used
in document analysis. It has twenty-two classes in total, each
class has fifty examples, hence there are 1100 graphs in total.
This dataset consists of images representing symbols from
electronic, architecture and some other technical fields as
well. Graphs are constructed in symbols by detecting the
corners and intersections, these ending lines, corners and
intersections are represented by nodes and edges.

FIGURE 4. Some images from GREC Dataset of IAM repoistory [21].

FIGURE 5. The Validation accuracy of Letters LOW Dataset.

In the experiments 286 graphs are used for training,
286 graphs are used for the validation purpose and 528 graphs
are used for the testing. As we emphasize on the local
descriptions of symbolic and numeric attributes of graphs and
the GREC dataset has more numeric and symbolic attribute
information comparing to the letters dataset.

B. IMPLEMENTATION
The proposed model is trained in an unsupervised training
manner to check which particular pair of nodes belongs to
which class. For training of the model we used 1000 epochs.
Model is trained with Stochastic Gradient Descent optimiser
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FIGURE 6. The ‘‘Validation vs Loss’’ of Letters LOW Dataset.

FIGURE 7. The Validation accuracy of Letters MED Dataset.

FIGURE 8. The ‘‘Validation vs Loss’’ of Letters MED Dataset.

to avoid over fitting. Weight decay and momentum is also
used for optimization so that model cannot stuck in local
minima. K-nearest neighbor classifier is used for classifica-
tions of graph distances. ‘‘m’’ is neural network having edge
feature of 64× 64matrix. Four input layers are used by neural
network ‘‘m’’ and the ReLU activation function is used. For
Gated Recurrent Unit (GRU) network [11] hidden state of
size 64 is used by the update function. The hyper-parameter
learning rate is set to 30%. For the optimization of results
we used the value of momentum to 0.9 and value of decay
parameter is set to 0.0005. Learning rate is decreased after
every 150 iterations. Gamma hyper-parameter is used and it

FIGURE 9. The Validation accuracy of Letters HIGH Dataset.

FIGURE 10. The ‘‘Validation vs Loss’’ of Letters HIGH Dataset.

FIGURE 11. The Validation accuracy of GREC Dataset.

is multiplied with the learning rate after every 150 iterations.
All experiments are done on the attributed graphs.

C. RESULTS AND DISCUSSION
Our model performed good in all three categories and more
significant results on Letters HIGH, which has even more
distortions as shown in Table 1. The reason behind this is that
our model focuses on the symbolic and numeric attributes on
the local descriptions and the Letters HIGH dataset consists
of more edges and nodes (because of unrealistically highly
distorted images) as compare to the Letters LOW and Letters
MED datasets. Figures 5, 7, 9 shows the Validation Accuracy
of Letters LOW, MED and HIGH. The training vs validation
loss of LOW, MED and HIGH categories of Letters dataset
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TABLE 1. Accuracy (percentage) of Different Methods on Letters and GREC, as reported by authors in respective publications.

FIGURE 12. The ‘‘Validation vs Loss’’ of GREC Dataset.

is shown in Figure 6, 8, 10. Validation loss vs training loss
in Figure 10 of letters HIGH dataset shows that the proposed
model perfectly fit on letters HIGH dataset because it consists
of more edges and nodes and having more symbolic and
numeric information as compare to the MED and LOW. The
validation accuracy of GREC dataset is shown in Figure 11
and Validation loss vs training loss of GREC dataset is shown
in the Figure 12.

In our method we focus on the local information of graph.
In the work [3] while calculating the similarity it gathers
all similarity scores from pair of nodes and for each node
it finds a node in another graph with the highest similarity
scores. It simply calculates the final result by summing up
all the similarity scores of the nodes. In this methods [3]
the distance is calculated specifically for the case of Haus-
dorff edit distance [5] in which all nodes are substituted and
there are no insertion or deletion operations. HED embeds
the local structure during the message passing phases so
the edges are not considered in this scenario. Edges have
very important information so we consider these edges while
calculating the structural information and these provide very

discriminating information. In our approach we calculate
the distance at the node level and at the graph level using
heterogeneous Euclidean overlap metric [18]. we emphasis
on the importance of the information in the symbolic and
numeric attributes of the local descriptions of the graph, this
results in a robust model which perform better even when
numeric or symbolic attributes needs more complex metric.
As shown in Table 1Our results are significant on both dataset
specially on HIGH because it has more symbolic and numeric
attributes as compared to the LOW and MED. This shows
that our method will be even more suitable for the complex
graphs which have symbolic information both on its nodes
and edges. The time complexity of the proposed method has
among the state of the art algorithms for computing approxi-
mate graph edit distances. It computes the graph similarity on
the basis of node level and edge level information. The time
complexity of our approach is O(DN 2), where N is denoted
by the number of nodes in a graph.Computational complexity
of our methods is not very expensive. The wall time for
computing the similarity computation between the graphs is
33.12 sec for GREC dataset, 27.81 sec is for LETTER High
dataset, 24.55 sec for LETTER MED and 19.31 sec for the
LETTER Low dataset.

V. CONCLUSION
In this paper we have presented a GNN to learn the graph
characterizations and graph distances using the local descrip-
tions of a graph. We also compare some state of the art
results of GED and graph embedding with GNN based
approaches. The proposed model shows significant results
on both datasets i.e. Letters and GREC; showing that our
model performs more accurate when nodes and edges contain
the symbolic and numeric attributes. In the light of these
results, we conclude that information that we extract from
the graph nodes and edges provide good structural local char-
acterizations of graphs. The extracted information becomes
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more discriminating when both nodes and edges are taken
into account and their symbolic and numeric attributes are
used. An ongoing future direction of our work is to produce a
dataset with more meaningful attributes on nodes and edges,
so that full potential of GNN-based methods for document
image analysis and recognition could be exploited.
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