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ABSTRACT With the shift to the Internet Protocol (IP) in professional media production, the demand for a
remote professional media production system (hereinafter “remote production”) is increasing. In remote
production, a venue is connected with a broadcasting station by an IP network, and live programs are
produced not on the venue side but on the broadcasting station side. In recent years, flexible remote
production systems that use cloud computing over the IP network have been considered. In this work,
to achieve remote production using a low-latency cloud, we examined the roundtrip-delay requirement
for remote production and investigated which network configurations satisfied this requirement by testing
network models from Japan, Europe, the USA, and China, which included metropolitan area networks. Two
different program production equipment configurations were examined: a diverse path configuration with
seamless switching (DPC) and a single path configuration with forward error correction processing (SPC).
The results showed that the roundtrip-delay requirement was 33.4 ms (one-way transmission-delay: 16.7 ms)
and that the server processing latency in the cloud should be kept in the range of 2—6 ms to satisfy the
transmission-delay requirement for achieving a coverage rate of approximately 50% when using DPC and
SPC for program production equipment configurations. We also found that, in all network models, SPC was
better able to improve the coverage rate while satisfying the transmission-delay requirement than DPC. These
findings should be useful for helping broadcasters design remote production systems using a low-latency

cloud network.

INDEX TERMS IP network, metropolitan area networks, remote production.

I. INTRODUCTION

In recent years, due to an increase in communication speed
and a decrease in bit costs, a flexible and efficient network
with Internet Protocol (IP) technology has spread worldwide.
The field of broadcasting technology is not an exception.
Standardization of IP-based signal transmission technologies
as specified in the Society of Motion Picture and Television
Engineers (SMPTE) ST 2110 suite has been performed, and
the introduction of professional media production facilities is
in progress [1]-[3].

Serial digital interfaces (SDIs) have been used for many
years in the program production field of professional media
broadcasting stations as a basic transmission signal that
can consistently achieve high-quality and stable broadcast-
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ing services. SDI is a unicast and unidirectional transmis-
sion signal that transmits one type of signal on one coaxial
cable [4]. In contrast, IP technology is characterized by
unicast/multicast signals, bidirectionality, and ease of mul-
tiplexing. In recent years, a 400-Gb/s Ethernet transmission
standard [5] has been completed, leading to a speedup, and
the consequent commoditization of devices is also remark-
able. Thus, IP has a high affinity for enabling a wide variety
of broadcasting services. Furthermore, the introduction of IP
not only improves transmission efficiency but also has the
potential to provide new workflows in program production
system operations, such as collaboration with the software
and the cloud [6]-[9]. IP has particularly been attracting
attention in remote production, where a venue is connected
with a broadcasting station by the IP network and live pro-
grams are produced not on the venue side but rather on
the broadcasting station side [10]. The introduction of this
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FIGURE 1. Overview of conventional production work style and remote production work style. The most significant difference between these
work styles is whether the program production is done at the venue or from the remote broadcast station.

production technique is expected to bring various benefits,
such as improved availability of the broadcasting equipment
installed on the broadcasting station side and the realization
of flexible working styles for the producer.

Fig. 1(a) shows a conventional production work style,
and Fig. 1(b) shows a remote production work style. In the
conventional production work style, a large outside broad-
casting (OB) van is typically placed at each venue, and pro-
duction work (e.g., switching between field camera videos,
mixing audio) is carried out in the van using broadcasting
equipment connected by SDI signals. The resulting signals
are compressed to tens or even to 1/100 of the original
size and then broadcast from a broadcasting station to cus-
tomer homes. Because shooting, operation and processing are
basically completed at the venue, the transmission delay of
the SDI signal from the field camera to the video switcher
is very small. Especially in cases such as live sports pro-
duction, the camera operator needs to immediately control
the camera while comparing the video being shot by the
camera with the video after switching or other operations
have been performed. Also, when using a wipe effect to the
live video, the camera operator needs to control the camera
while watching the real-time video after switching in order
to make perfect composition adjustments. For these reasons,
it is desirable that the delay between the field camera and the
video switcher be small. On the other hand, in the remote
production work style, the operation is typically carried out
from the broadcast station to various remote places, and in
some cases, the processing is performed in the cloud. In such
cases, the transmission delay composing a roundtrip delay
becomes a problem due to the distance between the venue and
the broadcast station. This delay is mainly the combination of
the processing delay of the program transmission equipment
for performing remote production and the network delay that
the signal propagates through the network, and it occurs
in both directions between the venue and the broadcasting
station [11].

In light of the above, the following two points should
be addressed in remote production: (1) what is the
roundtrip-delay requirement that would enable the same
operation as the conventional production work style, even
at the time of remote production (e.g., ensuring that the
roundtrip delay between a shot video and a return video
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after switching is small); and (2) whether the aforementioned
roundtrip-delay requirement can be met when the assumed
network configuration using the cloud and quality compensa-
tion technology applied in a network model in consideration
of geographical factors and how to set the server processing
latency in the cloud. Therefore, in this paper, we first test the
roundtrip-delay requirement based on an actual remote pro-
duction system and then, on the basis of the results, evaluate
which network configuration can enable remote production
on a model similar to the actual network of major telecom-
munications carriers in Japan, Europe, the USA, and China.
Section 2 of this paper refers to the state of the art related
to research on transmission delays. Section 3 summarizes
the requirements for the remote production network config-
uration. Section 4 clarifies the roundtrip-delay requirement
during remote production. Section 5 examines the network
configuration based on the obtained roundtrip-delay criterion
and evaluates the area coverage of remote production that can
meet the roundtrip-delay requirement.

Il. STATE OF THE ART

The end-to-end delay requirement has been studied in various
application fields. For example, in virtual reality (VR), the
delay needs to be less than 20 ms, and 60 ms is usually
taken as an upper bound for an acceptable VR experience
[12], [13]. Additionally, for robotics and telepresence, a delay
of a few milliseconds is desired, and a delay as low as 1 ms is
desired for a tactile Internet experience using a mobile edge
cloud [14]-[18]. As the end-to-end delay requirements have
not been defined for the remote production of professional
media, the topic we tackle in the current work has a high
value.

In a previous work, with the objective of reducing the
processing delay of program transmission equipment in
remote production, we developed a lightweight compressed
8K IP transmission device that can transmit 8K videos with
high image quality and a low delay [19]. In this system,
the program transmission device compresses 8K videos to
1/5-1/9 and can transmit and receive with a processing delay
of 1 ms or less. Since the transmission bandwidth of uncom-
pressed 8K is over 40 Gb/s, it is necessary to consider com-
pressed transmission that achieves transmission efficiency
with low delay, such as JPEG XS [20].
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Although prior studies on network delays have been con-
ducted [21], [22], they focused on transmission delays in
one direction, and no studies have adequately examined the
delay requirements related to remote production. Therefore,
we need to clarify how much transmission delay (roundtrip
delay) is permissible for remote production and, in other
words, how much transmission delay is required to enable
program production similar to the conventional production
work style.

Furthermore, the processing delay and the network delay
constituting the transmission delay vary depending on the
configuration of the program transmission equipment and
the network. For high-quality and stable program produc-
tion, we need to consider the transmission delay in terms of
both the network configuration (e.g., diverse paths or single
path, processing latency of switches, routers, and computing
servers in the cloud) and the quality compensation technology
(e.g., seamless switching or forward error correction -FEC-
processing) in a real propagation environment. To consider
the transmission delay, we can determine whether the config-
urations of the program transmission equipment and the net-
work used between the venue and the broadcast station meet
the transmission delay requirements for remote production
at the planning stage before remote production is performed.
Thus far, Kawamoto et al. [23] examined a case in which a
diverse path network configuration was used, but there has
been no discussion on quality compensation technology. The
evaluation of delay by modeling networks has been done in
the past. For example, in Petrov et al. [24], the end-to-end
(E2E) packet delay of best-effort traffic due to the increase
in mission-critical traffic was evaluated in softwarized 5G
networks. Additionally, in Ye et al. [25], the average E2E
delay was analytically derived as a variable D; in 5G core
networks with an embedded virtual network function chain.
Modeling considering traffic patterns in real applications [26]
and delay prediction in cut-through switching networks has
also been examined [27]. Regarding latency in the cloud,
some studies have reported how to achieve a processing
latency of a few milliseconds [28]-[31]. However, no con-
sideration has been given to cloud network configurations
satisfying delay requirements that take redundancy and error
correction into account. In the conventional production work
style, it has been possible to produce high-quality and stable
programs with almost no signal errors because the program
production is done at the venue. On the other hand, in remote
production, because program production is performed over
networks, it is necessary to consider network redundancy and
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FIGURE 2. Overview of remote production. Program production over a
network from a remote location enables efficient program production.
However, the delay caused by the distance affects the production quality.
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error correction to compensate for errors caused by network
equipment failures or degradation of transmission channel
quality. This novel approach is considered in this paper.

Ill. REQUIREMENTS FOR NETWORK CONFIGURATION
Fig. 2 shows an overview of remote production using the
cloud. With remote production using the cloud, the venue
and the broadcasting station are connected by an IP network,
and the program production operations are carried out not
at the venue but rather at the broadcasting station, while
the program production processing (e.g., video effects, audio
mixing) is carried out in the cloud. Since remote production is
essentially performed between remote places, a delay caused
by the distance always occurs. To achieve optimal remote
production, it is necessary to transmit high-quality video from
the venue to the broadcasting station with a small delay and
to transmit the return video switched at the broadcasting
station to the venue with a small delay. In short, to achieve
operation with little sense of incongruity that is on par with
the conventional production work style in remote production
using the cloud, it is important to grasp this round-trip delay.
We refer to this as the roundtrip-delay requirement in this
paper.

The two network configuration requirements for remote
production are as follows:

i. To satisfy the roundtrip-delay requirement in a delay
time difference between video shot at the venue and the
video returned from the broadcasting station.

ii. To provide a network and program transmission equip-
ment configuration that can perform the high-quality
video transmission required in program production.

Regarding the first requirement, although the production sig-
nals include audio signals and control signals in addition
to video signals, it is more important to consider the delay
caused by the transmission of video signals when producing a
program. If the delay is larger than necessary, it becomes dif-
ficult to express the direction intended by the producer. In par-
ticular, in bidirectional video transmission over the network,
the delay of the video signal has a significant effect [32].
Therefore, to meet this requirement, we need to consider the
delay time difference between the shot video at the venue
and the return video from the broadcasting station and grasp
how much delay is acceptable compared to the delay with the
conventional production work style using SDI.

In the case of transmission over the network, noise may
occur in the video to be reproduced due to deterioration
of transmission quality caused by transmission packet jit-
ter, congestion, loss, and so on. As described in the second
requirement, since high-quality video production is required
in the program production of a broadcasting station, mea-
sures for continuing stable broadcasting even when trans-
mission quality deteriorates are desired in both networks
and transmission devices. In the case of a configuration
capable of duplicating the network to be transmitted, two
separate paths are prepared as a main system and a standby
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system, and when the transmission quality of the main system
deteriorates, the signals are switched to the standby system.
To switch the video while not generating noise, a buffer for
absorbing the delay time difference between the two paths at
the receiver side and for switching seamlessly [33] is required
in section 6.2, SMPTE ST 2110-10 [1]. We refer to this
configuration as the diverse path configuration with seamless
switching.

In the case of a configuration for transmission by the single
path network, to realize high-quality video transmission even
when error occurs, a quality deterioration compensation tech-
nique is desired for the transmitter and receiver. Represen-
tative quality degradation compensation techniques include
retransmission control and FEC. In retransmission control,
when the transmission quality deteriorates, the receiver side
requests the transmitter side to retransmit the packet whose
quality deteriorates, and the transmitter side retransmits the
packet. This method increases the delay. In contrast, FEC is
generally a technique in which a redundant signal is transmit-
ted simultaneously with the transmission of a video signal
on the transmitter side, and when quality deterioration is
detected on the receiver side, the redundant signal is used
to compensate for the quality deterioration. In the case of
the configuration using FEC, since redundant signals are
always transmitted, the transmission band is increased, but
quality compensation becomes possible with delay related to
the encoding and decoding of FEC. In other words, since
FEC enables a configuration with less delay than that of
retransmission control, we adopt FEC in this paper and refer
to this configuration as the single path configuration with
FEC.

In light of the above, in this paper, to determine the network
configuration that satisfies the requirements, we examine the
roundtrip-delay criteria. We also examine the area coverage
of remote production in accordance with the actual envi-
ronment that satisfies the roundtrip-delay requirement in the
diverse path configuration with seamless switching and the
single path configuration with FEC.

IV. ROUNDTRIP-DELAY REQUIREMENT TEST

In this section, we describe the experiment we performed
to determine the roundtrip-delay requirement in remote pro-
duction. The examination configuration is shown in Fig. 3.
We compare the remote production system with the conven-
tional production system which uses SDI only. The remote
production system uses SDI and IP jointly. The video cam-
eras were operated at 2K with a 59.94-Hz progressive frame
(2K59p, 16.7 ms/frame) and at 2K with a 59.94-Hz inter-
lace frame (2K59i, 33.4 ms/frame) to determine the effect
of different frame resolutions. In both systems, two video
sources were switched during the test: Video A, where the
shot video was displayed in the viewfinder (VF) directly and
Video B, where the return video was output from a camera
control unit (CCU), a switched signal at the video switcher
was returned to the CCU, and both were displayed in the VF.
The switching delay that occurred when switching between
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Video A and Video B displayed in the VF was used as an
observation target. Since we shot the waving action of a hand
with the camera, when the switching delay was small, Videos
A and B switched smoothly, but when the switching delay
was large, they switch unnaturally as if the video frames were
dropped. For this test, at least ten broadcast technicians car-
ried out the switching between Video A and Video B by push-
ing the button connected to the CCU to determine whether
the switching delay in the remote production system was
comparable to that in the conventional production system.
The tests were repeated until each technician was satisfied
subjectively, and the consensus of all the technicians was
confirmed to evaluate the switching delay. The test results
were decided to be “acceptable” if the broadcast technicians
felt that the switching delay could achieve almost the same
performance as remote production and “NOT acceptable” if
not. To change the switching delay, the delay from the CCU
output to the CCU input was adjusted by changing the set
value of the buffering quantity of the IP packet buffer built in
the IP to the SDI unit.

The results are shown in Table 1. The delay values from
the CCU output to the CCU input were measured as seen
in the table. Test 1 is the minimum delay value that can
be achieved in the remote production system. In the case
of conventional production, the delay value from the CCU
output to the CCU input is approximately 30 us, and it is
difficult to recognize the switching delay between the two
videos [34]. Test cases 1 and 2 used a 2K59p video frame.
For test case 1 the measured delay from the CCU output to
the CCU input is 16.7 ms, and for test case 2 it is 33.4 ms.
On the other hand, test cases 3 and 4 used a 2K59i video
frame. For test case 3 the delay from the CCU output to the
CCU input is 33.4 ms, and for test case 4 it is 66.8 ms. As we
can see, the acceptable delay from the CCU output to the CCU
input is either 16.7 ms or 33.4 ms. On the other hand, in test
cases 3 and 4, which used the 2K59i video frame, a delay

q { ﬁ Video A: Shot video
4} L Video B:Return video
Camera
Remote head
production View A
(SDland IP) | finger 5
Camera
Conventional | head Vid
. Al ccu ideo
(SDlonly) | prev o

FIGURE 3. Examination configuration. We prepared two configurations,
remote production and conventional production, and checked the
switching delay between A: shot video and B: return video in each.

TABLE 1. Test results.

Test case No. 1 | No. 2 No. 3 | No. 4

Video frame 59p (16.7 ms/frame) 59i (33.4 ms/frame)

Delay from CCU out 16.7 334 334 66.8

to CCU in (ms)

Test result Acceptable| Acceptable | Acceptable NOT
acceptable
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of 33.4 ms is acceptable, while a delay of 66.8 ms is NOT
acceptable. That is, there is an excessive delay compared
to conventional production in the case of a 66.8 ms delay.
On the basis of these findings, we conclude that if the CCU
output to CCU input delay is 33.4 ms, the same operation
as conventional production is possible with both 2K59p and
2K59i frames. Therefore, we set 33.4 ms as a criterion for
the roundtrip-delay requirement in the remote production
system environment. Since the roundtrip delay is the two-
way transmission delay between the venue and the broadcast-
ing station, the criterion of the one-way transmission delay
is 16.7 ms, which is half of the roundtrip delay. We set
this value as the transmission-delay requirement. In the
next section, we examine the transmission delay using this
criterion.

V. EVALUATION OF NETWORK CONFIGURATION

A. CONFIGURATION

As shown in Fig. 4, the transmission delay di4, which is
defined in Eq. (1), is the time it takes a transmitter input at
a venue to be output by a receiver at a broadcasting station.
It consists of the sum of the network-induced delay d7%"
(path = 1 or 2, which means path no. 1 or path no. 2), the
transmitter-induced delay dix, and the receiver-induced delay
dix.

dg = dix + d5™ 4 diy. (1)

The network is divided into an access part consisting of
switches and a metro/core part consisting of routers. The dﬁg,m
can be expressed as:

M Mix—1 N,
path x x path
dnw = Z 1 Sm + Zm*l Pacs + Zn*l Tn + lpes

m=
Npmh*] Mix Mix—1
+ Zn:l pgm + Zm:l S+ Zm:l p;ncs’
2

where M is the number of switches on the transmitter side
and My is the number of switches on the receiver side. Ny,
is the number of routers belonging to path 1 or path 2. s,
(m=1,...,Mx or 1, ..., Mx) denotes the switch delay,
and 7, (n = 1,..., Npamn) denotes the router delay. lpcs
denotes the server processing latency in the cloud. pli. and
D are the m-th access propagation delay between switches
and the n-th metro/core propagation delay between routers,
respectively. The relationship between the access propagation
delay pacs and the access path length L,gs, the metro/core
propagation delay pp and the metro/core path length Lg‘gh
can be expressed by:

Mix—1 Mx—1
Pacs = Zm:l p;ncs + Zm=] PZ"CS = Lacs/vpath, 3)

ath Nparh—1 path
mr Zn:l Pme = Linie / Vpath )
where vpan represents the propagation speed in fiber optics,
which generally is considered to be 2.0 x 10® m/s. In this

study, on the transmission route of the main line and subline,
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we assume the same route for the access part and a different
route for the metro/core part.

The transmitter-induced and receiver-induced delays are
varied depending on the transmission equipment configura-
tion. In this paper, we examined the two transmission equip-
ment configurations shown in Fig. 5(a) and (b). Fig. 5(a)
shows a diverse path configuration with seamless switch-
ing (DPC) used for the transmission equipment. This config-
uration is available when redundant paths can be allocated.
A buffer is also included for seamless switching between the
main line and the subline when a problem occurs on the main
line [37]. Fig. 5(b) shows a single path configuration with
FEC processing (SPC) used for the transmission equipment.
This configuration is available when redundant paths cannot
be allocated, and FEC is applied as a technique for compen-
sating for packet loss due to deterioration in transmission line
quality. In both DPC and SPC, the use of video compression
and decompression techniques results in processing delay.
The transmitter-induced delay dix and the receiver-induced
delay dix in Fig. 4 can be expressed by:

for DPC, th = Ctx,

dix = jit 1+ bsml + ¢rx, ©)
for SPC; di = cx + fix,
dix = bjit + fix + oxs (6)

where ci and ¢ represent the processing delays required for
compression and decompression, respectively, bji; represents
the buffer delay for absorbing packet jitter in a transmission
path, and by represents the seamless switching buffer delay
when switching between the main line and the subline with-
out interruption when a failure occurs. The delay difference
of two lines in the receiver input is set to by and switching
without interruption is achieved by delaying the system with
only a small delay. fix and fix represent delays related to the
FEC encoding processing and decoding processing, respec-
tively. The FEC we examined here is assumed to be a diagonal
XOR-based FEC suitable for the transmission of 4K/8K high-
speed video signals as described in the literature [35]. In this
method, packets to be transmitted are virtually arranged in
two dimensions, and XOR operations between packets in
diagonal directions are performed. Compared to the conven-
tional method of performing XOR operations between pack-
ets in the row and column directions [36], this method has an
advantage in that the burst loss tolerance can be doubled while
the random loss tolerance remains unchanged. The param-
eters and symbols used in this evaluation are summarized
in Table 2.

B. NETWORK MODEL AND ROUTING SELECTION

We evaluated the transmission delay in a real-world network
environment through simulations using four network mod-
els, which are listed in Table 3: the Japan Photonic Net-
work (JPN) model [37], the GEANT model [38], the TW
Telecom network (TTN) model [39], and the China Telecom
Network (CTN) model [40]. Fig. 6 shows the JPN model, and
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Transmission delay: d

FIGURE 4. Network configuration used to study network requirements. Transmission delay is the time it takes a transmitter
input at a venue to be output by a receiver at a broadcasting station. It consists of the sum of the transmitter-induced delay,

the network-induced delay, and the receiver-induced delay.

Transmitter Cix

Tx1 —> Path 1
Tx2 —> Path 2
Receiver
bjit by Crx
Path 1 —p Rx1 buffer
sean.qtlehssHdecompression}%Video
Path 2 —»] Rx2 Hbuffer P L SWItC

(a) Diverse paths configuration with seamless switching (DPC)

Transmitter Cx ftx
’ . FEC .
Video {compressmnH encode Tx1 H— Single path
Receiver bjit ] frx Cr

i FEC . )
gle p. - Rx1 buffer decode decompression*Video

(b) Single path configuration with FEC processing (SPC)

FIGURE 5. Transmission equipment configurations used to study network requirements. DPC uses seamless switch between two paths to
prevent video degradation. SPC uses FEC processing to a single path to reduce video quality degradation.

TABLE 2. List of parameters and symbols.

Parameter Symbol
Transmission delay d
Transmitter-induced delay dix
Receiver-induced delay diy
Network-induced delay qret
Number of switches My, M
Passing delay per switch Sm
Access propagation delay Pacs
Number of routers Nyaih
Passing delay per router T'n
Server processing latency Ipes
Metro/core propagation delay pﬁfiﬁh
Comp. and decomp. delay Cix. Crx
Receiver buffer delay b
Seamless switch delay bymi
FEC processing delay S fix
Access and metro/core path length Laes LP2
Propagation speed in fiber Vpath
Coverage rate Reov

Fig. 12 in the appendix shows the others. Each model dis-
closes node information, including geographic information,
and the distances between links connecting the nodes. Based
on this information, we constructed a simulation environment
using MATLAB. When examining the network configuration
of remote production, using models that simulate the exist-
ing network environment is indispensable. In this section,
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TABLE 3. Network models.

Network model JPN GEANT TTN CTN
Region Japan Europe USA China
Network date 2016 2012 2010 2010
Number of nodes 48 37 70 38
Number of links 164 122 230 132
Degree Average 3.42 3.30 3.29 3.47
Max 6 11 12 20
Links length |Average 153.8 909.0 533.1 919.5
(km) Max 758 3221.7 4155.4 2567.1
Min 10 54.9 13.5 80.5
Node source city Tokyo Paris Washington, | Beijing
D.C.

we report the results of the JPN model as a representative
example. The JPN model constructs a network that covers all
of Japan on the basis of widely announced information such
as that from railway networks. The JPN model is similar to the
real networks used by major telecommunication companies in
Japan, and we utilize it here to simulate the real environment.
We used the JPN48 model (shown in Fig. 6), in which one
information communication node is arranged in each prefec-
ture and the nodes are interconnected by a flat network that
is not hierarchized. Since only Tokyo has two information
communication nodes (Tokyo and Hachioji), the number of
information communication nodes is 48, which is the number
of prefectures +1, and the transmission distance considering
the geographical characteristics between each node is known.
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)
Kansai region {0

(enlarged view)

/ Kanto region
(enlarged view)

FIGURE 6. JPN48 model. At least one node is placed in each prefecture.

Routing selection algorithm
ns = Node_source, nd = Node_destination, #d = Transmission_distance
fori=1to47

SRC = ‘Tokyo’, DEST = ns(i) except SRC

/* Search for Path 1 (main-line) */

G = undirected_graph_generation(ns, nd, td)

[Node_path_1, [path= 1] = shortest_path_search(G1, SRC, DEST)

mtr

/* Search for Path 2 (subline) */

[ns’, nd’] = remove_path(ns, nd, Node_path_1)

G> = undirected_graph_generation(ns’, nd’, td)

[Node_path_2, Lz:ritrh 2] = shortest_path_search(G», SRC, DEST)

end for
FIGURE 7. Pseudocode for routing selections. The path where the
shortest distance between the source and destination cities is calculated
is set to Path 1, and the path where the shortest distance is calculated
again after deleting links in Path 1 is set to Path 2.
Broadcast

GPS,
?‘ Path 11 é \‘ GPS"” \

é - Transporl operator i

\V/Transmltte;; network }Eﬁ&
{ " Receiver

Hiroshima Path 2 ™\ ) / NHK STRL,

or Sapporo _ Tokyo

~ YT N\

FIGURE 8. Average passing delay per router measurement configuration.
A commercial line was used to measure the actual delay.

TABLE 4. Average passing delay per router.

Venue Hiroshima Sapporo
Path #1 #2 #1 #2
Measured delay (ms) 7.327 9.324 6.532 | 11.812
Number of routers 5 7 3 4
Number of switches 4 4 4 4
Metro/core path length on JPN (km) 894 1164 945 1885
Average passing delay per router (ms) 0.57 0.50 0.59 0.60

The pseudocode we used for routing selections is shown
in Fig. 7. In route selections, generally speaking, the con-
ditions under which the propagation delay reaches its min-
imum and the same transmission route does not pass twice
are set. For our evaluation setup, we first created an undi-
rected graph Gp of 48 nodes with distance as the weight.
We search for a route having the shortest distance in the case
where any of the source and 47 nodes are set to the des-
tination from G and then set path 1 as the route to the
main line. “Node_path_1"" stores path 1’s all selected nodes,
and “L"="> stores the metro/core path length for path 1.
Next, paths applied to the path selection of path 1 are deleted
from Gj, except for the case in which path 1’s node has
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only one path, and an undirected graph G is created from
the remaining nodes. Similarly, a route having the shortest
distance from G is searched, and this is set as path 2 as the
subline. “Node_path_2"" stores path 2’s all selected nodes,
and “Lglaéh > stores the metro/core path length for path 2.
With this route selection, for example, on the route between
Tokyo as a source and Sendai as a destination, the main-line
Tokyo - Omiya - Utsunomiya - Fukushima - Sendai (Lf;atih_l

351.8 km) and the subline Tokyo - Chiba - Mito - Sendai
(Lﬁfg :412.1 km) are selected. We perform route selections
in the same way for the other three network models.

C. AVERAGE PASSING DELAY PER ROUTER
Routers located on the network are essential for signal rout-
ing. The number of passing routers varies depending on
the transmission path. The network-induced delay increases
as the number of passing routers increases. In addition,
since the router multiplexes and processes various signals,
the passing delay per router varies depending on the load
state of the router. Therefore, we calculated an average
passing delay per router based on the actual measurement.
Fig. 8 shows the measurement configuration. For this mea-
surement, we designated two locations, Hiroshima city and
Sapporo city, as venues and connected each location to NHK
STRL (located in Tokyo) via a commercial line to mea-
sure the network-induced delay from end to end. A com-
mercially available measuring instrument was used for the
network-induced delay measurement. To avoid sampling time
errors, the measuring instruments of both the transmitter and
receiver were locked by the global positioning system (GPS).
The straight distance from the NHK STRL is approximately
670 km for Hiroshima city and 840 km for Sapporo city.
Table 4 shows the measured results and the average passing
delay per router calculated using the JPN model. The number
of routers and switches that passed through the measurement
were obtained by requesting information disclosure from the
telecommunications carrier. In addition, the major transit
nodes of paths 1 and 2 are disclosed, and the metro/core path
length calculated from the JPN model based on this infor-
mation is also shown. When the venue was Hiroshima city,
path 1 had five routers, four switches, and a measured delay of
7.327 ms. The metro/core path length L?*" on the JPN model
was 894 km. In this case, the metro/core propagation delay
nfttrh was calculated to be 4.47 ms by using Eq. (4). The pass-
ing delay per switch s, had a very low latency of 0.001 ms
[41], and the access path length was less than approximately
five kilometers. Then, the access propagation delay p,cs was
calculated as 0.025 ms by using Eq. (3), so we can calculate
the average passing delay per router for Hiroshima city to be
0.57 ms. Similarly, path 2 was calculated to be 0.50 ms. When
the venue was Sapporo city, the same procedure was used
to calculate the average passing delay per router, for path 1
resulting in 0.59 ms and for path 2 in 0.60 ms. These results
were calculated on the basis of actual measurements and thus
are considered valid [42]. On the basis of these results, we set
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TABLE 5. Simulation parameters.

Parameter Value
Number of switches My, M |2
Passing delay per switch Sm 0.001 ms
Access propagation delay Pacs 0.2 ms (Lyes: 40-km path length)
Number of routers Nyan [2-10 (N, = N>)
Passing delay per router r, __|Poisson dist. (average: 0.56 ms)

Server processing latency Les  |2-10 ms

Metro/core propagation delay I”;‘gh Calc. from network model
Comp. and decomp. delay Ci, Cx |0.3 ms

Receiver buffer delay bix |2 ms

Seamless switch delay bgu  |Calc. from network model
FEC processing X=10 | fix +fx|0.312 ms

delay X=20 0.961 ms

Propagation speed of fiber Vo 2.0 X 108 m/s

the average passing delay per router in the next section to
0.56 ms.

D. SIMULATION RESULTS

Table 5 summarizes the simulation parameters. In this eval-
uation, in the case of DPC, we assumed different routes for
the metro/core part for the two transmission paths (path 1 and
path 2). Mx and M« were set to 2, and s, was set to 0.001 ms
when operating in cut-through mode with 10 GbE [41].
We assumed that switches are installed at both ends of the
access line. A delay of 0.2 ms was set as pacs assuming a
total access line Lycs of 40 km on both the transmitting and
receiving sides together. Npq;, was changed from 2 to 10.
We set Ny = N, for simplicity. 7, is the sum of the process
delay, queuing delay, and serialization delay. The value of r,
was set to the Poisson distribution [27], and its average was
0.56 ms given the results obtained from field examinations (as
described in the previous section and past research [23], [42]).
Ipes is the server processing latency in the cloud. ciand crx
were set to 0.3 ms apart, which is the measured value of
our developed transceiver [19]. bj; was set to 2 ms. The

metro/core propagation delay pfnattrh and the seamless switch
buffer delay by were calculated from each network model.

Paih \was calculated as the metro/core path length LP%"
between the Node_source and Node_destination of Path 1 or
Path 2 calculated by the pseudocode in Fig. 7, divided by the

propagation speed of fiber vpam = 2.0 x 108 m/s defined by

Eq. (4). bsm1 was calculated as ’ n?ttrhzl — nf[trhzz

In the case of SPC, the path with the minimum calculated
propagation delay was selected. An FEC block is defined as
a group of X video packets and one FEC packet for error
correction [35]. X represents the number of video packets in
the FEC block. The value of X is related to the error correction
capability. If X is increased, the number of video packets for
one FEC packet in the FEC block increases, thus degrading
the random packet loss correction performance while improv-
ing the burst packet loss correction performance. In this paper,
X of SPC was examined at 10 and 20 packets. The random
packet loss rate (PLR) after FEC processing can be expressed
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by:

_ N X-2 X—aC2 —(X-n) n
PLR=Y"" {§ ) 2 (1 RLR) RLR",
(7N

where RLR is the random packet loss rate before FEC pro-
cessing with RLR < 0.1 generally, and N is the number of
lost packets with N > 4. The PLR requires approximately
1079 or less when the RLR is 1073, as indicated in appendix
X1 of [43]. The PLR at this time becomes 3.2x 10~7 (X = 10)
and 2.4 x 107 (X = 20). The packet loss period (LP) defines
the maximum number of consecutive burst packets that can be
lost, and in appendix VIII of [43], LP = 10 is indicated as an
example. The recovery LP defines the maximum number of
consecutive burst packets that can be completely recovered,
and in a proposed FEC processing method [35], the recovery
LP can be expressed by:

recovery LP < 2X. ®)

The recovery LP becomes 20 (X = 10) and 40 (X = 20).
In this method, the FEC processing delay fix + fix becomes
0.312 ms (X = 10) and 0.961 ms (X = 20) [35].

Fig. 9 shows a deterministic metro/core path length L
when dyq is fixed to 16.7 ms. Ly can be calculated by:

Ly = Vpath {16.7 — dix — dix

Mix Npath Mix
_ <Zm_lsm+2n_l n =+ lpes +Zm:1sm + pac;}'
©

Fig. 9(a)—(c) shows the results of DPC, SPC (X = 10), and
SPC (X = 20), respectively. As an example of a specific cal-
culation, when Npah is 0 and [ is 2 ms in Fig. 9(a), Ly can
be calculated by {2.0 x 108 x (16.7 — 0.3 — 4.3 —2.204)

X 10_3} and then reaches approximately 1,980 km. We can
see that SPC (X = 10) has the longest path length. In a real
environment, since the transmission delay dyg of each path
varies depending on the value of r, stochastically, we define
diq as the value where the cumulative distribution function
exceeds 99.9% for calculating the transmission delay 10*
times for each path in the simulation. Fig. 10 shows rep-
resentative simulation results of the transmission delay dig
calculated on the basis of the requirements for each node
(all nodes) on the JPN network model, where (a)—(c) show
the results of DPC, SPC (X = 10), and SPC (X = 20),
respectively. The number of routers Npqs is set to 4, and
the server processing latency in the cloud /s is set to 6 ms.
The white color in Fig. 10 represents a transmission delay dig
of 16.7 ms, red a dig of less than 16.7 ms, and blue represents
a dyq value greater than 16.7 ms. In other words, the white-to-
red color area can satisfy the transmission-delay requirement,
and the darker the red color is, the more margin dyg has
for the transmission-delay requirement. To improve visibil-
ity, we color the entire node where the transmission-delay
requirement is satisfied but note that the transmission-delay
requirement is satisfied within a fiber length range of 20 km
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FIGURE 10. Example simulation results of di4 in the JPN model for DPC, SPC (X = 10), and SPC (X = 20). Npat, = 4 and Jpcs = 6 ms.

TABLE 6. Example simulation results of d;4 in each model.

(a) JPN
Venue DPC SPC (X=10) | SPC (X = 20) Length (km)
(ms) (ms) (ms) Path 1 | Path2
Yokohama 11.0 11.0 11.6 28.8 83.9
Nagoya 12.6 12.7 13.4 366.0 396.9
Osaka 13.6 13.6 14.2 552.6 | 604.9
Kobe 13.9 13.8 14.4 589.5 | 672.0
Sapporo 17.1 15.6 16.2 945.1 | 1303.8
(c) TTN
Venue DPC SPC (X =10) | SPC (X = 20) Length (km)
(ms) (ms) (ms) Path 1 | Path?2
New York 17.0 12.5 13.2 328.9 | 12934
Chicago 15.9 15.6 16.3 957.5 | 1060.5
Houston 21.5 21.0 21.6 2020.9 | 2184.3
Phoenix 28.6 28.1 28.8 3450.5 | 3617.7
Los Angeles 323 30.9 31.6 4021.8 | 4348.7

from each node position. As we can see in the figure, the num-
ber of red areas shown for SPC is higher than that of DPC.
For example, when comparing Sapporo city, the northernmost
city on the map, DPC shows a blue area, while SPC is closer
to the red area in the case of both X = 10 and X = 20. This
indicates that SPC can reduce the value of dig more than DPC.
Table 6 shows the results of calculating dig for each network
model. In this table, the number of routers Ny is set to 4,
and the server processing latency in the cloud /s is set to
6 ms, as shown in Fig. 10. We also applied the same color
based on 16.7 ms. The values shown in Fig. 10 correspond
to those shown for Sapporo city in Table 6(a). In the table,
the five cities with the highest population among the nodes in
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(b) GEANT

Venue DPC SPC (X=10)[SPC (X=20)[ Length (km)

(ms) (ms) (ms) Path 1 | Path2
London 16.5 12.7 13.3 344.2 1201.1
Frankfurt 14.5 13.2 13.9 479.1 799.8
Milano 19.1 14.1 14.7 648.3 | 1703.6
Madrid 18.5 16.1 16.8 1053.6 | 1588.7
Moscow 25.0 23.3 24.0 2501.9 | 2885.4

(d) CTN

Venue DPC SPC (X=10) | SPC (X = 20) Length (km)

(ms) (ms) (ms) Path 1 | Path?2
Wuhan 20.2 16.1 16.8 1055.9 | 1358.6
Shanghai 15.9 16.2 16.8 1069.5 | 1071.9
Hangzhou 16.7 17.0 17.7 1233.2 | 1235.6
Guangzhou 20.2 20.3 21.0 1892.5 | 1930.6
Chongging 24.9 23.7 24.4 2574.1 | 2872.5

each network model are listed in ascending order based on the
length of path 1. In the case of the JPN model in Table 6(a),
the path length is relatively short compared to the other
network models, so the transmission-delay requirement is
generally satisfied for the major cities. On the other hand,
for Sapporo city, the path length of the redundant paths of
path 2 for DPC is 1303.8 km, which is longer than those of
the other cities, and the path length difference between paths
1 and 2 is 360 km, which is large, resulting in a dyg of 17.1 ms,
which does not meet the transmission-delay requirement.
In the other network models, the distance between nodes
tends to be longer, so fewer nodes are able to meet the
transmission-delay requirement. In all tables, we can see that
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FIGURE 11. Rcov versus Npgep in each model for DPC, SPC (X = 10), and SPC (X = 20).

the path length of DPC depends on the path length of path
2 and the path length difference between paths 1 and 2.
On the other hand, for SPC (X = 10), the transmission-
delay requirement of 16.7 ms or less can be achieved if the
path length of path 1 is approximately 1050 km or less, and
for SPC (X = 20), a path length of 950 km or less can be
achieved, which is even shorter than that in Fig. 9. From the
viewpoint of network design, DPC requires consideration of
not only the path length but also the path length difference,
while SPC has the advantage of relatively simple design work
because the transmission delay dig is determined by setting
one path.

Next, we investigate how much area coverage can be
achieved for each method in each network model, considering
the server processing latency in the cloud. Fig. 11 shows
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the coverage rate Rcoy with respect to the number Npah of
routers when [,cs is changed with the destination node as
the source point. The coverage rate R.oy is shown in each
figure. Rqoy defines ‘“‘the number of nodes below the esti-
mated transmission-delay requirement for all nodes in the
network model” as a percentage. Fig. 11(a)—(d) shows the
results of the JPN model, GEANT model, TTN model, and
CTN model, respectively. In each figure, s is equal to
10 ms, 6 ms, or 2 ms. As shown in Fig. 11(a), when /[y
is 10 ms, Reoy is zero if Npum is greater than or equal to
6. This means that there is no node that can satisfy dy =
16.7 ms. On the other hand, when /s becomes as low as
6 ms, Rcov becomes approximately 50% when Npa, is 6, and
the transmission-delay requirement can be satisfied at half of
the nodes in the JPN model. Furthermore, when /s is 2 ms,
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FIGURE 12. Topology of each network model.

Rcoy improves significantly, and even when Npa is 10, Reoy
is approximately 80%, which satisfies the transmission-delay
requirement for almost all nodes. In the network models of
GEANT and TTN (Fig. 11(b) and (c)), an lcs of 2 ms is
required to achieve an Ry, of approximately 50% for DPC
and SPC. On the other hand, in the network model of CTN
(Fig. 11(d)), in the case of SPC (X = 10), an R.oy of 50%
can be achieved when Ny, is 2 even if /e is 6 ms. In each
configuration, we find that the server processing latency in
the cloud should be kept in the range of 2—6 ms to satisfy the
transmission-delay requirement.
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In all cases of Fig. 11(a)—(d), Rcoy can be increased in the
order of SPC (X = 10), SPC (X = 20), and DPC. When
lpes is 2 ms and Npam is 6, the improvement rate of SPC
(X = 10) over DPC is 1.42 times for the GEANT model,
1.44 times for the TTN model, and 1.31 times for the CTN
model, compared to just 1.07 times for the JPN model. The
reason the improvement rates of the other network models are
higher than that of the JPN model is that DPC’s R,y values
used for calculating the improvement rates are lower than
those of the JPN model. The JPN model has a relatively short
route length; therefore, it can achieve a sufficient coverage
rate even with DPC.

These results demonstrate the importance of setting the
server processing latency l,cs when designing a network
configuration of remote production in a way that satisfies
the required transmission delay. We also found that the FEC
configuration based on SPC could improve the coverage rate
satisfying the transmission-delay requirement more than that
based on DPC.

VI. CONCLUSION
In this paper, we investigated the roundtrip-delay requirement
for a remote professional media production system. Then,
we utilized the results to determine which network configu-
ration enables remote production on the JPN, GEANT, TTN,
and CTN models.

Our findings showed that if the delay from the CCU output
to the CCU input (via the broadcast video switcher) of the
venue’s camera was 33.4 ms, the same operation as the con-
ventional production work style using SDI was possible. This
value was set as a criterion of the roundtrip-delay requirement
in a remote production environment using SDI and IP jointly.
Since the roundtrip delay was the two-way transmission delay
between the venue and the broadcasting station, the standard
of the one-way transmission delay was 16.7 ms, which is half
of the roundtrip delay requirement.

On the basis of these values, we next investigated how
much area coverage could be achieved while satisfying the
transmission-delay requirement in each network model, con-
sidering the server processing latency /s in the cloud. In the
JPN model, when /,cs became as small as 6 ms, the coverage
rate Rcov became approximately 50% when Np,m was 6.
Furthermore, when [pes was 2 ms, Reoy improved signifi-
cantly, and even when Npan was 10, Reoy was approximately
80%, which satisfied the transmission-delay requirement for
almost all nodes. In the network models of GEANT and
TTN, an [pes of 2 ms was required to achieve an Reoy of
approximately 50% for DPC and SPC. On the other hand,
in the network model of CTN, in the case of SPC (X = 10),
an Ry of 50% could be achieved when Npup, was 2 even
if l,cs was 6 ms. In each configuration, we found that the
server processing latency in the cloud should be kept in the
range of 2-6 ms to satisfy the transmission-delay require-
ment. We also found that R.,y could be increased in the
order of SPC (X = 10), SPC (X = 20), and DPC. When
lpcs was 2 ms and Npan was 6, the improvement rate of
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SPC (X = 10) over DPC was 1.42 times for the GEANT
model, 1.44 times for the TTN model, and 1.31 times for the
CTN model, compared to only 1.07 times for the JPN model.
These results should be useful for helping broadcasters design
future remote production systems using a low-latency cloud
network.

APPENDIX

The topology of each network model is shown in Fig. 12.
Fig. 12(a) shows the GEANT network model in Europe,
Fig. 12(b) shows the TTN network model in the USA, and
Fig. 12(c) shows the CTN network model in China. In each
figure, information communication nodes and the links con-
necting them are shown. The information about each network
model is found in Table 3.
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