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ABSTRACT Transport emissions, including road, rail, air, and marine transportation, account for a large
part of the overall emissions; hence, there is a need to review strategies for managing associated issues and
coping with negative impacts. A simultaneous improvement in economic efficiency can help us achieve our
desired objectives in the concerned context. Sharing economy, i.e., a peer-to-peer-based sharing of access to
assets, can help reduce the total resources required and consequently reduce carbon footprints. In line with
this objective, we propose an intelligent model to study carbon dioxide emissions from road transport using
taxi trips in Dublin, Ireland. The proposed method is a hybrid unsupervised learning approach tailored for
the particular structure of the problem.We present how an intelligent approach can be implemented to model
CO2 emissions from road transport. The model categorizes taxis based on different features related to the
emissions they release. Five clusters are detected, which can be attributed to varying levels of emissions.
Accordingly, those vehicles labeled as the highest emitters can be targeted for further improvements in
reducing CO2, i.e., replacing pollutant cars with electric cars or including them in the taxi fleet as sharing
ones only.

INDEX TERMS Artificial intelligence, CO2 reduction, energy consumption, sharing economy.

I. INTRODUCTION
Global CO2 emissions from fossil fuels have significantly
increased in the last decades, causing different concerns,
i.e., global warming, health impacts, and climate change,
which implies economic and environmental complexity.
Carbon emissions have increased by about 90% since 1970,
with emissions from fossil fuel combustion and indus-
trial processes contributing about 78% of the total green-
house gas emissions increase. The continuous growth of
economic activities leads to increased energy consumption
and is accountable for the increasing in climate change
related impacts and environmental degradation. The contin-
uous increment in consumption of non-renewable resources
will result in an increase in carbon dioxide emissions, with a
further aggravated negative impact on the surrounding envi-
ronment. While most countries are committed to limiting
global warming and reducing greenhouse gas emissions, sig-
nificant concerns should be addressed, and a question that
comes into mind is, how can the world achieve this goal?
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Without transformation in how energy is used and imme-
diate implementation of emissions cuts, limiting the progres-
sion of global warming will be difficult. Transport is one of
the largest sources of energy demand and contributors to car-
bon emissions. This work focuses on transport emissions in
Ireland, where traffic is responsible for more than 40% of Ire-
land’s CO2 emissions. Within the sector, road transport is the
largest emitter of GHG emissions. Greenhouse gas emissions
come from different sources, i.e., Carbon Dioxide (CO2)
and Methane. However, the most significant GHG emissions
source (i.e., approximately 60% of all GHG emissions) in
Ireland is CO2 emissions. Hence, there is an urgent need to
explore causes and possible solutions to slow the growth of
human-made emissions of carbon dioxide. Reducing emis-
sions from this sector can be accomplished by increased
public transport use, incentives for renewing the vehicle fleet,
and sharedmobility [1]. A considerable amount of CO2 emis-
sions can be reduced by better managing fuel consumption.
In doing so, new technologies such as Artificial Intelligence
(AI), Big Data, Machine Learning, and Internet of Things
(IoT) can improve policymakers’ understanding of the causes
of environmental problems [2]. The great strength of AI and
algorithmic learning lies in their ability to take vast amounts
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of seemingly unconnected data from the environment, intuit-
ing connections that humans overlook, drawing insights, and
recommending appropriate actions. Such approaches can be
used to evaluate the impact of transportation policies on fuel
consumption and CO2 emissions and assess the potential for
their reduction.

It has been discussed that policies adopted in the past
decades have reduced fuel consumption and GHG emissions
from the transportation sector. However, despite the immense
magnitude and adaptability of transportation policies, they
will not put the transportation sector on a trajectory to reduce
emissions sufficiently to keep global average temperature
increase below the agreed 2◦ C limit. It seems that the pos-
sibility of such reductions would require the adoption of a
broader set of sustainable practices, along with a transfor-
mation of vehicle technologies and transportation systems
[3]–[7]. In order to provide policy-makers with information
on policy options and alternatives, several questions should be
answered, i.e., what is the current growth rate in CO2 emis-
sions from the transport sector by mode and region? What
is the potential to reduce the carbon footprint further from
the transportation sector? And how countries compare to one
another in terms of vehicle efficiency and mode shares. Vari-
ous research methodologies should be employed to answer
these questions, among which quantitative and qualitative
data analysis using computational intelligence methods.

As discussed, one potential solution might be a reduction
in emissions relative to petrol and diesel vehicles. To achieve
this goal, we need to investigate the emissions and reduction
potential. We aim to use data analytics’s mentioned capa-
bilities and implement an optimized unsupervised learning
model to expedite better decision-making. We propose an
optimized approach to explore the underlying determinants
of emissions change and study scenarios to estimate the
potential of emission reduction. The insights can provide a
deeper level of understanding regarding fuel consumption
and the policy guidance for policymakers. As discussed,
CO2 emissions induced by taxis account for a high proportion
of air pollution. The availability of taxi data presents new
opportunities for addressing CO2 emissions caused by taxis.
Since the amount of CO2 a taxi emits is directly related to the
amount of fuel it consumes, different features (e.g., engine
displacement, city MPG, and highway MPG) related to each
vehicle are considered in the proposed model. We implement
an optimized solution to detect different car clusters in the
taxi fleet and study their underlying pattern, given their char-
acteristics. In this way, the most pollutant cars can be detected
and replaced to maximize the impact on emissions if limited
financial resources are available. The contributions of this
work are as follows:
• The potential to reduce CO2 emissions in a collaborative
consumption context from the transport sector in Dublin
city is studied.

• An optimized data-driven model based on an unsuper-
vised learning approach is tailored for assessing the
carbon footprint.

The paper is organized as follows: some related work
is presented in Section II; the proposed approach with its
associated discussions is presented in Section III; Section IV
shows the experimental results; and Section V concludes the
paper.

II. RELATED WORK
CO2 emissions are a major contributor to climate change
impacts; therefore, different research studies have been con-
ducted to analyze and mitigate threats and tackle related
concerns. In [8], the authors have studied the historical
CO2 emissions of Bangladesh’s electricity sector from
1979 to 2018. A logarithmic mean divisia index method
has been implemented, given three distinct scenarios for
predicting future emissions. The achieved results suggest that
CO2 emissions will peak at 58.97 Mtoe by 2040 in the con-
cerned country. Bamisile et al. have presented a detailed anal-
ysis of the causes, trends, and solutions to carbon emission in
Africa [9]. First, they have investigated the impact of eco-
nomic development on Africa’s CO2 emissions trend. Then,
an AI-based method based on a neural network has been
developed to predict the future trend of total CO2 emission
in the continent. Finally, renewable energy sources for power
generation are explored as a viable solution for CO2 emis-
sion reduction in Africa. Spatiotemporal approaches
[10]–[14] can be utilized to explore CO2 emissions. Several
studies have analyzed emissions based on spatial decomposi-
tion methods [15], [16]. In [15] the spatiotemporal evolution
of decoupling and driving factors of CO2 emissions of several
countries is investigated based on an integrated model for the
period 1991 to 2016. The results show that the decoupling
statuses of higher-income countries are generally better than
lower-income countries. Different spatiotemporal evolution
of the driving factors of CO2 emissions is analyzed based
on a Kaya identity and LMDI model. Besides the industrial
sector, agricultural practices have been pointed out as key
contributors to GHG emissions. A regression technique with
non-additive fixed effects together with a quintile decompo-
sition technique has been used to explore whether and to what
extent the relationship between agricultural and economic
factors differs across low, intermediate, and high CO2 emit-
ters in [17]. The results reveal that the shift from traditional
farming methods to mechanized farming has increased the
amount of CO2 emitted.

Many studies have focused on the mitigation potential
of CO2 emissions from transport sector [18]–[22]. Most of
these studies are concerned with traditional decoupling anal-
ysis of CO2 emissions from the transport sector. In [23],
the authors use Tapio and Log-Mean Divisia Index models
based on an extended Kaya identity to study the decoupling
relationship between energy-related carbon emissions and
economic growth in Cameroon’s transport sector. The same
approach is used in [24] to illustrate the relationship between
the development of the transport sector and its CO2 emis-
sions in several provinces in China. Georgatzi et al. have
employed an integrated model based on Fully-Modified OLS
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TABLE 1. Some observations of the taxi trip dataset.

TABLE 2. Some observations of the fuel economy dataset.

and Dynamic OLS approaches to examine the relationship
between CO2 emissions caused by the transport sector activ-
ity and their statistically significant determinants [25]. They
have highlighted the importance of policies and technological
innovation in the transition to a low carbon economy.

Recently, smart cities have become an interesting research
topic for academics, industry, and government [26]–[30].
However, there is relatively limited research on using new
technologies such as big data, AI, and data-driven techniques
for microscopic vehicle emission modelling. Hence, in this
work, we focus on applying such methods in carbon emis-
sions management and control systems to explore the emis-
sion reduction potential in the transport sector.

III. UNSUPERVISED LEARNING MODEL
The initial step for implementing a data-driven model is to
perform data cleansing and preprocessing. Since the quality
of data affects the analysis, it is of the utmost importance to
enhance the data quality via preprocessing operations [31].
When a dataset is obtaiend from different sources—like the
dataset used in this work—its integration presents some par-
ticular challenges like styles of record-keeping and aggrega-
tion. Without handling these challenges, the analysis’s result
cannot be precise. Therefore, certain steps must be executed
to convert a raw dataset into a clean one. Missing values,
noises, and outliers should be identified and properly han-
dled. The primary method for detecting outliers is to quantify,
through some metrics, the extent to which a single data
item deviates from the others in the dataset. We used outlier
labelling methods, and all observations beyond predefined
intervals were removed.

A. DATASETS
In this work, two datasets were used, i.e., data of taxi trip
records obtained from an Irish taxi company and a fuel
economy dataset. The taxi trip data contains millions of
anonymous origin-destination records and different variables,

i.e., driver’s ID, distance travelled, car manufacturer, car
model, and seat count. Some sample records are presented
in Table 1. The fuel economy dataset also includes various
features such as car manufacturer, car model, engine dis-
placement, city MPG, highway MPG, combined MPG, and
CO2 emission. Some sample records are presented in Table 2.
Both datasets were aggregated and integrated based on their
common features, i.e., carmodel andmanufacturer. It is worth
mentioning that taxi trip records did not include any details
about cars’ model year, but such information was available in
the other dataset. Hence, features such as the mean value of
city MPG, highway MPG, combined MPG, and CO2 emis-
sion for each car model were calculated. Moreover, some
car models/manufacturers in the taxi trip data were miss-
ing in the fuel economy dataset. To deal with this concern,
we performed a left-merge operation, and missing values
were deleted. Such missing values accounted for less than
15% of the whole dataset. Given the ‘‘seat_count’’ variable,
the number of seats ranges from two to eight seats. A new
feature (i.e., Vehicle Class) was created and populated as
‘‘Small Cars’’, ‘‘Midsize Cars’’ and ‘‘Large Cars’’ accord-
ing to the ‘‘seat_count’’ feature. Redundant features such as
coordinates variables also were deleted. Such variables can be
used for trajectory analysis which is out of the scope of this
work. Since the travelled distance (i.e., route_distance vari-
able) in each trip has been measured in meters, we converted
it to miles. Then, the distance value was multiplied by the
corresponding CO2 emission associated with each car. In this
way, CO2 emission in each trip was measured. Each record
of the integrated dataset can be defined as an m-tuple (m is
the number of features).

Let matrix X ∈ Rn×m as:

X =


X1
X2
...

Xn

 =

x11 x12 · · · x1m
x21 x22 · · · x2m
...

...
. . .

...

xn1 xn2 · · · xnm

 (1)
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where R is the real number set, Xi is the ith observation and
its corresponding variables (m-tuple), and n is the number
of records. The data were normalized such that each data
point lies between a given minimum and maximum value.
It should be mentioned that, due to the unsupervised nature
of this work, we assumed that the variables have a Gaussian
probability distribution, and power transform methods like
Box-Cox were used to normalize our dataset. Note that all
values are positive. We defined a Logarithmic transforma-
tion, which can be applied to non-normal distribution. Such
transformation procedure aims to find some value for κ such
that the transformed data is as close to normally distributed
as possible.

x(κ)i =


xκi − 1

κ
, if κ ≥ 0

ln(xi), if κ = 0
(2)

After the data is normalized, the unsupervised learning
approach can be performed. Relevant discussions are pre-
sented next.

B. CLUSTERING APPROACH
We deal with an unsupervised learning problem in this work
since the concerned data does not include any target fea-
ture. Different approaches can be implemented to model
CO2 emissions from the road transport sector. Unsupervised
learning approaches can be divided into two main cate-
gories: non-hierarchical and hierarchical methods. The for-
mer, i.e., partition-based and density-based techniques, aim at
finding similar objects based on predefined parameters. They
relocate objects among different clusters until a convergence
criterion is satisfied. Density-based methods are often com-
putationally expensive, and partition-based methods have
approximate linear time complexity [32]. Such approaches
may not be the best for our problem due to the need for ini-
tial configuration. Moreover, comparing the obtained results
using a non-hierarchical method with others in the same cate-
gory is challenging since each non-hierarchical technique has
a specific attitude toward solving an unsupervised problem,
and determining the clustering tendency is not trivial [33].
Hence, in this work, the latter was considered. We have pro-
posed an optimized hierarchical algorithm and tailored it for
analyzing CO2 emissions data from road transport. Different
validity measures were tested to make sure the results are
reliable. We have also compared the results obtained from
the implemented algorithm with several hierarchical methods
based on the Cophenetic correlation coefficient.

As discussed throughout the pre-processing section,
the concerned data include different features. We aim to
divide this dataset into relatively homogeneous clusters based
on similarity measures among observations (trips). Gener-
ally speaking, hierarchical algorithms are categorized into
divisive and agglomerative methods. These methods operate
based on defining an inter-cluster distance among data points.
They seek to conduct a hierarchy of clusters by splitting a
dataset into different subsets [34]. The proposed algorithm

treats each observation as a separate cluster in the initial phase
of the learning process. These clusters are merged (based on
different similarity/agglomeration measures) until only one
cluster remains. A validity measure is then performed to find
a proper number of clusters. It should be mentioned that most
agglomeration measures are based on Euclidean andManhat-
tan distance. However, we have integrated a specific ranking
procedure based on a weighted correlation mechanism to
achieve more robust results. It is worth noting that different
correlation coefficient metrics (i.e., Pearson, Kendall, and
Spearman) have been also tested. All these metrics are used
to measure the strength of association between two obser-
vations. However, we found that the weighted coefficient
integrated into ourmodel ismore effective than thementioned
ones. Details regarding the ranking schema are explained
next.

C. RANKING SCHEMA
Given the set of n observations consists of d features, i.e., trips
and associated variables, a weighted rank-order correlation
coefficient (ρ) can be defined to measure similarities among
pairwise data points. For a set of observations (with n rows
and d features), an n× d ranking matrix is defined:

R =


r11 r12 r13 . . . r1d
r21 r22 r23 . . . r2d
...

...
...
. . .

...

rn1 rn2 rn3 . . . rnd

 (3)

where rij denotes the ith rank of jth feature. The ranking
matrix consists of unique ranks from 1 to n. The correlations
(ρ) are the permutation of pairwise observations given their
rank orders, each of which represents the distances among
all pairwise data points. It can be measured according to the
following formulas:

ρ =

1
n

∑n
i=1(Ri − R̄i).(Rj − R̄j)√

( 1n
∑n

i=1 (Ri − R̄i)
2).( 1n

∑n
i=1 (Ri − R̄i)

2)
(4)

where Ri and Rj are the ith and jth rank-vectors, respectively.
The ranks can be measured and stored in matrix R. Accord-
ingly, D = Ri − Rj in (4) denotes the difference between
the ranks associated with the variables of the ith and jth

observations. The correlation coefficient between Ri and Rj
is given by

ρRiRj = 1−
2

∑n
i=1 D

2

max(
∑n

i=1 D
2)

(5)

where max(
∑n

i=1 D
2) = n3−n

3 . The normalized version of 5
can be defined

ρRiRj = 1−
2

∑n
k=1

∑k
i=1(Ri − Rj)

max(
∑n

k=1
∑k

i=1 D
2)(Ri − Rj)

(6)

where
∑n

k=1
∑k

i=1(Ri − Rj) = 1
2

∑n
k=1 D

2. Let φk =∑k
i=1(Ri − Rj), a weighted correlation coefficient can
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Algorithm 1 The Pseudo-Code for the Unsupervised Model
Input: X ← data observations;
1: p← |X | i.e., the number of observations;
2: ω← [] i.e., weights matrix; λ← [] i.e., labels;
3: l ← [] i.e., position on the dendrogram;
4: 2← [], i.e., Relationship data structure including ranks

and weights;
Output: Clusters
5: function Rank(Ri,Rj)

6: R← 1+ 2
∑n

i=1(Ri−Rj)(n+1−Ri)
p∑n

i=1(n+1−2Ri)(n+1−Ri)p

7: return R
8: end function
9: for i← 1 to n− 1 do
10: (Xα,Xβ )← argmax

R
ρ(RiRj)

11: l∗← (lαβ ,Xα,Xβ )
12: l← Append(l∗)
13: Xnew← X\{(Xα,Xβ}
14: For all X ∈ Xnew
15: ρ(l∗,X ) = ρ(X , l∗) = InterClusterDist(X , l∗)
16: l ← l ∪ l∗
17: end for
18: function InterClusterDist(labels,D∗)
19: Dist ← [ ]
20: l ← [ ]
21: for i← 1 to n− 1 do
22: li← li\l0
23: Dist ← argmin

l0∈l
D∗i [l]

24: l← Append(Dist)
25: end for
26: end function
27: return Clusters

be defined

ω = 1−
2

∑n
i=1 viφi

max(
∑n

i=1 viφi)
(7)

ω
RiRj
p = 1+

2
∑n

i=1(Ri − Rj)(n+ 1− Ri)p∑n
i=1(n+ 1− 2Ri)(n+ 1− Ri)p

(8)

As explained, the proposed unsupervised learning
approach starts by dividing the taxi trips dataset into singleton
clusters. Most similar observations were identified given the
conducted method, and clusters were merged based on rank
orders and the defined coefficient. The pseudo-code for the
procedure is presented in Algorithm 1. It should be men-
tioned, ω

RiRj
p take values in the interval of [−1, 1]. The two

extreme values reveal minimum distance (completely iden-
tical orderings) or maximum distance (opposite rankings).
It yields 0 if there is no correlation between the rank orders.
The inter-cluster dissimilarity measure was implemented to
determine similarities among the created clusters. Generally
speaking, different techniques can be used to define an
inter-cluster dissimilarity measure, such as single, complete,
average, and ward linkage. These agglomeration functions

FIGURE 1. Validity measure to find an optimal number of clusters.

TABLE 3. Comparing the results of several hierarchical clustering
methods given different settings.

are used to measure the similarity of newly formed clusters
in hierarchical learning processes. Single-linkage function
is based on the shortest distance among clusters while the
largest distance is used in the Complete-linkage method
(i.e., dc(CI ,CJ ) = max

i∈CI ,j∈CJ
dij, where CI , CJ are two clus-

ters). The average distance is measured and used to define
similarity in the average-linkage agglomeration. We have
integrated a weighted linkage function, and all different
linkage methods were also tested. The obtained results are
presented and compared next.

IV. RESULTS
All observations (taxi trips including distance traveled in
each trip and fuel economy variables) were fed into the
proposed unsupervised model as its input. Different filtering
and normalization methods were implemented. A correlation
coefficient was integrated into the model to measure the
proximity of observations. A weighted-linkage method was
employed on pairwise clusters. All the discussed procedures
helped us obtain the hierarchy of clusters. However, the rela-
tionships among clusters have to be analyzed. Selecting an
optimal number of clusters is a challenging task, and the
quality of clustering depends on the optimal choice. There-
fore, the Davies-Bouldin index was taken into account to
adjust an appropriate cluster level and select a proper cutoff
threshold. This index is based on the intra-cluster and inter-
cluster variations. LetC = (C1,C2, . . . ,Ck ) be the identified
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FIGURE 2. Comparisons of different features.

TABLE 4. Characteristics of different features in 5 detected clusters.

k clusters and ω(Ri,Rj) be the defined correlation value
between two observations, Ri and Rj. Let Cp =

{Cp
1 ,C

p
2 , . . . ,C

p
n } be the pth cluster including n observations,

the Davies-Bouldin index, then, can be measured as follows:

D∗(k) =
1
k

k∑
i=1

max(
�(Ci)+�(Cj)

D(Ci,Cj)
) (9)

where D(Ci,Cj) is the intra-cluster distance between
Ci and Cj clusters. �(Ci) and �(Cj) are the inter-cluster dis-
tance among observations in Ci and Cj clusters respectively
and are defined as

�(Ci) =

∑
8z∈Ci

ω(8z, ci)

|Ci|
, i = 1, 2, . . . , p (10)

where 8 is a centriod of each clusters.
Fig. 9 illustrates the results achieved from the DBI metric.

According to the results, we choosed 5 as the optimal number
of clusters. We also implemented and tested various hier-
archical unsupervised learning methods (i.e., Divisive and
Agglomerative clustering), including different linkage crite-
ria. The DBI metric has been employed to choose an optimal
number of clusters for all the tested methods. The results are
illustrated in Table 3.

The Cophenetic coefficient has been employed in order
to compare the results achieved from the proposed model

with others tested in this work. The metric calculates the
average inter-cluster distances between pairwise observations
compared to their actual distances.∑

i 6=j
(D(xi, xj)− D̂)√∑

i 6=j
[D(xi, xj)− D̂)2]

∑
i 6=j

[C(xi, xj)− Ĉ)2]
(11)

where D represents average distances among all pairwise
clusters and C represents the Cophenetic distance.

The calculated values for each method are presented
in Table 3. As can be seen, the calculated measure for the
proposed model is 0.891, slightly higher than those tested
methods. Given the results, we can make sure the proposed
model is reliable. Since the model is perfectly fitted to the
purpose, we can safely run it to obtain clusters and identify
underlying patterns associated with carbon emission foot-
prints generated. According to the optimal number of clusters
(i.e., 5 in this work), the clustering results obtained from the
taxi trip dataset are presented in Fig. 2 and Table 4. Note
that the given values have been normalized (as explained
throughout the paper). The number of trips in each cluster
is also presented in Table 4. Given the results, Cluster 1
and the corresponding trips are the most contributors to car-
bon emissions. The vehicles in this cluster have relatively
large engines. Interestingly, the average number of seats in
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Cluster 3 is larger than in other clusters, but the average car-
bon emission footprint is low. We can conclude that vehicles
in Cluster 1 can be identified and replaced with electric cars
to reduce carbon emissions in the concerned taxi fleet.

V. CONCLUSION
Recent studies have indicated that there are correlations
between economic growth and environmental sustainability.
The sharing economy concept, i.e., shared use of service,
can be a valuable solution to environmental concerns. It can
have positive impacts by reducing overall energy inputs and
helps reduce pollutants, emissions, and carbon footprints. The
concept, i.e., collaborative consumption, focuses on sharing
underutilized assets to improve efficiency and sustainability.
Reducing resource consumption is a significant contribution
of the sharing economy towards the sustainability agenda.

The transport sector is an integral part of the total economic
system and a large consumer of energy. It contributes signif-
icantly to Ireland’s greenhouse gas emissions. The emissions
induced by taxis account for a high proportion. In this paper,
we proposed an unsupervised learning approach to investi-
gate the impact of taxi trips on CO2 emissions. An optimized
hierarchical clustering model was implemented to identify
clusters associated with emissions. In this way, the most
polluting trips were identified. The vehicles associated with
these trips (i.e., the highest priority carbon emissions) can
be identified to take future decisions. Identifying the cars
related to these trips can provide authorities with several
possible paths of action, or alternatives, i.e., replacing them
with electric vehicles. The model can be used to define
effective policies such as incentive mechanisms for elec-
tric vehicles. It helps understand how to automatically infer
patterns associated with CO2 emissions in a collaborative
consumption context. Governments have limited amounts of
resources. Hence, they can target specific clusters of vehicles
to be replaced with electric vehicles and maximize the impact
on carbon emissions with limited financial resources. Such
analyses help to adapt their strategies according to climate
scenarios and have a clear understanding of the potential ways
to reduce consumption-based emissions.
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