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ABSTRACT Authorship classification is a method of automatically determining the appropriate author of an
unknown linguistic text. Although research on authorship classification has significantly progressed in high-
resource languages, it is at a primitive stage in the realm of resource-constraint languages like Bengali. This
paper presents an authorship classification approach made of Convolution Neural Networks (CNN) com-
prising four modules: embedding model generation, feature representation, classifier training and classifier
testing. For this purpose, this work develops a new embedding corpus (namedWEC) and aBengali authorship
classification corpus (called BACC-18), which aremore robust in terms of authors’ classes and uniquewords.
Using three text embedding techniques (Word2Vec, GloVe and FastText) and combinations of different
hyperparameters, 90 embedding models are created in this study. All the embedding models are assessed
by intrinsic evaluators and those selected are the 9 best performing models out of 90 for the authorship
classification. In total 36 classification models, including four classification models (CNN, LSTM, SVM,
SGD) and three embedding techniques with 100, 200 and 250 embedding dimensions, are trained with
optimized hyperparameters and tested on three benchmark datasets (BACC-18, BAAD16 and LD). Among
the models, the optimized CNN with GloVe model achieved the highest classification accuracies of 93.45%,
95.02%, and 98.67% for the datasets BACC-18, BAAD16, and LD, respectively.

INDEX TERMS Natural language processing, authorship classification, resource constraint language,
semantic feature extraction, deep learning.

I. INTRODUCTION
Authorship classification is a long-established research topic
in Natural Language Processing (NLP) that deals with the
difficulty of identifying the author against a particular text.
Authorship classification is conducted mainly to verify the
authorship of a particular text. The authorship classification’s
primary purpose is to infer the author of a document based
on their distinct writing styles and features. For example,
some authors may practice one or two following words more
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commonly than the other authors. Other authors may prefer
to apply particular clauses, specific tense, distinguished sen-
tence structure or open and close sentences with an appro-
priate grammatical constituent. These features can be used
in identifying the authorship of a particular writing. Author-
ship classification is a well-established research topic for
high resource languages (e.g., English and other European
languages) due to the availability of authorship corpus, fea-
ture extractors and classification techniques. However, it is
a challenging task for a low-resource language like Bengali
due to the shortage of linguistic resources and techniques [1].
On the other hand, feature extraction and classification
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techniques in high-resource languages cannot be directly
applied to low-resource languages because of the variations
of local dialects and structural divergences.

In recent years, authorship classification has attracted
much attention from Bengali Language Processing (BLP)
researchers. However, the primary difficulty of performing
research on authorship classification in Bengali is the lack
of linguistic resources in digital form, unavailability of nec-
essary tools for processing language and inadequate cor-
pora. Many prominent writers in Bengali literature can be
discovered from their writing styles and variations. These
properties can be utilized in literary, historical, social and
cultural studies. There are no functional BLP tools to iden-
tify the anonymous author and plagiarism for Bengali texts.
As a result, Fake news and textual forgeries in the Bengali
language have rapidly increased on the digital platform. Thus,
the Bengali authorship classification approach may assist in
controlling the textual forgeries on the internet. Moreover,
authorship classification can be used for author identification,
identifying plagiarism, classification of authors of threats,
computer forensics, author profiling and many more [2].
This can also be used for checking students’ submissions
especially in online learning.

There are several statistical and machine learning (ML)
techniques that addressed the authorship attribution problem.
The statistical methods are used for extracting stylometry
features [2]–[5], character level embedding features [6], [7],
and n-gram features [8], [9] for authorship attribution. Several
ML techniques such as support vector machine (SVM), Naive
Bayes (NB) [10]–[12], CNN [6], [13]–[15] are the most
commonly used methods for authorship classification. Nev-
ertheless, stylometry, character level, and n-gram feature
extractors cannot capture the sentence and document level
semantic and syntactic features [16]. On the other hand,
SVM, NB, and decision tree-based classification models can-
not carry the local and global classification features. This
paper presents a deep learning technique to address the
authorship classification problem in Bengali texts. The deep
learning method offers automatic feature selection, selects
the best classification model during training, alleviates model
overfitting and underfitting problems, and represents the
text’s semantic features. The key contributions of the current
research include:
• Development of a new embedding corpus consisting
of 949, 062 unlabelled texts with 2, 744, 680 unique
words and an authorship classification corpus con-
taining 18 prominent authors with 25, 749 labelled
texts which are more extensive than existing corpora
(Sec. III).

• Generation of ninety embedding models for Bengali
authorship attribution using a combination of three
embedding techniques (Word2Vec, GloVe and Fast-
Text) selection of hyperparameters and evaluation their
performance by the intrinsic evaluators to select suit-
able embedding for Bengali authorship classification
(Sec. VII-A).

• Development of a CNN based authorship classification
model by investigating a set of optimized hyperparame-
ters with improve classification accuracy and complex-
ity reduction (Secs. IV and V).

• Investigation of the performance of the proposed Ben-
gali authorship attribution model on three standard
datasets and its comparative performance analysis
(Sec. VII).

II. RELATED WORK
Although authorship classification is a well-established
research issue in well-resourced languages, it is in it’s prim-
itive stage to date in the realm of low-resource languages.
This work deals with the authorship classification problem
concerning a low-resource language, such as Bengali. Thus,
past research on authorship classification can be broadly cat-
egorized into two ways: Non-Bengali language-based author-
ship classification and Bengali language based authorship
classification.

A. NON-BENGALI LANGUAGE-BASED AUTHORSHIP
CLASSIFICATION
There is enormous advancement in authorship classifica-
tion research in high-resource languages such as English
and other European languages. Moreover, research has been
conducted in other languages, such as: Arabic, Latin, and
Urdu. Tweedle et al. [17] applied the neural network tech-
nique with stylometry for authorship classification in English
texts. A stylometry methodology is applied to the auto-
matic analysis of English literary texts [3]. This work exper-
imented with a corpus of five million words consisting
of male and female authors. Ruder et al. [7] presented a
character-level and multi-channel CNN for authorship attri-
bution for English texts. Rocha et al. [18] studied differ-
ent machine learning algorithms that worked well on small
sample size. Yeang et al. [19] used a backpropagation based
particle swarm operation to detect the author from the source
code written in English. They have considered lexical, struc-
tural and syntactic feature metrics for detecting authors from
2, 022 java files and achieved an accuracy of 91.06%. Alsu-
lami et al. [20] used Long short-term memory (LSTM)
for source code authorship classification with 200 source
files from 10 programmers and gained 85.00% accuracy.
Enrique et al. [13] assessed the quality of neurally generated
English text using an established authorship identification.
Koppel et al. [21] used a naive similarity-based techniques
for authorship classification in English texts. Their technique
achieved 93.20% precision for 1, 000 authors. Kabala [22]
developed a computational technique of authorship classifi-
cation in medieval Latin corpus. This work used Bray–Curtis
distance and logistic regression for the classification task
with accuracy of 99.86%. Zafar et al. [23] proposed a
character-level CNN model with keywords and stylistic fea-
tures to classify authorship of source code for three program-
ming languages and achieved 84.94% accuracy.
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Sarwar et al. [24] developed a multi-authorship classifica-
tion method that achieved 76.92% accuracy for 1, 360 text
documents. Their classificationmethod depends on co-author
information. A Latent Dirichlet Allocation (LDA) based
text attribution method is used in Urdu language [25]. This
method achieved an F1 score of 92% for 6, 000 text doc-
uments. Agun et al. [26] evolve a statistical-based author-
ship text attribution system and evaluated on self-developed
datasets. An extensive scale attribution system was devel-
oped by Ullah et al. [27], which works on 1, 000 program-
mers source code. This system used TF-IDF feature with
deep CNN learning technique and achieved 99.00% accuracy
on limited programming languages. Al-Sarem et al. [28]
developed an ensemble technique based Arabic author-
ship attribution system. This method used various stylo-
metric features and evaluated on self-build Fatwas datasets.
Anwar et al. [25] presented a word n grams of LDA with
improved sqrt similarity technique to attribute authorship and
achieved 92% F1-score on 6000 Urdu newspaper articles.
Neocleous et al. [29] developed an ML-based authorship
classification technique using several ML and stylometric
features. This work showed that SVM and DT classifiers
gained the highest performance on 27 essays.

Corpus availability is the prerequisite to develop any NLP
tool or method in any language. The main difficulty of
developing authorship classification in the Bengali language
is the unavailability of the author dataset. Extracting rele-
vant or dominating features depends on the language itself.
Embeddingmodels are generally used to extract syntactic and
semantic features from the corpus of related language. As a
result, embeddingmodels developed for one language can not
be applied directly to another language due to their feature
unlikeness (such as embedding size, window size, epoch
and min frequency words count). To address this difficulty,
this work developed an embedding model for the Bengali
language and evaluated it intrinsically. Moreover, the classi-
fication model and its hyperparameters should be optimized
for the concerned language. Hyparameters designed for one
language do not perform well in another language. The clas-
sification model developed in non-Bengali languages can not
be applied for the Bengali language due to the variation of
hyperparameters. Thus, we developed a Bengali authorship
classification model by investigating optimized hyperparam-
eters (such as learning rate, dropout value, kernel size, num-
ber of CNN layers, batch size, and epoch).

B. BENGALI LANGUAGE BASED AUTHORSHIP
CLASSIFICATION
Although the high-resourced languages (e.g., English) have
significant contributions to automatic authorship identifica-
tion and author profiling, this research problem is at an early
stage until now in the low-resourced languages. Although
Bengali is the 7th most widely spoken language globally, it is
considered one of the notable resource-constrained languages
in south Asia [30]. In recent years, few studies have been con-
ducted on authorship classification in the Bengali language

with limited corpus and author classes. Phani et al. [1] pro-
posed a machine learning-based technique for author iden-
tification on 3, 000 literary texts of 3 prominent Bengali
authors. They used uni-gram, bi-grams and word n-grams
features with the random forest algorithm, which achieved
about 98.00% accuracy. A multi-layer perceptron based tech-
nique [31] used for authorship attribution, which achieved
99% accuracy. However, this approach considered only 3
author categories and ignored the writings of many modern
Bengali authors. Das et al. [5] showed that several stylometric
features could be used to distinguish Bengali authors. How-
ever, automatic identification of authors using their proposed
features was absent in their work.

Chakraborty et al. [2] presented the performance com-
parison among different machine learning algorithms for
Bengali authorship identification and showed that the sup-
port vector machines (SVM) outperformed other classifiers.
Tamboli et al. [12] reviewed a few approaches for author-
ship identification in Bengali. They claimed that n-gram
based features gained 90.00% accuracy. Hossain et al. [4]
used a stylometry and voting based classification model
for authorship classification and achieved the accuracy
of 90.67% using a corpus consisting of 700 blog articles.
Anisuzzaman et al. [9] collected a data set consisting of
107, 380words, andNaive Bayes algorithm is used to identify
the Bengali authorship. Pal et al. [10] proposed a Bengali
authorship classification model using SVM and Naive Bayes.
This method achieved an accuracy of 90.74% (SVM) and
86.21% (Naive Bayes) for 20 Bengali bloggers datasets.
A multi-class SVM is used to classify the authorship from
Bengali poetry [11]. They showed that the semantic and
stylistic features achieved a better accuracy (92%) to identify
the poet. Islam et al. [8] used the random forest algorithm
to detect author from Bengali texts. They built a corpus
consisting of 3125 passages and gained the highest accuracy
(96%) with random forest than Naive Bayes (62%) and deci-
sion tree (85%) classifiers. Khatun et al. [6] introduced a
character-level CNN for attributing Bengali authorship. This
method’s performance decreased with an increased number
of authors and sample texts. Phani et al. [30] presented a Ben-
gali authorship attribution method using n-gram feature with
information gain techniques (feature ranking). The developed
method worked only for three Bengali authors with 3, 000
text documents and gained an accuracy of 95% to 99%.
A summary of the important aspects of recent techniques of
authorship classification is presented in Table 1.
Past authorship classification studies on the Bengali lan-

guage were conducted with limited author classes and a
smaller corpus. None of the studies undertaken on embed-
ding model generation and evaluation concerning the Bengali
language to the best of our knowledge. Previous researches
also suffered from the Out-of-Vocabulary (OOV) problem
with model over-fitting. To alleviate the OOV and model
over-fitting problems, the proposed work developed a new
embedding corpus and a classification corpus (BACC-18)
which is more extensive concerning author classes and the
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TABLE 1. Authorship Classification Literature Summary.

number of unique words. Ninety tuned embeddingmodels are
generated using Word2Vec, GloVe and FastText algorithms
and evaluated using the intrinsic evaluation method. More-
over, the proposed method uses word-level embedding tech-
niques instead of previous character-level embedding, which
reduces computational complexity. A superior authorship
classification model is also presented by investigating a set
of optimized hyperparameters with improved classification
accuracy.

III. CORPUS
The word embedding technique uses an unlabeled corpus
for embedding model generation, whereas the classification
model uses labeled corpus for training and testing. It is a
usual practice to use separate corpora: one for generating
and evaluating embedding model and the another for clas-
sification model’s training and testing [33]. There is a high
probability that a model undergoes overfitting problem while
the embedding and the classification models are learned from
the same corpus [34]. Separating the embedding corpora is
a good practice to achieve a better generalization for the
classification models. Thus, based on the past survey [34],
we have used two types of corpora: word embedding corpus
and authorship classification corpus.

A. WORD EMBEDDING CORPUS (WEC)
Word embedding corpus (WEC) is a collection of unlabelled
texts crawled from the various Bengali newspaper portals.
Thus, the corpus is used as a main ingredient and input of the
embedding algorithm to produce a lower-dimensional feature
space for input words. The lower space feature vector is
mainly responsible for bearing the authorship classification
feature. A Python-based crawler is used to crawl the data

TABLE 2. Key Statistics of Word Embedding Corpus.

during the period 01-01-2015 to 30-12-2020 and cleaned
by data preprocessing module (described in Sec.III-B3).We
have checked the textual data crawling policy of the news-
papers, where the automatic crawling policy with robots.txt
is allowed. We have confirmed that there is no legal embargo
on crawling. Table 2 represents the various statistics of WEC.
This corpus contains 0.95M unlabelled texts and a total of
854.16M words with 2.75M unique words.

The learning cutoff value (XMax) and quadratic terms
boosting value (Alpha0 settled to 100.0 and 0.75, respec-
tively). The word-word co-occurrence context is symmetric.
The minimum vocabulary count is considered to 2 with the
size of a window of 13.

B. AUTHORSHIP CLASSIFICATION CORPUS
This research uses three corpora to evaluate the perfor-
mance of the proposed model in the authorship classification
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task. Two of them are benchmark corpora such as Bangla
Authorship Attribution Dataset (BAAD16) [35] and Literary
Dataset (LD) [30]. Owing to the limited number of author’s
classes and amount of data in the existing benchmark corpora,
this work has developed a corpus (hereafter called ’Bengali
Authorship Classification Corpus (BACC-18)’). To improve
the readability, we have assigned each author a unique
code in three corpora, such as Bankim Chandra Chattopad-
hyay denoted by 01, and Rabindranath Tagore represented
by 02.

1) BAAD16
The BAAD161 corpus consists of 16 Bengali prominent
authors with a total of 17, 966 texts (14374 training and
3592 testing texts) and approximately 13.4 million words.
The average length of the authors’ texts was 750 words. The
author 07 found themaximum training (3, 612) and validation
(906) texts. The author 21 contains the minimum training and
validation texts, which amount to 148 and 37.

2) LD
Literary Dataset(LD)2 consists of 3 eminent Bengali authors
with a total of 3, 000 texts (1500 training, 750 testing and
750 validation texts). Each of the authors contained an
equal number of texts (i.e., 1000). This dataset includes
texts of authors 01 (Bankim Chandra Chattopadhyay),
02 (Rabindranath Tagore), and 10 (Sarat Chandra Chattopad-
hyay).

3) BENGALI AUTHORSHIP CLASSIFICATION CORPUS
(BACC-18)
The developed BACC-18 contains the text of 18 famous
authors of Bengali literature. To build this corpus, we crawled
texts from four online sources namely NLTR society for nat-
ural language technology research [36], Ebanglalibrary [37],
Git repository [38] and Blogs [39]–[41]. The maximum num-
ber of texts (13,308) are collected fromNLTR source whereas
minimum number of texts (240) are crawled from Blogs.
A self-built automatic web crawler3 is used to scrapping
the data from four sources. Due to HTML page structure
variation of sources, we used various web crawler instead
of a typical crawler. In particular, the proposed research has
developed 31 Python crawler which can automatically crawl
textual data based on the robots.txt policy. The robots.txt
policy ensures the search engine whether a crawler can or
cannot crawl the particular text contents from a source.4

Initially, we manually selected the famous and authentic web
portal’s hyperlink to collect the author’s texts. Web crawler
starts with the hyperlink and a spider explore all the pages
under the hyperlink to scrapping the author text. After col-
lecting all the authors’ text and we prepared the authorship

1https://data.mendeley.com/datasets/6d9jrkgtvv/4
2https://web.eecs.umich.edu/ lahiri/literary.zip
3https://github.com/mrhossain/scrapping
4https://developers.google.com/search/docs/advanced/robots/create-

robots-txt#format-and-location

TABLE 3. BACC-18 Data Distributions.

classification corpus with annotation based on the hyperlink.
A single hyperlink contains only a single author text. This
hyperlink based web crawling reduces the manual annotation
time and cost of human efforts.

a: DATA PREPROCESSING
The web crawled data contain plenty of irrelevant characters,
symbols, or mathematical expressions that cannot be con-
verted to UTF-8 format. Thus, each collected text file requires
the following pre-processing:

• Replacement of all non-Bengali alphabets and digits.
• Removal of regular expression and symbols by a single
white space.

• removal HTML tags, hashtags, URLs, punctuation and
whitespaces.

• Replacement of multiple new lines by a single new line.
• Elimination of the duplicate text.

If an author’s text contains less than fifteen words and its
size is greater than 50 KB, then this text is eliminated from
the corpus.

b: DATA DISTRIBUTIONS
Table 3 shows the source-wise distribution of text documents
with corresponding author code where the code numbering
performed by Python script.

The BACC − 18 corpus is unbalanced due to the variation
of text amount in each category. The highest amount of data
belong to author 02 (20.03%) whereas the lowest data to
author 13 (0.98%).

Table 4 shows the various statistics of the three corpora.
Table 4 indicates that the BACC-18 is the most voluminous

corpus compared to BAAD16 and LD. The BACC-18 con-
tains 25,749 texts, whereas BAAD16 contains 17,998 and
LD belong to only 3000. In addition to that, 18 authors’ data
are accumulated in BACC-18, which is greater than BAAD16
(16 author’s text) and LD (3 author’s text).
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TABLE 4. Statistics of Authorship Classification Corpora.

4) TRAINING AND TESTING SETS
The classifier models are evaluated with BACC-18,
BAAD16 and LD datasets. The dataset is partitioned into
training and testing sets. We eventually partitioned the data
set intuitively and started with partitioning into 90% for
training and 10% for testing. While verifying the partitions
experimentally, we encountered problems where the test set
fails to include the maximum (text file size > 118.5 KB)
and minimum (text file size < 818 bytes) length of author
texts. The intuitive approach is then developed into a heuristic
approach whereby≈5% of text files are moved from training
set into test set to minimize the text length deficiency. This
manual addition of ≈5% samples into the test set helps
reinforce the data distribution of the test set so that the model
can perform classification taskwith diverse data samples. The
heuristic partitioning rule is formulated as Algorithm 1. This
Algorithm 1 takes BACC-18 labeled corpus as the input and
produces a training set (X_train:≈85% of data) and a testing
set (X_test: ≈15% of data).

Algorithm 1 Random and Rule Based Heuristic for BACC-
18 Train and Test Sets Partition
Input ← BACC − 18 Corpus
MxL ← 118.5 {Maximum texts size in KB}
MnL ← 818 {Minimum text size in Byte}
X_train,X_test, y_train, y_test ←

train_testsplit(BACC −

18, labelled, 0.10, random_state : 42) {Randomly
partition of train, test sets}
procedure DataSplit(BACC − 18) {Rule based heuristic}

for i← 1→ len(BACC − 18) do
L ← len(BACC − 18[i])
if BACC − 18[i] notin X_test & L ≥ MxL then

X_test.append(BACC[i])
end if
if BACC − 18[i] notin X_test & L ≤ MnL then

X_test.append(BACC[i])
end if

end for
return X_train,X_test

end procedure

Table 5 shows the author-wise training and testing data
distributions in all datasets.

TABLE 5. Training and Testing Summary.

The training set contains 22894 text data and testing set
contains 2855 with 18 different authors. Maximum training
samples are taken from author 02 (4438 texts) and minimum
number of samples from author 13 (221 texts). Due to short-
age of enough samples, the testing and validation datasets
are remain the same. The BAAD-18 is available on public
repository.5

IV. MODEL ARCHITECTURE
The authorship classification proposed architecture com-
prises four main modules: embedding model generation,
feature representation, classifier training and classifier test-
ing. The embedding model generation function produces
the embedding models from unlabelled embedding cor-
pus using an unsupervised technique (e.g., GloVe, Fast-
Text or Word2Vec). The feature representation is a function
that converts the author text to numeric lower dimension

5https://github.com/mrhossain/Bengali-Authorship-Classfication-
Corpus-BACC-18
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representation (2D), whereas the rows indicate the word
index and columns represent the feature value. The training
module generates the classifier model with labelled datasets.
The testing module evaluates the performance of the classi-
fier models with the unlabeled datasets. Fig. 1 illustrate the
schematic representation of the proposed authorship classifi-
cation framework using CNN [15].

A. PRE-TRAINED WORD EMBEDDINGS (PWE)
Embedding model generation is an essential pre-requisites of
authorship classification framework. An authorship embed-
ding corpus (AEC) is used to generate the Embedding Model
(EM). In the proposed framework we used three standard
embedding techniques such as Global Vectors for Word
Representation (GloVe) [42], Distributed Representations of
Words (Word2Vec) [43], and Enriching Word Vectors with
Subword Information (FastText) [44]. Three embedding tech-
niques in combination with different hyperparameters gener-
ate ninety embedding models.

The pre-trained word embeddings (PWE) process ini-
tializes the unlabeled authorship embedding corpus (AEC)
and produces a Embedding Model (EM) as the output. The
AEC can be defined as T = {aet1, aet2, aet3, . . . , aetM },
where aeti denotes the ith author embedding text (aet i)
for i = 1, 2, 3, . . . ,M . M represents the total number of
text documents in AEC and aet i = [S1, S3, S3, . . . , Sl],
where l indicates the total number of sentence (S i) of ith

text. Single File Conversion (SFC) process takes all the
eat and concatenates the sentences one after another and
finally produces a single embedding file (9), where 9 =
{ [S1:1, S1:2, S1:3, . . . , S1:p] ⊕ [S2:1, S2:2, S2:3, . . . , S2:q] ⊕
. . . ⊕ [SM :1, SM :2, SM :3, . . . , SM :r } and, p, q and r denotes
the length of sentences respectively. Now the embedding
file (9) is fed to the three different embedding techniques
(e.g., GloVe, Fasttext and Word2Vec). The next subsections
describe the embedding techniques.

1) GloVe
The Train Embedding Model (TEM) takes 9 as the input,
and the GloVe algorithm generates the word co-occurrence
statistics represented by a matrix X . Each entry of X(i,j)
matrix denotes how often word i appears in context of word j.
The context terms are defined by a window_size before
the term and a window_size after the term. Semantic and
syntactic feature representations are obtained from the cen-
ter and context words. The Xmax represents the maximum
word co-occurrence in 9. The GloVe performance partially
depends on the cut-off value of Xmax . After the training, TEM
produces an embedding model (EM) for word-wise feature
representation. GloVe algorithm produces eighteen embed-
ding models (EM ). Various combination of hyperparameters
are used to analyze the model’s performance such as ED :
{50, 100, 150, 200, 250, 300}, VOCAB_MIN_COUNT : {2},
X_MAX : 100, Epochs : 35 and window_size : {10, 13, 15}
respectively. Four other parameters (BINARY, VERBOSE,
MEMORY & NUM_THREADS) settled to default values.

A total of eighteen embedding models are generated using
GloVe techniques. The eighteen embedding models come
from six embedding dimensions and three window sizes.

2) Word2Vec
Word2Vec algorithm takes 9 as the input and generates a
embedding model EM as output. Two versions of Word2Vec
pre-trained models such as Skip-gram and continuous bag of
words (CBOW) are used with similar hyperparameters for
tuning: ED : {50, 100, 150, 200, 250, 300}, window_size :
{10, 13, 15}, min_count : {2}, learning rate (lr) : 0.093,
thread : 8 and epochs : 30 respectively. There are thirty-six
embedding models (e.g., 18 for CBOW and 18 for skip-gram)
are produced using various hyperparameters combinations
(i.e., six embedding dimensions and three window size).

3) FastText
FastText technique considers 9 as the input and pro-
duces an EM as the output. The developed EMs are
modified with different hyperparameters such as ED :

{50, 100, 150, 200, 250, 300}, window_size : {10, 13, 15},
min_count : {2}, learning rate (lr) : 0.13, thread : 8
and epochs : 30 respectively. The proposed hyperparameters
generate thirty-six models (e.g., 18 for FastText-skip-gram
and 18 for FastText-CBOW) using the combinations of six
embedding dimensions and three window sizes.

The intrinsic evaluators measure the performance of a total
of ninety embedding models (18 for GloVe, 36 for Word2Vec
and 36 for FastText). Out of these models, the top nine
performing models are selected for extrinsic evaluation, such
as authorship classification (described in Sec.VII-A).

B. FEATURE REPRESENTATION
To represent the features, a labelled Authorship Classification
Corpus (ACC) is used during the training while an unlabeled
text is used in testing. In both training and testing phases,
features can be represented as an input feature matrix (M).
ACC can be defined as χ = {lt1, lt2, lt3, . . . , ltN }, and χ ∈
RN , whereN denotes the total number of text in ACC. Author
Text to Word List Conversion (ATWLC) process sequentially
takes the input lti and output as a list vector which is defined
as L = {l1, l2, l3, . . . , lW } ∈ RW , where W denotes the
maximum number of words allowed in L. This framework
truncates the first 1896 words and assigns null value when
the text contains less-than 1896 words.

The feature matrix generation (FMG) has two constituents:
Word Lookup Table (WLT) and Feature Map (FM). The
WLT takes the ith word li, where li ∈ L and produces
a Hash Index (Hi). The WLT consists of a (key, value)
vocabulary table, where key denotes the word (li) and its
value is the index (Hi). If a word found in the vocabu-
lary table then it returns the corresponding index (Hi), oth-
erwise returns zero value. Feature Map takes two inputs
(Hi and EM) and produces an output (input feature matrix
(M)). The EM can be defined as G = Hi × F , where
Hi = {h1, h2, h3, . . . , hP }, F = {f1, f2, f3, . . . , fED} and
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FIGURE 1. Proposed authorship classification framework.

ED ∈ (50, 100, 150, 200, 250, 300). Here, hi denotes ith

vocabulary Hash-Index and F indicates feature vector. P and
ED represents the total number of vocabulary and embedding
dimension respectively. In the proposed framework, P =
362781 and ED ∈ (50, 100, 150, 200, 250, 300). If li ∈
Hi × F then the process extracts corresponding feature from
G and adds a row major order to IFM. If li 6∈ Hi × F then
adds ED times zero for li. In this way, the process finally
produces an M of (1896×ED), where 1896 denotes the
number of words and ED indicates number of features in each
word.

C. CLASSIFIER TRAINING MODULE
The training module takes the feature matrix (M) as the
input where M ∈ (1896×ED) and produces a classifier
model as the output (Fig. 1). Training module extracts the
author text level stylometric and semantic features from
multi-kernel CNN block. Initially, the filter weights ini-
tialized by Xavier initialization [45] function, and weights

are adjusted using the backpropagation technique [46]. The
Multi-kernel Conv and LeakyReLU Block uses a matrix
M = (1896×ED) which generates three different kernels
tensors shapes: Tensor(128, 2,ED), Tensor(128, 3,ED) and
Tensor(128, 4,ED). These tensors use to conduct the indi-
vidual convolution operation. A special type of convolution
produces the single dimension feature vector using the Eq. 1.

V[k th:] =
R∑
i=1

M [i : end]⊗ K [k th : end]+ Bi (1)

here, k th kernel produce aV[k th:] single dimension feature vec-
tor andR denotes the input featurematrix rows. The bias value
Bi is added with the output convolution value. In the proposed
method, output of the convolutions are Tensor(128, 1, 1895),
Tensor(128, 1, 1894) and Tensor(128, 1, 1893) respectively.
The first value of the tensor 128 indicates the number of
kernels. The Leaky ReLU operation is also applied to all
Tensors.
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Convolution operation followed by an activation operation
within a block. The activation function is the data distribution
re-scaling function which reduces the model overfitting and
underfitting problems [47]. The types of activation functions
depend on the nature of data distribution and network depth.
In the proposed architecture, we used ReLU [48] activation
function, which can be represented by the Eq. 2.

V (i, j)k
th
=

{
a× V (i, j)k

th
if V (i, j)k

th
≤ 0

V (i, j)k
th
otherwise

(2)

here V (i, j)k
th
represents ith rows and jth columns of k th kernel

cell value where V (i, j)k
th
∈ RV . The small multiplicand a is

multiplied with the input cell, when the cell value is negative.
The convolution and activation operations are followed by a
pooling operation for Multi-kernel Max-Pool Block.

Pooling is a dimension reduction operation applied to the
pooling layers. A max-pool operation is conducted over the
whole feature (Vk th ) using the Eq. 3.

FPk th [1 : 128] = max j=128j=1 (Vk th [j : end]). (3)

here, k th tensor produces a 128 single dimension feature
vector. In the proposed architecture, three individual tensors
produce the three 128 single dimension feature vectors. The
feature vector is concatenated using the Eq. 4.

Df [1 : Nd ] = FP1[1 : 128]⊕ FP2[1 : 128]⊕ FP3[1 : 128]

(4)

where, Nd indicates the concatenate dimension with 384
feature values and 128 kernels.

The dropout operation randomly drops out some nodes
whose value is settled to zero, and this operation controls
the overfitting problems [49]. The dropout operation can be
conducted using the Eq. 5.

Df [1 : Nd ] = (F[1 : Nd ]⊗ Dr[1 : Nd ])+ B[1 : Nd ] (5)

here, Df [1 : Nd ] denotes probability described by Bernoulli
distribution. Each filter computes 384 value and drops out
some node value according to the dropout threshold value.

Output block is the last block of the classification model
which uses a tensor with Tensor(18, 383) and Soft-Max acti-
vation function. Tensor internal value 18 denotes the number
of authors, and 384 are the feature values. This block contains
a classifiermatrix2 (soft-max layer output), where a row rep-
resents the author identity and column represents the trainable
weights. For any author, a, the expected author’s value can be
calculated by using Eq.6.

EX (Author = a|Z) =
(eZ

T2a )∑A
i=1 e

ZT2i
(6)

where, Z is the author’s feature value (i.e. 384), A is the
total number of authors (i.e. 18) and 2a is the ath author
feature values. Thus, the probable author is computed from
the maximum expected value (Max(EX (Author = a|Z))).

In a forward pass, the deviation or error between the
input and output is calculated from the maximum expected
value (1 − Max(EX (Author = a|Z))). The error value
is adjusted using the backpropagation technique [46], and
each of the kernels is trained with adjustable values. In this
way, the whole datasets pass through the networks 200 times
and well-tuned the hyperparameter’s value. At the end of
the training, the model file is saved for the testing pur-
pose. The layer-wise weight values are stored through the
metafile. To investigate the effect of authorship classification
performance, LSTM [20], Char-level-CNN [6], SVM [10],
SGD [50], Multilingual pre-trained BERT (M-BERT) [51]
and Distil-BERT [52] classifiers are also implemented on the
same datasets.

D. CLASSIFIER TESTING MODULE
This module takes feature matrix (M) as the input where
M ∈ (1896× ED) and generates an Author Expected
Score (AES) vector as the output. In testing, the feature
representation process starts with an unlabeled text (ut1) and
generates an input feature matrix (M). The feature matrix
generation procedure is the same as described in Sec. IV-B.
If ut1 contains values smaller than 1896 words then zero
padding is added and truncates the first 1896 words if the
value is more than 1896. The generated feature matric (M)
is fed into the authorship classifier model and is passed
forward through the architecture with kernels initialized by
trained kernels weights. The proposed architecture settles
at a dropout value of 0.5, and the test module produces a
feature vector of 385. The feature vector is projected into
an output block weight matrix with a shape of 18 × 384.
The Soft-Max function produces AES using equation (6). The
AES is defined as A = {as1, as2, as3, . . . , as18} and finds
the maximum expected value (Max(A)) with a corresponding
index of the predicted author name. For example, the author-
ship classifier model produces the author name (i.e., class) as
KaziNazrulIslam for an unlabeled input text ut1.

V. HYPERPARAMETERS IDENTIFICATION AND
OPTIMIZATION
Hyperparameters with corresponding values have amore sub-
stantial effect on supervised machine learning method [53].
The optimized hyperparameters may reduce the training time
of the classifier model and improve its accuracies. To opti-
mize the CNN parameters, we initialized our network param-
eters using Dennybritz6 network values (Table 6).
The first step is to select a feature extractor to optimize the

hyperparameters and reduce the classification errors. Three
embedding techniques and various hyperparameter combi-
nations have generated ninety embedding models. Among
ninety models, the best nine models are selected based on
intrinsic evaluations (Sec.VII-A). The ninemodels are evalu-
ated for hyperparameters optimization. The embedding mod-
els initial hyperparameters and BACC-18 performance are

6https://github.com/dennybritz/cnn-text-classification-tf
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TABLE 6. Initial Hyperparameters.

FIGURE 2. Impact of ED on embedding models with BACC-18.

FIGURE 3. Effect of batch size on classifier performance.

shown in Fig. 2. Among all embedding techniques, GloVe
achieved the highest accuracy in all three embedding dimen-
sions (ED) such as 84.13% for ED 100, 88.05% for ED
200 and 89.98% for ED 250. Since GloVe outperformed
the other models, we selected this model to estimate other
suitable hyperparameters.

The batch size depends on the number of training samples,
network layers, physical memory and GPU memory capac-
ity [54]. The effect of different batch sizes on accuracy are
shown in Fig. 3. The proposed approach has been verified on
16, 32, 64 and 128 batch sizes with BACC-18, BAAD16 and
LD datasets.

Fig. 3 shows that the classifier model achieved 88.10%
accuracy for BAAD16, 94.00% accuracy for LD and 88.89%
accuracy for a batch size of 16 of dataset BACC − 18. The
LD achieved the highest accuracy of 99.87% for a batch size

FIGURE 4. Impact of embedding dimension on classifier performance.

FIGURE 5. Impact of filter size on classification accuracy.The numeral
values 2,3,4,5 and 6 denotes the filter size.

of 64 whereas BAAD16, and BACC − 18 gained the highest
accuracies of 94.34% and 94.86% for a batch size of 128.
The LD dataset’s performance degrades at a batch size of 128
due to small numbers of training and testing samples. Thus,
the impact of batch size on accuracy is strongly associated
with the number of authors, volumes of the training set, and
samples.

ED is the most impactful hyperparameter in the classifi-
cation task and refers to the number of feature values repre-
sented by each word. Fig. 4 shows the influence of ED on
accuracy.

Initially, three datasets performed poorly at ED 50, whereas
the highest accuracies are obtained for ED of 250 to 300. The
ED hyperparameter tuning analysis shows that classification
accuracy goes upwards from 50 to 250. However, accuracy
turns downwards after 250 ED (for LD) and upwards for
BAAD16 & BACC − 18. Therefore, the classifier accuracy
depends on the ED while the ED depends on the number of
authors and training samples.

Filter size represents how many features are masking with
the embedding matrix [55]. Impact of filter size on accuracy
is shown in Fig. 5. The maximum accuracy is achieved for the
filter set {2, 3, 4} whereas the minimum accuracy is achieved
for {3, 4, 5, 6}. The result shows that an increase in the filter
size decreases the accuracy and increase in the number of
filters decreases the accuracy for all datasets. Thus, the filter
size, number of filter and accuracy depends on distinguished
feature values of datasets.
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FIGURE 6. Impact of activation function on network performance.

TABLE 7. Optimized Hyperparameters.

An activation function is a non-linear data normalization
function which decreases themodel training time and aided to
overcome the overfitting problems [56]. The non-linear func-
tion captures the complex features of the classification tasks.
Fig. 6 shows the influence of activation function on accu-
racy in three datasets. The maximum accuracy is achieved
fromLeakyReLu [57] activation, whereas theminimum accu-
racy is gained from Sigmoid [58] activation function. Thus,
the proposed approach is tuned by LeakyReLu non-linear
activation function.

Table 7 summarizes the optimized hyperparameters
of the proposed method including previous approaches
(e.g., char-CNN [6], TF+NB [30], and GloVE+SVM [1].
The hyperparameters are tuned based on trial and error
technique [59].

VI. EXPERIMENTS
The Python environment implements the proposed CNN
based authorship classification with TensorFlow. A multiple
core-i7 CPUwith NVIDIA 1070 GPU, 32 GB physical mem-
ory and 8 GB GPU memory is used for implementation. The
CNN architecture converses at 200 epoch with a minimum
loss value. In convolution layers, hyperparameters are tuned
and adjusted for the number of filters in each layer. Filter val-
ues are initialized by the Xavier initialization function [45].

A. EVALUATION MEASURES
The proposed authorship classification approach is evalu-
ated in three ways: embedding model evaluation, training
phase evaluation and testing phase evaluation. Embedding
model evaluation is refers to the quality judgement of fea-
ture vectors which is an essential tasks for the low-resource
languages [60]. The intrinsic and extrinsic evaluations are
used for evaluating the embedding model. The intrinsic
evaluators evaluate the semantic, syntactic and related-
ness quality whereas the extrinsic evaluators evaluate the
downstream tasks e.g., classification [14], machine trans-
lation [61], word-sense disambiguation [62], and question
answering [63]. Spearman (ρ̂) and Pearson (r̂) correlations
are used for intrinsic evaluation such as semantic word simi-
larity (Ssρ̂ /Ssr̂ ) and syntactic word similarity (Syρ̂ /Syr̂ ).

The extrinsic performance can be calculated from classifi-
cation measures [64]. Loss and accuracy measures are used
to evaluate the training and validation phases. The loss value
is calculated by Eq.7.

L i = −
Ns∑
c=1

Aic × log(P
i
c) (7)

where, L i represent the ith iteration loss value, Pic and Aic
represents ith iteration predicted value and the actual value
with class labeled c respectively. Total number of classes is
represented by Ns and its value is 18. Training and validation
accuracy are calculated by Eq.8.

Acci =
Hs
Ss

(8)

where, Acci denotes ith class accuracy, Ss indicates the total
number of samples and Hs denotes the total number of hit or
predicted.

Several statistical measures such as precision (Pr),
recall (Rr), Micro F1-score, confusion matrix (CM), Macro-
F1 (M-F1), Weighted-F1 (W-F1) and accuracy (A) are used
to evaluate the performance of the proposed authorship attri-
bution approach [65].

VII. RESULTS
A common empirical approach is to apply different com-
binations of embedding and classification techniques to the
authorship classification task.

A. EMBEDDING MODELS EVALUATION
Various combinations of hyperparameters of three embed-
ding techniques (e.g., GloVe, FastText and Word2Vec) have
generated 90 local contextual embedding models [18 for
GloVe, 36 for FastText (Skip-gram & CBOW), 36 for
Word2Vec (Skip-gram & CBOW)]. Intrinsic evaluators are
used to evaluate a total of 90 models using syntactic and
semantic similarity measures [60]. Based on the intrinsic
evaluation performance, a total of 9 top-performing embed-
ding models are selected for the authorship classification
task. In particular, three models are chosen from GloVe, three
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FIGURE 7. Training and validation accuracy vs epochs.

from FastText and three from Word2Vec embeddings based
on the highest Pearson and Spearman correlation scores.
Table 8 shows the best nine intrinsic evaluation results of
three embedding techniques for 100 semantic and syntactic
word pairs.

The maximum semantic word similarity in terms of Pear-
son (62.02%) and Spearman (63.66%) correlation scores
has been achieved for the GloVe model with an embedding
dimension (ED) of 250 and 13 windows size. In syntactic
similarity, maximum Pearson correlation score (71.09%) is
obtained from the Glove model with ED of 200 and 15 con-
textual window, whereas the highest Spearman correlation
score (72.30%) is achieved for the GloVe with 250 ED and
13 window. The FastText model has achieved the second-best
performance with Pearson and Spearman correlation for
semantic and syntactic similarity evaluations. It is observed
that the Word2Vec technique has achieved the lowest perfor-
mance. Thus, it reveals that the GloVe embedding technique
with 250 embedding dimension and 13 contextual windows
size performed the best than Word2Vec and FastText.

B. TRAINING PHASE EVALUATION
Figure 7 shows the evaluation results of the training and
validation phases. Initially, the training accuracy starts from
0.13 at the first epoch. The accuracy varied from 0.2 to 0.7
for the epochs 2−20. After the 20 epoch, the accuracy values
rise sharply. Accuracy varied from 0.75 (27 epoch) to 1.00
(40 epoch). The training accuracy is stable between epoch
numbers 180 − 200 with the highest value of 1.00. On the
other hand, the validation accuracy starts from 0.65 at epoch
number 1 (Fig. 7). This accuracy is almost stable between 25
and 175 epoch and reached the highest values (0.97) between
180 to 200 epoch. Loss value or error minimization is the
primary concern for better classifier model generation. Fig. 8
exhibits the validation and training losses in different epochs.

Figure 8 shows that the validation loss value starts from
1.56, and after a few epochs, the loss values slow down

FIGURE 8. Training and validation loss vs epochs.

to 0.05. The validation loss mostly minimizes after epoch
number 25 and continues up to 150. The straight-line part
(curve in red) indicates that the loss value is stable, and no
more chance to minimize the validation loss value. After the
162 epoch, the loss value settled to the global minimum loss
value (0.0045). The training loss begins at 43.00, which is a
logarithmic loss value. Loss value step-downs quickly with
the increase of epoch numbers. After completing an epoch,
the trained model adjusted the weight values and reduced
the training loss. From 50 to 125 epoch, the loss values are
gradually reduced and stable between 150 to 200 epoch with
minimum errors.

C. TESTING PHASE EVALUATION
Intrinsic evaluation selects the top nine best performing
embedding models. The authorship classification task is
evaluated on BACC-18, BAAD16 and LD. To investi-
gate the Bengali authorship classification task performance,
we implemented 36 models using the combinations of 9
embedding models and four classification techniques (SVM,
SGD, CNN & LSTM). In particular, 36 models are gen-
erated from four classification techniques where SVM and
SGD contributed to 18 models ([9 (embedding model) x 2
(SVM & SGD)]), 9 models contributed to CNN-based mod-
els ([9 (embedding model) x 1 (CNN)]) and LSTM-based
models contributed to 9 models. Among 36 models, Table 9
illustrates 18 top-performing models, which are selected
based on different classification techniques. The CNN +
GloVe model achieved the highest accuracy of 86.98% (for
BACC-18), 91.08% (for BAAD16), and 96.67% (for LD)
in 100 EM. In the 200 ED, BACC-18 test datasets obtained
the highest of 91.07% accuracy using GloVe+CNN 200 ED
and 92.96% accuracy for BAAD16 test datasets, whereas
Fasttext+CNN gained the maximum of 98.53% accuracy
for LD test datasets. With the 250 embedding dimen-
sion, the GloVe+CNN obtained the highest accuracy of
93.45% (for BACC-18), 95.02% (for BAAD16) and 98.67%
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TABLE 8. Summary of the intrinsic evaluation results for best-performing embedding techniques based on Spearman (ρ̂) and Pearson (r̂ ) correlations.

(for LD). The analysis revealed that the proposed approach
(GloVe+CNN) achieved the best performance in all datasets
(BACC-18: 93.45%, BAAD16: 95.02% & LD: 98.67%) with
250 ED. Due to the superiority of the Glove+CNN model,
the subsequent analysis is performed with the 250 feature
dimension only.

Table 10 shows the statistical summary of theGloVe+CNN
model concerning 250 embedding dimension. Author wise
classification performance denotes by Precision, Recall and
Micro F1-score. Results indicate that for BACC-18, author
10 obtained the highest precision (99.00%) and F1-score
(98.00%) whereas author 13 achieved the lowest recall
(62.00%) and F1-score (75.00%). In the BAAD16 dataset,
the highest recall (99.00%) and F1-score (97%) are achieved
for author 07. For the author 21, the approach obtained the
highest precision, whereas author 03 achieved the lowest
recall (64.00%) and F1-score (75.00%). On LD, a maxi-
mum of 100.00% performance measures (precision, recall
and Micro F1-score) are obtained for the one author (01)
whereas a lowest of 98.00% is achieved for authors 02 and
10 respectively. However, the average accuracy of the pro-
posed method on the LD dataset is 98.67%. The LD dataset
contains only three authors with a small training/testing set
where a huge stylometric feature variations are observed
between author 01 and the other two authors (02 & 10).
Usually, most of the literature has been written by author
01 in Shadhu-bhasha whereas authors 02 and 10 written
in Cholito-bhasha. These stylists variation carry out a huge
impact in feature representation and thus author 01 achieved
a better accuracy than others. The proposed GloVe+CNN
architecture can detect this distinguishable features of the
author’s (01) text very well, which helps to predict all the
texts in the test set correctly.

Figure 9 summarizes the performance of the proposed
model (GloVe+CNNwith 250 EM) on three datasets. The bar
denotes the average precision, recall and Micro F1-score for
BACC-18, BAAD16 and LD. The proposedmodel performed
slightly better in LD thanBACC-18 andBAAD16 (e.g., preci-
sion values increased 9.00% and 5.00% compared to BACC-
18 and BAAD16). Due to the smaller number of authors
(only three), LD has achieved a slightly better performance
than BACC-18 (18 authors) and BAAD16 (16 authors). The
maximum 7.6% precision, 13.43% recall and 7.54% Micro
F1-score error are obtained on BACC-18 datasets. The

FIGURE 9. Performance of GloVe+CNN model on BACC-18, BAAD16 and
LD. The error bar indicates the standard error.

minimum 1.15% precision, recall and Micro F1-score are
achieved on LD.

D. COMPARISON WITH PREVIOUS APPROACHES
Table 11 shows the performance comparison concerning the
proposed system’s accuracy with the previously developed
methods ([6], [30]), [1]) on BACC-18, BAAD16 and LD
datasets.

Results indicate that the proposed method achieved the
highest accuracy of 98.67% than presented in [6] (97.6%), [1]
(94.66%) and [30] (98%) for LD. Concerning BAAD16,
the proposed technique achieved the maximum accuracy
of 95.2%, which is better than Khatun et al. [6] (79.44%),
Lahiri et al. [1] (68%) and Phani et al. [30] (65.17%). More-
over, in the case of BACC-18, the proposed method obtained
the highest accuracy of 93.46%, whereas the method in [6]
obtained 76.82% and [1] gained 64.21%. Thus, for three
datasets, the proposed method achieved the highest accuracy
and outperformed the existing techniques.

E. COMPARISON WITH TRANSFORMER-BASED
TECHNIQUES
In recent years, transformer-based approaches have gained
increased attention among NLP researchers for the vari-
ous text classification task. This work carried out a set of
new experiments using transformer-based techniques on the
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TABLE 9. Macro-F1 (M-F1), weighted-F1 (W-F1) and Accuracy (A) measures on three datasets.

TABLE 10. Statistical measures summary of GloVe+CNN with 250 ED on
three datasets).

three corpora: BACC-18, BAAD16 and LD. Although many
variants of transformer-based techniques are available, this
work investigated two popular methods (m-BERT [51] and

TABLE 11. Performance comparison of authorship attribution.

TABLE 12. Performance of transformer models in authorship
classification.

Distil-BERT [52]) for the authorship classification task. The
pre-trained m-BERT and Distil-BERT hugging face mod-
els78 are used to evaluate the performance of the author-
ship classification. All of the hyperparameters are used as
default. Table 12 shows the performance of m-BERT and
Distil-BERT models including the proposed model on the
three datasets.

Results indicate that m-BERT achieved a higher accuracy
of 1.4% than Distil-BERT for the BACC-18 dataset due to
the better semantic feature representation at word label with
a lower 40% trainable parameters.9

On the other hand, the m-BERT model achieved a
lower accuracy than the proposed method for most cases.

7https://huggingface.co/bert-base-multilingual-cased,
8https://huggingface.co/transformers/model_doc/distilbert.html
9https://huggingface.co/transformers/model_doc/distilbert.html jsdgkjd-

kaka
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Specifically, the m-BERT model showed an approximately
0.99% lower accuracy compared to the proposed tech-
nique. Bengali author’s texts usually are available in
two morphological variants, such as Sadhu-bhasha and
Cholito-bhasha. These variations are not considered in the
pre-train transformer-based models (i.e., m-BERT, Distil-
BERT). Thus, the pre-trained models suffers from han-
dling the author’s text written in Shadhu-bhasha form (such
as authors 01 and 10 usually written in Shadhu-bhasha).
However, the developed corpus contained authors’ texts
of both forms. The previous study also revealed that the
pre-trained transformer-based models do not perform well
for the low-resource language [67], including the Bengali,
due to its limited unique words, out-of-vocabulary problem
and incapability to handle Bengali morphological variants.
Although further investigations with other transformer-based
techniques (such as Bangla-BERT, XLM and ELECTRA)
are deemed necessary, the preliminary results revealed that
the proposedmodel outperformed other techniques, including
transfer-based techniques (m-BERT and Distil-BERT).

F. ERROR ANALYSIS
It is evident from Tables 9 and 10 that GloVe+CNN is the
best performing model to classify text documents for the
Bengali language. A detail error analysis is carried out using
the confusion matrix (CM) to investigate more insights into
the individual author’s class performance.

Tables 13, 14 and 15 illustrate the confusion matrix for
BACC-18, BAAD16 and LD datasets respectively. The diag-
onal cells of CM denote the correctly classified numbers. The
dark pink cells represent the maximum incorrectly classified
numbers, whereas the light pink indicates the multiple incor-
rectly classified number for a particular author class.

Concerning BACC-18, among 32 texts of author 13,
20 texts correctly classified and 12 texts are incorrectly
classified (e.g., maximum error) whereas all texts of author
18 and author 16 are correctly classified (e.g., minimum
error). In BAAD16, among 906 texts of author 07, there are
only 13 texts incorrectly classified, which is the minimum
misclassified class. Among 44 texts of author 03, 16 texts are
classified incorrectly, indicating the maximum misclassifica-
tion rate of BAAD16. Concerning LD, among 250 texts of
author 02 and 10, five texts are incorrectly classified. On the
other hand, all texts (250) of author 01 classified correctly.

The confusion matrix concluded that a minimum error
rate (0.00%) is achieved for the authors 18 and 16 on
BACC-18 corpus. On the other hand, on the BAAD16 corpus,
a minimum of 1.00% error rate is obtained for the author
07 whereas the author class 01 gained the lowest (0.00%)
error rate on LD corpus.

Fig. 10 shows the classifier performance with actual
and predicted labels on four sample texts. The ’Yes’ in
the remarks column indicates that the proposed approach
could correctly classify, whereas the word ’No’ repre-
sents the classification failure. Input 1 considered from
BACC-18, and LD, which are correctly predicted by the

proposed approach (GloVe+CNN). However, GloVe+LSTM,
Word2Vec+LSTM, and GloVe+SVM models have failed
to classify input 1. Inputs 2 and 3 are taken from LD and
BADD datasets where all models have failed to predict the
actual author class. The proposedmethod (GloVe+CNN) and
LSTM+GloVe can correctly predict the input text 4 whereas
Word2Vec+LSTM and GloVe+SVM cannot predict. The
error analysis concludes that the proposed approach has some
limitations, such as if the text’s size is too short or too
long, it cannot predict the correct label. The document level
similarity between semantics and syntactic is also responsible
for the misclassification.

G. DISCUSSION
The proposed technique of deep neural networks is
based on a series of empirical investigations over a
period of time involving extensive experimental evaluations
(Sections VII-A and VII-C). The analysis of these inves-
tigations led to the final development of the GloVe+CNN
model for the authorship classification task in Bengali, which
achieved the highest performance compared to the other
combinations.

Results revealed that the GloVe model achieved the better
semantic and syntactic performance according to intrinsic
evaluations (Table 8). The Word2Vec and FastText embed-
dings cannot carry out the useful syntactic feature due to a
shortage of word-word co-occurrence information, whereas
the GloVe technique overcomes these limitations. The
proposed classifier (Glove + CNN) is compared with other
classifiers, including SVM, SGD, and LSTM, with three
embedding techniques. The classification results shown
in Table 9 indicate that the statistical classification techniques
(SVMor SGD) failed to perform better due to the lack of local
and global features and many classes. The SVM and SGD
have achieved good performance for LD datasets, but when
the number of authors increased in BACC-18 and BAAD16,
the classification performance fell abruptly about 30%−35%.
Thus, the number of authors has an immense impact on
authorship classification task that can not be overcome by the
SVM and SGD techniques.

It is evident that the proposed model achieves a higher
accuracy if BACC-18 is used for the word embedding.
Empirical investigation showed that the overall classifica-
tion performance (i.e., accuracy) increases from 93.45%
to 95.62% on the BACC-18 dataset if the same corpus
(i.e., BACC-18) is used for embedding and classification
models. This improvement of accuracy occurs due to the joint
distribution of data in embedding and classification models.
However, the classification performance will reduce for an
exact author text which lies outside of BACC-18. We further
investigated the accuracy of the proposed model with author
02 data of the BAAD16 corpus for better insight. Using the
same corpus, author 02 achieved an accuracy of 86.11% on
the BAAD16 test set, whereas the same author 02 obtained
95.62% accuracy on the BACC-18 test set. On the other hand,
as regards to the different corpora, author 02 obtained 92.46%
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TABLE 13. Confusion matrix of GloVe+CNN model with 250 ED for BACC-18.

TABLE 14. Confusion matrix of GloVe+CNN (ED=250) model for BAAD16.

TABLE 15. Confusion matrix of GloVe+CNN (ED=250) model for LD.

accuracy on the BAAD16 test set and 93.45% accuracy for
the BACC-18 test set. Therefore, based on the previous sur-
vey [34], the proposed research uses different corpora for the
embedding model generation and classification task to ensure
diverse data distributions.

The confusion matrix deliberates a good statistic about
the within authors misclassification. Error analysis shows
that there are a large number of misclassification between
the authors when both authors are writing in similar topics
and same decades (such as author 02 and 15). The author
wise classification performance (e.g. Precision, Recall and
Micro F1-score) shown in Table 10 indicates that the highest
recall value obtains for authors 01, 16 and 18 due to theirs
distinguished writing styles and topics. Therefore, the analy-
sis revealed that Bengali authorship attribution performance

depends on the number of authors, their writing styles, topics,
types of embedding models, model hyperparameters, and
training samples.

The 100 fake texts with a category labelled as ‘‘Others
(Code: 00)’’ for further investigation of the proposed model.
Themaximum expected value forces to select the correspond-
ing author name. In these scenarios, a fake text can also
select the author name among the existing 18 authors. So,
the fake text is likely to increase the misclassification rate.
As a solution for such an erroneous this situation, rank-based
expected value [68] with a threshold is proposed to resolve
this problem. Now the 100 expected-value scores are calcu-
lated using Eq. 6 for a given author (a) and its corresponding
feature values (Z ).
The expected function returns a total of 18 author scores

and the maximum expected value corresponding the index
is defined for the author name. From these expected values,
it selects a value such that the false positive and true-positive
rate is the maximum. The selected value is called the thresh-
old value. Any expected value that is larger than the threshold
value will belong to one of the 18 authors, and any value
below the threshold value belongs to the 00 category. The
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FIGURE 10. Sample input/output with model performance.

thresholding technique will likely reduce the misclassifica-
tion rate of the fake text. In our work, 100 fake texts are
considered for the experimental purpose only. The threshold
value changes accordingly if the number of fake text docu-
ments is varied. In particular, empirical investigation revealed
the best threshold values of 0.008113 for 100 fake texts.

Availability of benchmark corpus is a crucial con-
stituent in developing any automatic text classification
approach. Bengali is considered a resource-poor languages
due to the unavailability of the benchmark dataset and
other related resources. Thus, to develop an automatic
Bengali authorship classification approach, this research
had to develop two corpora: (i) an embedding corpus
(EC) (ii) authorship classification corpus (BACC 18) with
18 author classes. Usually, Bengali author’s text available
in two morphological variants: Sadhu-bhasha and Cholito-
bhasha. Thus, to develop an automatic text classification
approach in Bengali for real-world applications, these vari-
ants should consider while building the embedding and train-
ing models. Transformer-based models (such as m-BERT,
distil-BERT, Bangla-BERT) pre-trained with 104 mono
lingual datasets, including Bengali Wikipedia. However,
Wikipedia dataset considered only one variant (i.e. Cholito-
bhasha) of Bengali text. On the other hand, the developed

corpora considered both forms of Bengali text. For example,
the author 01 has written in Shadhu-bhasha form while the
author 07 written in Cholito-bhasha form. Thus, the research
community and language industries working on develop-
ing Bengali language processing tools can use the devel-
oped corpora and proposed technique for text classification10

Although the proposed technique performed better than the
transformer-based approaches, a detailed investigations with
other transformer-based techniques (such as Bangla-BERT,
XLM, ELECTRA) should be carried out in future for gener-
alization of the authorship classification task performance in
Bengali.

VIII. CONCLUSION
This paper introduced an authorship classification technique
for a language with little to no resources (like Bengali).
To perform the classification task, an embedding corpus
has developed. Three embedding techniques (Word2Vec,
FastText and GloVe) with CNN, LSTM, SVM and SGD
classifiers have been investigated on three datasets. Results
revealed that CNN with the GloVe model outperformed the

10Code available at https://github.com/mrhossain/Bengali-Authorship-
Classification.
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other classification techniques on BACC-18, BAAD16 and
LD datasets. The proposed model achieved the best results
compared to the existing techniques. Future improvements
may include meta-embedding (e.g., addition, concatenation
and dynamic) and context-based feature extraction tech-
niques (e.g., BERT, XLM, GPT-2). Moreover, the proposed
approach can be explored with multi-domain (e.g., Facebook,
Blogs, Twitter, Quora and Stack-overflow), and code mixed
datasets for improved performance.
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