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ABSTRACT This paper proposes a novel monitoring system in which two cameras installed outside
the water tank collaborate to photograph eel larvae for tracking and analysis. Long-term and periodic
observations of fish can provide important information about their life. However, fresh eel larvae have a
tiny and transparent body, making it difficult to observe and track them through optical vision. To address
this problem, we proposed a monitoring system that uses a fixed high-resolution camera to observe the
entire breeding tank and a telecentric zoom camera on a Cartesian robot to track and observe a single
larva. In addition, the collaborative vision-based object search method helps the zoom camera to capture
photographs of the tiny larvae. We verified the method by placing several 3D plastic models similar to eel
larvae in the water tank at predetermined locations. We then conducted an experiment using actual larvae
and were able to obtain videos of the larvae. Subsequently, we analyzed the videos to obtain the population
estimation, shape, and size of the larvae. As a result, we established a novel eel larva monitoring system and
conducted actual larva-monitoring experiments.

INDEX TERMS Eel larvae, aquaculture, 3-D tracking, fish tracking, animal behavior, motion trajectory.

I. INTRODUCTION
Observing the ecology of fish in the sea is extremely difficult
because of the environment. It is almost impossible to track
individual fishes in the vast sea. Furthermore, deep seas are
inaccessible due to the high water pressure. In addition, fast
moving fishes are even more difficult to be photographed.
Therefore, most underwater biological imaging is performed
for a specific area rather than for a specific fish; as a result,
only the investigation and analysis of an observed fish can be
performed [1]. In particular, it becomes more challenging to
observe the ecology of the larvae hatched from eggs, rather
than large adult fish. Wild eel eggs were first discovered
in 2009 [2]. Until then, there had been only speculation about
spawning sites, and their exact location and time of spawning
were not known in detail [3].

Due to climate change, fishery movements, and microplas-
tics, aquaculture businesses that produce farmed fishes are
growing. With the development of aquaculture technology,
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it is possible to facilitate the necessary requirements for a
single fish in artificial water tanks located on land, enabling
facile observation and analysis of live fish. In particular, in the
case of fresh eels, which have actively undergone complete
aquaculture research in recent years, larvae hatched from eggs
grow to become leptocephalus, grow further into grass eels,
and then grow into adult eels [4]. This breeding process is
different from that of ordinary fish, and detailed observations
of the larval life cycle can play a significant role in under-
standing eels’ lives.

In the field of modern aquaculture technology, fish
life-specific feeds, breeding water filtration devices, and
aquaculture methods are being actively researched [5]. Many
studies have been conducted on intelligence and automation
using mechanized aquaculture systems [6]. Modern aqua-
culture aims to minimize human resources and achieve effi-
cient large-scale aquaculture system for industry, and many
recently built farms have automated feeding and manage-
ment systems [7], [8]. In particular, for the larval stage,
researchers have automated the water tank’s feeding and
cleaning processes. This automation research is valuable
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because it automates the work currently performed bymanual
labor. However, for more effective breeding, a technology is
required that can be used for automated breeding by monitor-
ing and analyzing the environment and monitoring the fishes.

Breeding environment monitoring involves the accumula-
tion of data obtained bymeasuring the temperature, humidity,
and dissolved oxygen in the breeding water with sensors [9].
Moreover, by directly observing the object, researchers can
determine the object’s size and condition via a sampling
process [10]. However, if the tiny larvae were observed by
sampling, only their static appearance could be observed
because the sampled larvae were dead. This also results in the
loss of larvae due to the sampling process, and the observation
period is relatively long. Therefore, if it is possible to perform
direct observation within the water tank where breeding takes
place, imaging can be performed at any time for observation
in a short period, and we can obtain additional information,
such as the movements in the water tank.

Many researchers have proposed photographing zebrafish
directly in water tanks [11]–[15]. They modeled the fish’s
behavior to analyze the movement and suggested a solution
when two fish overlapped in an image. Thereafter, a system
for tracking and observing behavior in 3-D is proposed [16],
[17]. A study using zebrafish as neurobehavioral research has
also been proposed [18]. Many studies have been conducted
on cucumbers, an aquatic organism with a relatively slow
speed and a unique body [19]–[21]. Along with the detec-
tion of sea cucumbers using vision technology, observational
studies in the sea and a water tank have been proposed [22],
[23]. However, previous research results can be observed by
the far-view camera outside the water tank because they used
relatively large fish.

In the case of zebrafish, larval monitoring studies have
been conducted. In most studies, larvae were transferred to
a dish, rather than to a water tank for monitoring and imaging
[24]–[28]. Using a high-resolution camera, a zebrafish larva
was placed on a 2-D plane, and trajectory was extracted
through various photographs, and the behavior was analyzed.
However, it was challenging to shoot in a water tank for
breeding and to expand it to 3-D. Through larval monitoring,
we can obtain the necessary information. Monitoring data
can be used in various ways in the field of model organism
research [29], and the results obtained through fluorescent
staining can capture the appearance of internal organs [30].
In addition, in the fully enlarged and still image of the larva,
the heart’s position can be detected [31]. These data were
obtained by sampling and fixing the larvae to an imaging
device and observing it. If long-term observations can be
performed in a living state, more meaningful results can be
obtained in the future.

In this study, we developed a collaborative vision-based
precision monitoring system equipped with a fixed
high-resolution camera that records the entire water tank
of eel larvae and a telecentric zoom tracking camera that
accurately moves in three axes and can track and photo-
graph the small larvae. In addition, we propose a practical

photographing and analysis method. We analyzed the fixed
high-resolution camera image to detect the larvae in the
water tank, and then proposed a collaborative algorithm
that allows the tracking zoom camera to capture the larvae
by finding the larvae’s high-density area. We conducted a
demonstrative model experiment by randomly placing plastic
models of small eel larvae in a water tank. In the experiment,
we confirmed that tiny larvae can be successfully observed
using our method. Furthermore, the telecentric zoom camera
was able to find and track the actual eel larvae placed in
the tank for effective imaging. Subsequently, we extracted
quantitative values from the larvae images using the shape of
the body analysis. As a result, we successfully photographed
eel larvae based on the two collaborative cameras, and the
quantitative values analyzed from the videos could be used
as an evaluation index for larval eel farming.

The contribution of this paper lies in the following aspects:

1) A monitoring system for tiny eel larvae that was
designed for real-time observation and analysis outside
the water tank for aquaculture was developed.

2) Collaborative vision-based tiny object search method
helps the zoom camera shoot tiny larvae.

3) Video shooting, population estimation, trajectory
extraction, and body length measurement were per-
formed through experiments of larva models and actual
eel larvae.

The remainder of this paper is organized as fol-
lows. Section 2 explains the proposed monitoring system
design in detail, collaborative tiny larvae shooting meth-
ods and image-analysis methods for breeding management.
In Section 3, we describe the experiments using the eel larva
models for quantitative evaluation. In Section 4, we present
the experimental results with actual eel larvae to evaluate
the proposed methods. Finally, the conclusions are given in
Section 5.

II. MATERIALS AND METHODS
A. AUTOMATED EEL LARVAE AQUACULTURE
The eel to be observed is Anguilla japonica. Recently, many
researchers have conducted breeding experiments on the
hatching of the larvae of this fish. Long-term breeding of eel
larvae is a monotonous task. Essentially, it is necessary to
feed the larvae, clean the water tank, and control the seawater
supply. We have developed an automated breeding system
that performs these functions using a robotic arm and includes
a breeding water control system using a fine control valve,
as shown in Fig. 1.

We used a robot servomotor and a linear rail motor to
position the endpoint for feeding and cleaning the tank to the
desired location. All frame structures are made of 3D-printed
plastic, aluminum, and stainless steel so that they are hygienic
and do not affect the larvae. As a result, we mounted a
15-cm-long tip that was easy to clean and could supply the
desired amount of food to the desired location through a
metering pump. In addition, because the long tip connects the
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FIGURE 1. Automated aquaculture system for eel larvae.

pipe through a valve, water can be discharged, and the water
tank can be cleaned with constant water pressure. We con-
trolled the flow rate according to the flow meter’s value
by connecting the high-resolution servo to the fluid control
valve. This device can accurately control the flow rate in units
of 0.1 L/min or less and control the flow rate supplied to the
water tank, as well as the cleaning flow rate. The entire system
was controlled wirelessly using a central control computer.
Many automated breeding systems can individually perform
feeding and tank cleaning at the desired cycle time. We can
adjust the amount of food or flow and schedule all the feeding
and cleaning tasks for a set time.

We confirmed that eel larvae can be reared only with
an automated system through several breeding experiments
without manual labor. Thus, we showed that automated eel
larvae aquaculture could be formed. After we completed the
system, we were required to understand the optimal breeding
method by controlling various breeding parameters. To con-
trol these parameters, it is essential to recognize the current
breeding status by observing the larvae in the water tank to
control the various parameters. Therefore, we attempted to
develop a monitoring system that can obtain data for breeding
management through observations.

B. BREEDING MONITORING SYSTEM FOR AUTOMATED
AQUACULTURE
The aquaculture of living organisms must lead to significant
rearing results in a suitable feed and environment, producing
and hatching eggs. The larvae hatched from the egg grow
to become a child, which is the stage before becoming an
adult. This growth occurs in a small tank and food is fed
into the circulating water. Long-term breeding is necessary
for the growth of the hatched larvae. We divided the control
group and the experimental group, and repeated the breeding
experiment to find a breeding environment for a healthy
and high survival rate. We observed all repeated breeding
experiments manually by directly counting the number of
larvae over time and comparing the survival rate over a certain
period. However, because the experiment deals with the entire
organisms, breeding experiments frequently fail for unknown
reasons, and it is challenging to frequently but inaccurately
count the size of the larvae directly. In addition, a one-variable
experiment that compared the number of larvae weakened
the efficiency of long-term breeding experiments. Therefore,

FIGURE 2. Overview of the vision-based precision monitoring system.

through photography and analysis, the number counting of
the larvae can be measured in a more detailed time unit, and
we can add a quantitative variable for the detailed motion of
the larvae. As a result, practical eel larval breeding experi-
ments can be conducted.

We selected two factors to measure larval breeding. The
first was the number of larvae counted via image process-
ing. A camera was used to capture the entire breeding tank.
Because counting can be performed frequently at regular
time intervals, we can conduct a more detailed larval survival
analysis. In particular, because the point at which the number
of larvae decreases is that at which the larvae die, it can be
used to analyze the cause of larval death.

The second factor was the detailed observation of a single
larva and the quantitative analysis of the same. The informa-
tion obtained by magnifying and observing the larvae of less
than 10 mm is the shape and motion according to continuous
images. In terms of the larva’s appearance, we can observe
the extent of its physical growth. Here, we can determine the
approximate volume, including the length of the larva. If it is
possible to recognize and classify the larva’s appearance, then
determining whether the larva is damaged is also possible.
Thereafter, we examined the activity of the larvae. The larva’s
activity quantifies the movement, which in turn enables the
measurement of the larva’s swimming ability.

C. MONITORING SYSTEM DESIGN
We designed a collaborative camera to capture the larvae,
as shown in Fig. 2. After the eggs hatched, the larvae were
10 mm or less, and breeding began in the small water tank.
The tank was made of white acrylic, except for the side on
which the fixed high-resolution camera was mounted to keep
the camera shooting background constant. A constant back-
ground is an essential part of observing tiny larvae because
the larvae have transparent bodies, and their appearance is
strongly influenced by the background. Therefore, a white
background facilitates better recognition and observation.
The tank was cylindrical and the top was cut off. The entire
frame was made of an aluminum profile, and the wheels were
attached to facilitate movement. The tank was fixed in the
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FIGURE 3. Example output images. (a) Fixed high-resolution camera
image and (b) telecenric zoom tracking camera image.

correct position to perform tank shooting under the same
conditions. Further, we installed a telecentric zoom tracking
camera and fixed high-resolution camera on the bare frame,
which we attached to a Cartesian robot that could move in
three axial directions [32].

1) LIGHTING UNIT
Lighting is an essential element for capturing images.
Because the area of focus changes depending on the aperture,
increasing the brightness to the extent possible provides a
broad focus area. Because the water tank size is fixed in
integrating themonitoring system, the lighting suitable for the
size of the water tank must have a constant brightness. Thus,
we installed the lighting unit bymounting an LED in the same
direction for a fixed camera and set up the lighting to form a
uniform ambient light. The lighting unit was controlled by an
electronic switch and turned on only during shooting to avoid
affecting the larvae. The actual filming takes approximately
30 s, and because the filming takes place in a long cycle,
the impact on the life of larvae is minimal.

2) FIXED HIGH-RESOLUTION CAMERA
A fixed high-resolution camera was used to obtain specific
information by capturing the entire tank. Therefore, informa-
tion on several small eel larvae can be obtained to the extent
possible for obtaining high-resolution images. The camera
was equipped with a 1/1’’ CMOS sensor, and it can shoot
high-resolution images at 60 FPS with a 10 GigE interface.
A 12-mm fixed focus lens was attached, wide enough to
be focused inside the tank. The camera was centered in the
cylindrical water tank and fixed to the aluminum profile at a
distance that can be entirely focused. Fig. 3 (a) shows a fixed
high-resolution camera image.

3) TELECENTRIC ZOOM TRACKING CAMERA
A telecentric zoom tracking camera was used to zoom in on a
single larva. The larva is difficult to observe in detail because
it moves in a tank with a small size of less than 10 mm.
Therefore, we used a camera with a zoom lens to obtain an
enlarged image at a close distance, tracking the larva with
physical movement.

The camera is equipped with a 1’’ CMOS sensor, and it
can shoot high-resolution images with a USB 3.1 interface
at 42 FPS. This camera has a telecentric lens with a PMAG
of 0.367×, a depth of field of 4 mm, and a working distance
of 169 mm. This lens can obtain an image with a sense of

FIGURE 4. Configuration of the proposed monitoring system.

perspective removed, so it is possible to measure the larva’s
size and volume using only the captured image [33]. Further,
because the area to be focused on is accurately fixed, know-
ing the location of the camera can accurately determine the
location of the captured larva. In other words, if the larva
is tracked and observed with an appropriate focal point as
the center, the camera’s movement path and the movement
path of the larva match. Fig. 3 (b) shows an image from the
telecentric zoom tracking camera.

This telecentric zoom tracking camera is attached to a
Cartesian robot that can move in three axes (0.1 mm) to real-
ize physical tracking. Because this robot minimizes vibration
and can move the camera to the desired position, it is easy
to find the larva by moving the camera’s working field. The
camera shoots while looking down from the top of the tank.
However, owing to the limitation of its short focal area, it is
only possible to image the larvae in some areas, not the entire
tank.

4) CONFIGURATION OF THE MONITORING SYSTEM
In the monitoring system, each camera performs an inde-
pendent imaging. However, an integrated operating system,
such as that shown in Fig. 4, is required to simultaneously
monitor both cameras and use far-field images when perform-
ing zoom camera tracking. We constructed a single-board
computer with a 10 GigE receiving card and a USB 3.1,
to acquire images from both cameras in real time. In addition,
we built a software system to control the LED operation
and a 3-axis Cartesian robot through RS232 communication.
We then stored the information obtained from the video in a
database inside the computer. As a result, we recorded all the
information extracted from the aquaculture breeding works
and the image processing results with the timetable.

D. COLLABORATIVE VISION-BASED TINY OBJECT SEARCH
METHOD
Observing the eel larva using a telecentric zoom tracking
camera requires image processing that is fused with a fixed
high-resolution camera. Because the zoom camera has a very
narrow field of view, the eel larva must be recognized in the
focal area to start tracking. For this, the process of searching
for an eel larva by moving the camera with a 3-axis Cartesian
robot. However, there is a limit in identifying a tiny eel larva
in a relatively large tank via a random search. Therefore,
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FIGURE 5. Image-processing procedure for initial larvae scan.

we implemented a camera fusion-based capturing method
that recognizes the location of a high density of eel larvae
using a fixed high-resolution camera and performed a search
around this location.

1) INITIAL SCAN OF TARGET OBJECTS, LARVAE
There are several ways to scan an object in a water tank.
In general, we can use an object-detection algorithm for a
shape to be found in an image. However, most methods
are slow and cannot perform real-time processing or require
high computer performance. Moreover, the initial larval scan
is a preprocessing process used to find the searching path.
Therefore, because we have completely fixed the positions
of the camera and the water tank, we performed an ini-
tial larval scan using a simple image-processing technique.
Foreground subtraction is an algorithm that identifies mov-
ing objects in images. However, if the water quality is not
clear and there are many impurities, moving objects may be

FIGURE 6. Example of the highest density point of eel larvae.

incorrectly recognized. However, because we monitored the
water tank where aquaculture was taking place, the filtered
seawater was continuously supplied, and the water quality
was clear. In addition, impurities other than live eels were
collected on the drain side and removed by periodic water
bath cleaning. Therefore, the only moving objects in the fixed
high-resolution camera image, which can identify a moving
object and recognize each bundle of pixels as a larva, are the
larvae.

We describe the overall image-processing steps for larval
recognition in Fig. 5. First, we masked the active areas used
in the images and then cropped an area for image processing
using a filter prepared in advance. Second, we extracted the
foreground mask using an algorithm based on the Gaussian
mixture model [34]. Third, we removed the noise through a
series of mathematical morphology processes, such as ero-
sion and dilation, on the foreground mask result. Finally, out-
line extraction was performed to find more than an individual
pixel’s contours and recognize the pixel as a larva.

The evaluation of the scan result can be indirectly verified
through the trend according to the number of eel larvae.
We recorded videos from 0 to 500 larvae in increments of 20.
The result of foreground subtraction on each image exhibits
a trend in Eq. (17), as shown in Fig. 15. As a result, we can
agree that the larvae scan result has a valid value.

Ri,t = {(x, y) ∈ It |foreground subtraction} . (1)

where Ri,t is the estimated eel larva region, It is the tth frame
image, i = {1, 2, · · · ,Nt }, and Nt is the estimated number of
eel larvae at the tth frame.

CM
(
Ri,t

)
= X i,t (2)

where CM is the center of mass in the contour region and X i,t
denotes the ith eel larva’s coordinate vector on the tth fixed
high-resolution camera image plane.

2) SEARCHING PATH OF TELECENTRIC ZOOM TRACKING
CAMERA
We can find the coordinates of the highest larvae density by
using the kernel density estimation method from the recog-
nized larvae of the fixed high-resolution camera image [35].
Given that the measured X i,t =

{
xi,t , yi,t

}
is obtained from a
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FIGURE 7. Coordinates of the cameras.

distribution with the density function fH(X t ), we can calculate
the kernel density estimate at X t as

f̂H(X t ) =
1
Nt

Nt∑
i=1

KH(X t − X i,t ) (3)

where H is the smoothing 2 × 2 matrix and K is the kernel
function. If we choose the kernel function as the standard
multivariate normal kernel, we can obtain KH as follows:

KH(X t ) =
2π
|H|

exp
(
−
1
2
XT
t H
−1X t

)
(4)

where H denotes the covariance matrix. Then, we can obtain
the maximum value of the density function fH(X t ), which can
be calledM t =

{
xmax,t , ymax,t

}
.

M t = arg max (fH(X t )) (5)

Next, we can obtain the path corresponding to theM t point
so that the field of view of the zoom camera can perform
searching. This path is a straight line projected from the
camera sensor to M t . Because M t is a pixel image coordi-
nate, it must be converted to world coordinates to obtain a
functional equation. However, we must first convert it into
camera coordinates. For the M t coordinates

{
xmax,t , ymax,t

}
,

we modeled the relationship between the 3D coordinates of
the camera coordinates by homography, as follows:

s

xmax,t
ymax,t
1

 = KfixedTpers(1)


Xfixed
Yfixed
Zfixed
1

 (6)

Kfixed =

f fixedx 0 cfixedx
0 f fixedy cfixedy
0 0 1

 . (7)

Tpers(1) =

1 0 0 0
0 1 0 0
0 0 1 0

 (8)

Here, s is an arbitrary constant other than 0, Kfixed is the
intrinsic parameter of the fixed camera, and Tpers(1) is the
projection transformation matrix of the normalized image
plane. f fixedx and f fixedy are the focal lengths of the fixed
camera, and cfixedx and cfixedy are the principal points.

Next, when the position of the fixed camera in the world
coordinate is (Ffixed

x ,Ffixed
y ,Ffixed

z ) and the matrix that rotates
the coordinate axis is Rfixed, the world coordinates (X ,Y ,Z )
are XY

Z

 = Rfixed

XfixedYfixed
Zfixed

+
Ffixed

x
Ffixed
y
Ffixed
z

 (9)

Rfixed =

1 0 0
0 0 −1
0 −1 0

 , (10)

To obtain the relational expression for the fixed camera,
this is modeled using homography as

Xfixed
Yfixed
Zfixed
1

 =

1 0 0 −Ffixed

x
0 0 −1 Ffixed

z
0 −1 0 Ffixed

y
0 0 0 1



X
Y
Z
1

 (11)

Assuming that (Ffixed
x ,Ffixed

y ,Ffixed
z ) is the origin, (6) and

(11) are combined as follows:

s

xmax,t
ymax,t
1

 = KfixedTpers(1)


1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 1



X
Y
Z
1


(12)

This is solved to obtain the equation of a straight line for
the global coordinates.

−
f fixedx

cfixedx + xmax,t
X = Y = −

f fixedy

cfixedy − ymax,t
Z (13)

As a result, we need to obtain the coordinates for
the telecentric zoom tracking camera. The field of
view, which is the position where the image is formed,
is (Fzoom

x ,Fzoom
y ,Fzoom

z −Dw) at a distance from the working
distance Dw from the position of the camera. Substituting the
next position into (13), the searching path of the telecentric
zoom tracking camera can be obtained.

−
f fixedx

cfixedx + xmax,t
Fzoom
x = Fzoom

y

= −
f fixedy

cfixedy − ymax,t

(
Fzoom
z − Dw

)
(14)

100806 VOLUME 9, 2021



J. Kim et al.: Collaborative Vision-Based Precision Monitoring of Tiny Eel Larvae in Water Tank

E. LARVA-TRACKING METHOD BY CARTESIAN ROBOT
If a near-view telecentric zoom tracking camera successfully
finds the eel larva through its search, it requires physical
tracking for continuous observation. We should perform a
physical tracking movement with a 3-axis Cartesian robot
that can move in three directions using information obtained
from the zoom camera images. We performed tracing in two
ways. First, we recognized the position of the larva in the
captured image, and the x and y directions were controlled
so that the position was at the center of the camera. Second,
we controlled the z-directional movement so that the focusing
was continuously applied to the capture result of the eel larva.

1) EEL LARVA DETECTION
For tracking in the X and Y directions, we controlled the
Cartesian robot by detecting the position of the eel larva
caught in the image. In the telecentric zoom tracking camera,
the image is condensed only in the field of view area at
a certain distance, and the only object that the camera can
capture is an eel. Therefore, we can form a contour for pixels
having a particular color or higher, and the x-axis and y-axis
were controlled based on the center of mass of the contour.

2) AUTO-FOCUSING BASED Z-AXIS TRACKING
Tracking the z-axis is very difficult because it is impossible
to determine the perspective within a single camera image.
However, owing to the characteristics of the telecentric lens of
the zoom tracking camera, the focus of the image is blurred as
the larva moves in the z-direction. Therefore, we performed
z-directional tracking using an image-focusing algorithm.

In general, an image with sharper edges can be considered
a well-focused image. Therefore, by obtaining the gradient
of the image representing the edge and obtaining the value,
information on the image’s focus can be obtained. We cal-
culated the focus value using the Laplacian gradient method.
It is a second derivative-based method, and it can be calcu-
lated as the second derivative in the x and y directions for the
image I (x, y).

L (I ) =
∂2I
∂x2
+
∂2I
∂y2

(15)

If we calculate the variance for L (I ) as follows, we can
obtain the image’s focus value.

Var (L) =
m∑
M

n∑
N

[L (m, n)−mean (L)]2 (16)

F. IMAGE-ANALYSIS METHOD FOR BREEDING
MANAGEMENT
We can analyze the images obtained using a vision-based
precision monitoring system to obtain information for breed-
ing management. For images obtained from a far-field fixed
high-resolution camera, we can periodically estimate the
number of larvae and identify changes in the survival rate.
Moreover, we determined the behavioral patterns of the larvae
before and after feeding. In addition, when mortality with

a sudden drop in survival rate occurred, it was possible to
analyze the cause. In a near-field telecentric zoom tracking
camera image, we can analyze the size and length of the
eel larva. It is also possible to analyze a larva’s path in a
water tank using tracking results. These results can be used
to enhance the breeding of eel larvae.

1) POPULATION ESTIMATION
Using the foreground subtraction mentioned earlier for the
initial larval scan, we can estimate the distribution status
of the larvae. However, there is a difference between the
measured values of larvae showing movement in the image
and the actual number. This is because there are blind spots
that the camera cannot capture, and the larvae overlap because
of filming in one direction. Therefore, a conversion equation
was obtained and applied by comparing the actual number
of larvae to the estimated distribution. To find the conversion
formula, we placed 0-500 fish in units of 20 and calculated
Nt of formula (1). Because the corresponding value changed
slightly each time, we averaged the value over 30 frames.
Furthermore, we obtained the trend line and derived the
conversion equation as a first-order polynomial. As a result,
the estimated population EP according to the average Nt
satisfies the following equation, and the value obtained is
a = 2.22.

EP = a ∗
1
30

30∑
t=1

Nt (17)

2) SHAPE ANALYSIS OF EEL LARVA
Shape analysis of the larvae is essential for understanding
its growth state. Monitoring the size of the body at regu-
lar intervals can determine the growth rate of the larvae.
We quantitatively determined the shape using a telecentric
lens mounted on a near-field zoom tracking camera. Because
this lens has the perspective removed, the proportion of
the pixel value to the actual value of the length or area
is always constant. Therefore, by using a calibration sheet,
the scale ratio values sx and sy can be obtained, as shown
in Fig. 8. The length of one side of each box of the cali-
bration sheet was 1 mm. As a result, the ratio of the actual
length to the pixel is sx = 0.00937 and sy = 0.00947.
Subsequently, we can calculate the actual length and area
from the pixel values of the larva’s length and area in the
images.

3) MOVEMENT ANALYSIS IN THE WATER TANK
The movement of the larva can be monitored and stored
using a near-field telecentric zoom tracking camera. This
is a crucial indicator of larval activity. The movement path
coincides with the movement path of the 3-axis Cartesian
robot that moves when tracking and observing the larva.
The target position of the robot was recorded using shooting
images. The target position represents the absolute value from
the initial position of the robot, which can be converted into
millimeters.
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FIGURE 8. Telecentric zoom tracking camera calibration image (1 mm per
side of the square).

FIGURE 9. Eel larva models with skeleton structure to emulate the eel
larvae’s position.

FIGURE 10. Image of eel larvae-like plastic models.

III. EXPERIMENT WITH EEL LARVA MODELS
For the quantitative evaluation of the shooting technique,
we constructed an experiment where we randomly placed the
eel larvamodels inside a water tank. Through this, we verified
whether our fusion algorithm could successfully find tiny eel
larvae by searching for a dense area.

A. 3D PLASTIC EEL LARVA MODEL STRUCTURE
We 3D-printed and assembled the plastic skeleton struc-
ture shown in Fig. 9, which were placed in the water tank.
Then, two differently shaped larva-like models were ran-
domly placed, as shown in Fig. 10. Twelve straight rods were
attached to the structure, andwe randomly arranged the larvae
models among the four angles and two distances to the rods.
We know the position values for all larva models because we
accurately measured the positions of the rods and controlled
the larva model’s attachment. We created a model in which
50 larvae were evenly spaced in the water tank and tested the
fusion-based tiny object imaging method. Table 1 shows the
layout of the 50 eel larva models. The actual position of
the eel larva model is as follows:

(xactual, yactual, zactual)

= (xrod + l cos(θ), yrod, zrod + l sin(θ )). (18)

TABLE 1. Layout of plastic eel larva models.

B. COLLABORATIVE VISION-BASED SEARCH RESULT IN
THE MODEL STRUCTURE
We fixed the larvae models inside the water tank and
performed vision-based precision monitoring. Our fusion
algorithm first obtains images from a far-view fixed
high-resolution camera and recognizes larvae. However,
because larva models do not move, it is not easy to recognize
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FIGURE 11. Larva model scan and kernel density estimation results.

FIGURE 12. (a) Larva model positions and (b) 3D kernel density
estimation result with the calculated searching path.

the models using the proposed foreground subtraction algo-
rithm. Therefore, we detected the larvae models using a
threshold using color. Subsequently, we applied kernel den-
sity estimation to find the coordinates with the highest density
of larvae in the image. As a result, as shown in Fig. 11,
we detected the larvae models and determined the highest
density position.

When the positions of all the larva models in the tank
are confirmed, we can obtain 3D density information for
the larvae models inside the tank through 3D kernel density
estimation. We calculated the searching path for the max-
imum density points of the larval models obtained using
(14). In addition, we confirmed whether the fusion method
that moves the zoom camera to the path is close to the

FIGURE 13. Telecentric zoom tracking camera’s underwater shooting
result moving along the searching path.

FIGURE 14. Scene of the experiment with the actual eel larvae.

high-density point of the larvae models. As a result, Fig. 12
shows that the searching path passed from the model to the
actual high-density area.

Next, the telecentric zoom tracking camera was moved
along the path to the shoot. Fig. 13 shows the actual moving
path of the zoom tracking camera and the photographs. The
zoom camera was able to photograph five larval models while
moving along the search path. Table 2 shows the actual posi-
tion of the five photographed larva models and the position
estimated to convert the moving coordinates of the Cartesian
robot model. The root mean square error of position x is
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FIGURE 15. Obtained trajectories of eel larvae in the water tank.

TABLE 2. Estimated position of the telecentric zoom tracking camera’s
shooting result.

1.50 mm, that of position y is 1.62 mm and that of position z
is 2.89 mm.

IV. EXPERIMENT WITH THE ACTUAL EEL LARVAE
A. EXPERIMENT SETTING
To evaluate the proposed method, we performed an experi-
ment by placing live eel larvae into an experimental water
tank, as shown in Fig. 14. We sufficiently prepared eel
larvae, and images from 0 to 500 were taken in units
of 20 to verify the population analysis. We photographed
the telecentric zoom tracking camera image in a tank envi-
ronment with 300 larvae. We repeatedly searched for eel
larvae, and as a result, we obtained meaningful images
of 11 eel larvae. In the case of zoom camera tracking,
when a single larva is in the field of view, it is auto-
matically tracked in the x and y directions, and track-
ing in the z direction is performed manually based on
focusing.

FIGURE 16. Population estimation result of eel larvae.

B. LARVAE POPULATION ESTIMATION
We estimated the population by placing eel larvae in the tank
in increments of 20 from 0 to 500. Fig. 16 shows the true
number of eel larvae according to the value of EP. The graph
shows a meaningful trend in our estimation method, where
the error from the true number was approximately 6.0%.
As a result, we confirmed that the analysis results could later
determine the approximate number of eel larvae in the water
tank.

However, the sharp decrease in 320 larvae appears to be an
error due to external factors. For example, there are cases in
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TABLE 3. Length estimation results of telecentric zoom tracking camera images (Larva # 1 - # 11).

which the background is shaken owing to vibration during
the process of placing the larvae or temporary changes in
external lighting. Moreover, such an error can occur even
when the larvae are excessively clustered. The above cases
can be solved by shooting after sufficient time has elapsed
until the movement of the water tank is stable and controlling
the surrounding brightness equally with a blackout curtain.

C. MOVEMENT ANALYSIS IN THE WATER TANK
As shown in Fig. 15, we determined the paths of the 11 larvae.
The trajectories visualized the path of a 3-axis Cartesian robot
in millimeters, and the data were synchronized with the video
of the swimming activity of the eel larva. In the future, we can
use the video to understand a single eel larva’s path as it
swims.

Next, we analyzed the images of eel larvae to determine
the average length. The values calibrated in the method, sx =
0.00937 and sy = 0.00947, were obtained by converting
the pixels of the image to the actual length. Fig. 17 shows

FIGURE 17. Analysis result of the telecentric zoom camera image
(larva # 3).

the analysis results of larva # 3. We can observe the head,
body, and tail of the eel larva and measured the length.
As a result, we obtained images and lengths of each of the
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11 larvae, as shown in Table 3. Furthermore, in this experi-
ment, the average length of eel larvae was 6.64 mm.

V. CONCLUSION
This study proposes a system that can observe the actual
eel larvae in a tank using two different cameras: a fixed
high-resolution camera can observe the entire tank, and a
telecentric zoom camera is attached to a 3-axis Cartesian
robot that can move to enable tracking and imaging of eels
from above the tank. We created plastic models that resem-
ble eel larvae, verified the imaging algorithm in a water
tank, and then successfully observed the actual eel larvae.
In addition, we obtained objective information for eel larval
breeding based on the two types of videos and robot path
data. The number of individuals was estimated with fixed
high-resolution camera images, the length of the eel larvae
was obtained, and the motion was observed with telecentric
zoom camera images. We can also obtain the movement path
of eel larvae in a water tank by using the Cartesian robot’s
movement path. As a result, we verified that the proposed
monitoring system effectively collected objective informa-
tion for breeding small eel larvae.

Future work is expected to observe actual eel larvae over
an extended period. In this study, we developed a system
and performed observations of actual larvae. However, mon-
itoring must be performed several times during a certain
period. We will observe changes over a long period using our
monitoring system to determine the changes that eel larvae
undergo as they grow after hatching. As the eel larvae grow,
their movements will change, and we will study this change
using our observation device.
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