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ABSTRACT Vector Quantization (VQ) is a classical block coding technique used for image compression
which achieves high compression using simple encoding and decoding process. Codebook generation is
an important factor in VQ design, which directly influences computational cost and the quality of the
reconstructed image. Linde-Buzo-Gray (LBG) is considered as a state of art technique, which uses k-mean
clustering algorithm for codebook design. Various optimization techniques are applied for searching the opti-
mal codebook, such as Bat Algorithm (BA), Particle swarm optimization (PSO), and Firefly Algorithm (FA).
These algorithm suffers mainly with high time consumption due to unavailability of the optimal solution in
search space. This research proposes a novel approach, where peak values of the histogram are applied
to predefined pattern masks to predict the image patterns for codebook design. From the experimental
results, it is indicated that when compared with other algorithms, the proposed pattern based masking (PBM)
algorithm requires fewer iterations and converges at a faster speed, particularly at the bitrates≥ 0.375without
compromising on peak signal to noise ratio (PSNR) and structural similarity index measure (SSIM).

INDEX TERMS Computational time, codebook, image compression, LBG, peak signal to noise ratio,
structure similarity index measure, vector quantization.

I. INTRODUCTION
Image compression has a key part in digital image pro-
cessing by reducing the storage requirements and efficiently
transmitting the compressed images. It is widely used in
medical sciences, television transmissions, military appli-
cations, satellite communications, mobile applications and
several other applications [1]. Mathematical optimization and
efficient coding algorithms are generally used for various
useful applications in computer science, image processing
and robotics [2], [3]. These techniques are also employed for
image and video compression.

Numerous techniques were proposed in the past such
as predictive coding, transform-based coding and VQ for
efficient image compression. VQ based image compression
methods are considered to be the popular techniques for
providing high compression ratio with less distortion com-
pared to others [4]. The distortion can be adjusted according
to application requirements by altering the block size [5].
VQ has a quick decompression mechanism which is suitable
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in such applications where images are decompressed more
than one time such as multimedia and websites. Optimal
codebook generation is one of the important step of the
VQ which can be optimized using different optimization
techniques including genetic algorithm [6], ant colony opti-
mization [7], adaptive vector quantization [8] and other
various techniques. VQ works by dividing the image into
non-overlapping blocks named as input vectors. These input
vectors are dependent upon the input image size and block
size. The number of input vectors can be calculated by divid-
ing the input image size by block size. For compression,
quantization of the input vectors is performed to reduce the
number of vectors required to represent the image. Selec-
tive input vectors (codewords) along with its indexes are
transmitted as a compressed image. Several algorithms were
presented in the literature to find the optimal codewords for
codebook generation, such as Linde-Buzo-Gray (LBG)Algo-
rithm which generates iteratively a codebook of size N from
an initial randomly selected codebook [9]. It divides the initial
vectors into groups of N clusters and refine the codebook in
each iteration until the distortion is within acceptable limits.
However, the algorithm gets trapped in local optima while
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estimating the distortion between the codebook and training
vectors. Several optimization techniques have been proposed
to improve the LBG algorithm. Huang and Xie [10] enhanced
the algorithm of LBG by resolving the local optimal problem
by adjusting the low utility and high utility codewords.

Rajpoot et al. [11] applied ant colony algorithm for the
optimization of codebook to enhance the quality of recon-
struction by using vector coefficients in 2-dimensional graph.
It uses a set of ants as an agent to position the starting point in
a search space. The ants cooperate with another for searching
for better solutions using pheromones which is deposited on
the edge of the graphs.

M. Kumar applied particle swarm optimization (PSO)
to optimize the codebook generation by using global best
and local best solutions [12]. Feng et al. [13] reported
better performance in codebook design using fuzzy parti-
cle swarm optimization for searching global best solutions.
Wang et al. [14] used quantum particle swarm optimiza-
tion (QPSO) which outperformed PSO by calculation of
local points and updating the position of particles for search-
ing local and global best solutions. Horng and Jiang [15]
proposed honey bee optimization mating optimization algo-
rithm (HBMO) to achieve improvement in results compared
with the previous techniques. Moreover, the application of
swarm intelligence based firefly algorithm (FA) for opti-
mizing codebook demonstrated the better quality of recon-
structed image [16].

Multi-vector quantization (MVQ) uses two combinations
of codewords for codebook design. The codewords and the
index mappings are separately coded which provides an
efficient compression of hyperspectral imagery (HSI) [17].
Hosseini and Nighsh-Nilchi [18] proposed contextual vector
quantization (CVQ) focused on contextual information of an
image. Such information contains essential part of an image,
which must be encoded with a high priority compared to
non-contextual information. Tsolakis et al. [19] applied fast
fuzzy vector quantization by removing the codewords which
are affected by particular training vectors. The number of
those training vectors are reduced which are moving from
smaller to larger clusters using code vectors migration strat-
egy. Karri and Jena [20] applied bat algorithm to improve
the quality of the reconstructed image by adjusting loudness
and pulse emission rate of the bats. Feng et al. [21] proposed
edge oriented patterns (EOPs) by defining nine different
classes of codebooks. The algorithm uses LBG for code-
book generation, however, the edges are treated separately.
The edge orientation is determined using edge templates and
they are compressed using a specific class of codebook. The
reconstructed image shows improvement in edge degrada-
tion. Chiranjeevi and Jena [22] applied a Cuckoo search (CS)
optimization for codebook design using the levy flight dis-
tribution function to enhance the quality of the reconstructed
image.

Various optimization techniques have been employed
to optimize the codebook generation process; however,

altogether LBG based VQ schemes provide improvement
in quality but the algorithm converges with a slower
speed. Therefore, in this work, a fast LBG based algorithm
is proposed which uses heuristic approach for codebook
generation.

A. KEY CONTRIBUTIONS
The proposed research work has the following key
contributions.

• The proposed PBM algorithm outperforms the conven-
tional LBG and LBG based algorithms in terms of com-
putational time at the bit rates ≥ 0.375.

• The variation of average peak signal to noise ratio with
respect to bit rate shows the proposed PBM algorithm
attains a better PSNR with reasonable time.

• The algorithm achieved improved PSNR and SSIM
compared to LBG.

This paper contains five sections which includes an introduc-
tion. Section 2 contains the contemporary algorithm for the
codebook design along with their algorithm. In section 3 the
proposed methodology is elaborated. Results and discussion
is given in section 4. The conclusion and future work is
presented in section 5.

II. CONTEMPORARY ALGORITHMS FOR
CODEBOOK DESIGN
VQ is a block coding technique in which codebook gen-
eration is an essential part. The encoding and decoding of
VQ is depicted in Fig 1 where a test image of size (N x N)
is divided in to smaller block of size Nb (n x n). These
blocks are training vectors and they are represented as Xi
(i = 1, 2, 3, 4 . . . . . . ..Nb). The codebook is reconstructed
from the particular vectors from the Nb blocks. The selected
vectors are the codewords of codebook and they are repre-
sented as Ci (i = 1, 2, 3 . . . . . . .Nc) where Nc is the total
codewords in the codebook. Image vectors are estimated
through the index of the codewords, which is approximated
by finding the minimum value of Euclidean distance between
the image vectors and the codewords. The final index and
codebook are transmitted to the receiver, where it is used to
reconstruct the image through codewords and corresponding
indexes. The distortion between the codebook and training
vector is calculated as

D = 1/Nc
Nc∑
J=1

Nb∑
i=1

uij ∗ ||Xi − Cj||2 (1)

With subject to constraint

D =
Nc∑
J=1

uij = 1, ∀iε{1, 2, . . . ,Nb} (2)

uij =

{
1, XiεJ th Cluster
0, Otherwise

(3)
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FIGURE 1. Encoding and decoding using vector quantization.

For vector quantization two conditions are necessary
(1) The partition Rj∀j = 1, 2, 3 . . . ,Nc should meet the

criterion

Rj ⊃ {xεX : d(c,Cj) < d(x,Ck ), ∀k 6= j (4)

(2) The codeword Cj should be defined as the centroid of
Rj such that

Cj = 1/Nj

Nj∑
i=1

xi, ∀xiεRj (5)

where, Nj is the total number of vectors that belongs to Rj

A. LBG VECTOR QUANTIZATION ALGORITHM
Generalized loyd algorithm (GLA) is also recognized as LBG
algorithm is pioneer algorithm for the implementation of
VQ [9]. Algorithm 1 shows the LBG VQ. It is a k-mean
based clustering algorithm that tries to find the local optimum
solution using the closest match function. This function tries
to ensures that distortion is not increased from one iteration
to the next. However, this approach has a limitation of getting
trapped in local optima due to its inefficient random initial-
ization of the initial codebook.

B. PSO VECTOR QUANTIZATION ALGORITHM
The Particle Swarm Optimization (PSO) was proposed by
Hsuan and Ching in 2007. The algorithm is based on the prin-
ciples of natural behavior of school fishing and bird flocking
in which the codebook adjusts the codewords (particles) from
previous values using swarm intelligence, which is depicted
in Algorithm 2. The algorithm provides a global codebook
but consumes high iteration if the particle update velocities is
high.

C. QPSO VECTOR QUANTIZATION ALGORITHM
Wang et al. [14] proposed another novel Quantum Swarm
EvolutionaryAlgorithm (QPSO) as elaborated inAlgorithm 3

Algorithm 1: LBG Algorithm
Initialize C1 as initial codebook and assign training set
of cluster using Ri
Initialize a counter m=1 and Set distortion D1 = α;
while Dm − Dm+1 < T do

• Assign codebook Cm = Yi, where Yi are selected
randomly from training set.

• Calculate the centroids using eq (5) through Ri.
• Assign it as a refined codebook Cm+1.
• Measure the distortion using eq (4).
If (Dm − Dm+1 > T), stop execution.
else m=m+1;

end

which estimates the local points from local (pbest) and global
best (gbest) codebook as Pi using equation 10. The u and z
parameters are used for updating the position of the particles.
These parameters require fine tuning to gain improvement in
terms of PSNR compared to LBG and PSO-LBGbut consume
high computation.

Pi = r1pbesti + r2gbesti/r1 + r2 (10)

D. FA VECTOR QUANTIZATION ALGORITHM
Horng [16] proposed firefly’s algorithm for codebook design.
It is based upon the flashing phenomena, in which the objec-
tive function is dependent on the brightness of fireflies.
Multiple codebooks (fireflies) are initialized in which each
codebook tries to move from the lower intensity to higher
intensity. However, the algorithm suffers in PSNR if there are
no brighter flies in the search space. The details of FA-VQ is
depicted in Algorithm 4.

E. BA VECTOR QUANTIZATION ALGORITHM
Bat algorithm for vector quantization was proposed which
works on the mating principle of bats [20]. The codebook
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Algorithm 2: PSO-LBG Algorithm
Execute LBG algorithm; allocate the codebook as global
best codebook (gbest)
Initialize codebooks using random velocities, assign
max iteration count = j
Set count m=1
while (m < j) do

• Calculate the fitness function of each code
book using.

Fitness(C) =
1

D(C)
(6)

1
D(C)

=
Nb∑Nc

J=1
∑Nb

i=1 uij ∗ ||Xi − Cj||
2

(7)

where D(C) is distortion,Xi is the vector of training
set and Cj represents the codeword of the codebook.
• If fitness value is lower than previous fitness,
allocate new fitness as pbest .

• Select highest fitness and replace it with gbest .
• Velocities and positions of each particle is
updated using following equations.

V n+1
ik = V n

ik + C1rn1 (pbest
n
ik − X

n
ik )

+C2rn2 (gbest
n
k − X

n
ik ) (8)

Xn+1ik = Xnik + V
n+1
ik (9)

Here total number of solutions are k, where i is
particle position,r1 and r2 are random number where
as C1 and C2 are social and cognitives rates.
• If (m=j) execution stops
• Else m=m+1;

end

is considered as bat, which uses three tuning parame-
ters loudness, frequency and pulse rate for the estima-
tion of global codebook. The BA-LBG algorithm attains
high PSNR compare to other techniques such as LBG,
PSO-LBG, HBMO-LBG and FA-LBG. The algorithm
requires the calculation of the additional parameter, which
consumes high computation time compared to QPSO, PSO
and LBG algorithms. The details of BA-VQ is described
in Algorithm 5.

F. CS VECTOR QUANTIZATION ALGORITHM
Chiranjeevi and Jena [22] proposed cuckoo search LBG
vector quantization. The cuckoo search works on the prin-
ciple of nest/egg which is treated as a codebook. It is a
metaheuristic algorithm, which uses mutational probability
to find the global codebook. Improvement is observed in CS
algorithm in terms of image quality. The algorithm requires
the recursive computation of new nest from the old one
causing high computation. Theworking principle is discussed
in the Algorithm 6.

Algorithm 3: QPSO-LBG Algorithm
Initialize the Loy’ds (LBG) algorithm;
Allocate it as the global best codebook (gbest ).
• Initiate other codebooks using random velocities.
• Assign maximum iteration count = j
• Set count m=1

while (m < j) do
• Calculate the fitness of all codebooks using
Eq(6).

• Incase the fitness is improved compare
to previous value (Pbest ), assign it as (Pbest ).

• Find the maximum value of fitness in all
particles

• In case if found improvement compared to
gbest , then gbest is replaced with new value.

• Chose random r1, r2 and u between the ranges
of 0 to 1

• Calculate the local points Pi using Eq(9)
• Elements of the codebook Xi are updated
as under

Li = z|Xi − pi| (11)

if u > 0.5Xi(t + 1) = pi − Li ∗ ln(1/u) (12)

else Xi(t + 1) = pi + Li ∗ ln(1/u) (13)

Here z is a constant and it is kept as z < 1/ln
√
2

where t shows the iterations
• If (m=j) execution stops
• Else m=m+1;

end

III. PROPOSED PBM-LBG ALGORITHM
The conventional LBG has a limitation as it gets stuck in local
optima due to poor random initialization of the initial code-
book. PSO and QPSO achieve efficient codebook but suffers
instability for particles with higher velocity. HBMO requires
several tuning parameters in codebook design [23]. The FA
suffers in convergence if search space contains no brighter
fireflies [24]. CS algorithm undergoes high iteration if it does
not meet convergence criteria [25]. To reduce computational
time and maintain high PSNR, a new approach is adopted
to modify the LBG using histogram oriented pattern-based
masking (PBM). The block diagram of the proposed method
is depicted in Fig 2.

The histogram of the test images was plotted to find the
curve, which shows the tonal density over the entire spectrum
[26]. The histogram of an 8-bit grayscale image can take
256 distinct pixel values (grey levels) along with frequency
distribution (pixel count). The distribution from 0-255 pixel
values are numbered from dark to bright pixels. The his-
togram of test image ‘Lena’ is shown in the Fig 3, which
contains 185 grey levels along with the frequency distribution
of each gray level. The peaks tonal values within a certain
threshold are extracted from the histogram as they contains
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FIGURE 2. Block diagram of proposed pattern based masking algorithm.

Algorithm 4: FA-LBG Algorithm
Initialize loy’ds (LBG) algorithm and assign it as the
bright firefly (codebook).
Initiate the parameters alpha (α) Beta (β) and gamma
coefficients (λ).
Initialize codebook randomly, assign maximum iteration
count = j and set count m=1
while (m < j) do

• Calculate the fitness of all the codebook using
Eq(6).

• Choose a random codebook and measure
its fitness.

• Move codebook towards the bright fireflies
using equations (17)-(19)

Euclidean distance rij = ||Xi − Xj|| (14)

||Xi − Xj|| =

√√√√ Nc∑
k=1

L∑
h=1

(Xhik − X
h
jk )

2

(15)

β = βoe−γ ij (16)

here 0<u<1 where k = (1, 2, 3, . . . .Nc)
• If no brighter flies are found, then randomly
move in search space using

Xhjk = (1− β)Xhik + βX
h
jk + u

h
jk (17)

• If (m=j) execution stops
• Else m=m+1;

end

a high contribution of pixel values in the test images. The
histogram is analyzed as a continuous signal in which peaks

FIGURE 3. Lena histogram.

(local maxima) from the graph [27] are used as suitable values
for pattern estimation. The peaks values from histogram are
measured using a derivative function where the intensity of
the signal is zerowith respect to pixel value by using equation.

P(i) = h(i) ∀
d
dx
i = 0 (25)

Here, Pi is the peak value and hi is the histogram of the
signal. If a selected range of peaks separation is small, it can
cause codeword replication problem. Moreover, it creates
large codewords entries in the initial codebook. If peaks sep-
aration is kept high, it will produce very few peaks and might
create an inefficient codebook causing poor reconstruction in
decoding process, hence for pattern estimation only one peak
(local maxima) is selected within a nominal range.

A pattern shows regularity in an image which can be
identified as a combination of progression in direction of
tonal densities. A block of an image can take different forms
of patterns which may contains a flat, a slope or an edge
of an image [28]. Histogram values are used to predict the
correlation between the neighboring pixels by finding the
most frequently occurred blocks. The variation of tonal dis-
tribution is predicted to a certain degree when analyzing a
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Algorithm 5: BA-LBG Algorithm
Initialize the following, N code books (bats), A
(Loudness), V (Velocity), R (pulserate), Qmin
(Minimum frequency) and Qmax (Maximum
frequency).
Run the Loy’ds (LBG) and allocate it as an initial
codebook
The other codebooks Xi (i = 1, 2, 3, . . . .N− 1) are
randomly chosen.
Assign maximum iteration count = j and set count m=1
while (m < j) do

• Calculate the fitness of all code books using
Eq(6). Assign Xbst to the best codebook

• The codebook is updated through assigning new
position, frequency and velocity
using Eq(20)-(22)

Q1(t + 1) = Qmax(t)+ (Qmin(t)− Qmax(t)) ∗ (R)

(18)

V1(t + 1) = Vi(t)+ (Xi(t)− Xbest (t)) ∗ Qi(t + 1)

(19)

X1(t + 1) = Xi(t)+ Vi(t) (20)

• The step size is generated between 0-1 for the
random walk(W).

• If step size is higher than the R (pulse rate) then
move the codebook using Eq(23 )

X1(t + 1) = Xbest (t)+W ∗ R (21)

• Randomly generate a value if it lower than
loudness, include the codebook.

• Sort the codebooks according to their fitness
value Xbest.

• If (m=j) execution stops
• Else m=m+1;

end

small group of pixels, this variation is either a single tone
distributed with a minor variation or a linear progression of
tones from one pixel to another. This variation can also be
non-linear which can be noticed over edges where drastic
changes occur in tonal variation in the neighboring pixels.
We have designed 64-patterns masks of 4 × 4 pixels with
linear and non-linear tonal progression which provide several
combinations of patterns covering the repetition or slight
change of tonal values as well as the drastic change in tonal
values over the edges. The number of masks incorporated can
be of an indefinite number, however, increasing the number
of masks would improve the quality of image at the expense
of high processing [29]. A pattern can be applied to any peak
value from the histogram, but practically not all the patterns
are suitable for every selected peak due to the boundary
constraints of 256 maximum value. Since the pixel values

Algorithm 6: CS-LBG Algorithm
Initiate the Loy’ds(LBG) algorithm and allocate it as
codebook(nest)
Randomly initialize remaining codebooks (nest).
Assign maximum iteration count = j
Set count m=1
while (m < j) do

• Measure fitness value of the nests and assign
maximum as nestbest

• Produce new nest using Levy random walk
using equation.

nestnew = nestold + α
⊗

Le′vy(λ) (22)

• Generate a random number K.
• If mutation probability (Pa) is less than K,
swap worst nest with new one.

• Keep new nest and generate new nest using
random step size as

nestnew = nestold + (K + stepsize) (23)

where

stepsize = r ∗ (nestrand + nestrand ) (24)

where r is a random number
• Perform ranking the nests on basis of fitness
function using Eq(6)

• Select the best fitness as nestbest
• If (m=j) execution stops
• Else m=m+1;

end

must remain between 0-255, hence a patternwith a large slope
of progression cannot be applied to a very high peak value. All
of 64 pattern masks are added with peak values selected from
the histogram in order to adjust the mask for the prediction of
best pattern match to the training vector. Eq(26) is used for
the estimation of patterns.

Ci = Pi +
63∑
j=0

Mj ∀Pi +Mi < 255 (26)

where, Ci represents the ith codeword of initial codebook, Pi
is the ith peak selected from the histogram and Mi shows the
mask pattern.

The first iteration is performed by finding the closest match
between the Ci patterns with the training vector. Once the
iteration is performed all the codebook patterns are placed in
a single temporary codebook. The initial codebook patterns
are large in number which needs to be reduced to the desired
size. A quick sort is performed to arrange the codebook on the
basis of ascending order from most to least repeated patterns.
The most repeated patterns are selected to arrange the code-
book to the desired size. However, a 2nd iteration is required
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Algorithm 7: PBM-LBG Algorithm
• Initialize (I=I1, I2, I3 . . . . . . . . . Ik ) as initial training
vectors.

• Calculate the histogram of training vector with
intensity value in range such that

L(u, v) ε [0,K − 1] (27)

Would contain exactly K entries such that k=28=256 and
each histogram entry is defined as

h(i) = card{(u, v) | I (u, v) = i} (28)

• Estimate the peak (P) values of histogram using Eq(23)
• Initialize Mask (M) of 4*4 metrics of predefined
64 blocks of distinct patterns (p). Where
Mi = (P1,P2,P3, . . . . . . .P63)

• Add peak (Pi) to each predefined mask (M) using
Eq(24) Where pi is the peak values in histogram, mi is
the Minimum peak distance and S is the separation
between the peak values.

• Place all theMi pattern blocks as an initial codebook
CBi.

• Initialize m = 0.
while (m < 2) do

• Measure distortion between codewords in CBi and
training vectors using Eq(1).

• Sort the initial code book and assign it to the final
codebook of size Nb, such that each entry of final
codebook (CBi +1) contains code words having
closest match among training vector and initial
codebook.

• If (m=j) execution stops
• Else m=m+1;

end

to update the index table and obtain a final codebook using
closest match function (least Distortion) between the training
vector and codebook using Eq(1). The finalized codebook
along with the index table is transmitted, which is used by the
receiver for decoding the test image. The proposed algorithm
for vector quantization is depicted in Algorithm 7.

IV. RESULTS AND DISCUSSION
The traditional methods to evaluate the codebook designs
are performed on grey scale images [30]. On the contrary,
five different test images including ‘Lena.jpg’ with 185 gray
levels, ‘Baboon.png’ with 199 gray levels, ‘peppers.png’
with 220 gray levels ‘Barb.png’ with 214 gray levels and
‘Goldhill.png’ with 213 gray levels were used for the compar-
ative analysis. The simulations are performed using windows
10 pro edition with Intel (R) Core (TM) i5-3210 and 2.5 GHz
CPU with 4 GB DDR3 RAM. The codes are compiled using
MATLAB version (R2016A). All the tests are performed
on the resolution of 512*512 grey scale image which are

FIGURE 4. Test images: (a) Lena.jpg with 185 gray levels. (b) Baboon.png
with 199 gray levels. (c) Peppers.png with 220 gray levels. (d) Barb.png
with 214 gray levels. (e)Goldhill.png with 213 gray levels.

shown in the Fig 4.(a-e). All the test images are compressed
using PBM, CS-LBG, FA-LBG, BA-LBG, HBMO-LBG,
QPSO-LBG, PSO-LBG and LBG.

To perform compression, the test image is first subdi-
vided into a non-overlapping block of size 4*4 pixels. These
non-overlapping blocks are considered as a training vector of
size 16384, where each input vector dimension is kept 16.
The bit rate per pixel (bpp), Mean Square Error (MSE), and
Peak Signal to Noise ratio (PSNR) are used as parameters for
comparison, which are calculated using Eqs. 29, 30, and 31,
respectively.

bpp =
Log2Nc

k
(29)

where, k denotes the block size and Nc is codebook size. The
bitrate per pixel is used for evaluating the compressed image
size.

MSE =
1

M ∗ N

M∑
I

N∑
J

{f (I , J )− f −(I , J )}2 (30)

where M*N are total number of pixels. I and J are the x and y
coordinates of pixel’s values. The function f (I, J) represents
the test image whereas f−(I, J) shows the compressed image.

PSNR = 10 log10(
255
MSE

)2 (db) (31)

The quality of the decompressed image is evaluated using
PSNR values. The PSNR of six test images were used having
standard image size of M*N (512*512) pixels, and the code-
book size (8, 16, 32, 64, 128, 256, 512 and 1024). The values
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TABLE 1. Bitrate vs PSNR of test image ‘Lena’.

TABLE 2. Bitrate vs PSNR of test image ‘Baboon’.

of the parameters in PBM algorithm for simulation of the
test image is measured on the basis of the maximum average
values of the PSNR (five times). The parameter of the pattern
mask is adjusted to 64 using hit and trial method which pro-
vides an optimized codebook. Through trails it was estimated
that lowering the number of pattern masks improves the run
time but avoids the useful patterns which drastically affect
the PSNR value whereas increasing the number of mask
pattern from 64 increases the processing time, as well as
no significant improvement is detected in PSNR values. The
PSNR comparison of test images using PBM is compared
with the existing algorithms, are shown in the Table (1-5). The
variation of average peak signal to noise ratio with respect to
bit rate shows that the PBM algorithm attains a better PSNR
with reasonable time. It can be noticed that in most of the test
images, the proposed algorithm attains high PSNR compared
to LBG at the lower bit rates particularly from the bit rate of≥
0.325 and provides approximately similar types of results for
the bit rate 0.325 to 0.55 with respect LBG based algorithms.

The PSNR provides good estimation for quality compar-
ison of images, however, it does not represents the best
match for human visual perception, which is highly capable
of identifying structural information [31]. To obtain struc-
tural comparison between the test image and compressed

TABLE 3. Bitrate vs PSNR of test image ‘Peppers’.

TABLE 4. Bitrate vs PSNR of test image ‘Barb’.

TABLE 5. Bitrate vs PSNR of test image ‘Gold hill’.

image, Structural Similarity Index measure (SSIM) metrics
have been calculated for comparing luminance, contrast and
structure between the two images. SSIM score is calculated
using Eq(32).

SSIM (X ,Y ) = [L(X ,Y )]α.[C(X ,Y )]β .[S(X ,Y )]γ (32)

where, L, C , S represent luminance, contrast and structure
respectively and α, β, γ denotes the relative importance of
each of these parameters. For simplification, it was assumed
that α = β = γ = 1. The values for SSIM have been found to
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TABLE 6. Average computational time using five test images.
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TABLE 6. (Continued.) Average computational time using five test images.

FIGURE 5. Lena SSIM.

FIGURE 6. Baboon SSIM.

FIGURE 7. Peppers SSIM.

be in the range of [0-1], where 0 and 1 show no resemblance
and high resemblance between the two images, respectively.
The SSIM score (in percentage) of five test images using
PBM is compared with the existing algorithms, as shown
in Figs. 5, 6, 7, 8 and 9.

It can be observed from graph that the proposed algorithm
attains high percentage of SSIM compared to LBG algorithm

FIGURE 8. Barb SSIM.

FIGURE 9. Gold Hill SSIM.

at the bit rates ≥ 0.375 for all test images and produces
comparable results to LBG based algorithms.

The comparison of three reconstructed test images using
LBG and LBG based algorithms using codebook of 64 and
block size of 16 are shown in Figs. 12, 13, and 14. It is noted
that the quality of the reconstruction image is superior to LBG
and related algorithms.

A PSNR and iteration count comparison for test image
Lena at the bitrates 0.325 and 0.55 are shown in Fig 10 and 11.
It is noted that PBM algorithm consumes only 2 iterations
whereas the other algorithms take 20 iterations to achieve
approximately the same PSNR value.

As simulations are performed using different codebook
sizes. Increasing the size of the codebook improves the
quality of the resulting image but increases the number of
comparisons between the codewords and training vectors,
hence causes high computation time as well as provides a low
compression ratio. Table (6) shows the average computation
time of different test images using PBM and other related
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FIGURE 10. PSNR vs iterations at bitrate 0.325.

FIGURE 11. PSNR vs iterations at bitrate 0.55.

FIGURE 12. Reconstructed image of LENA using six algorithms: (a) LBG.
(b) PSO-LBG. (c) QPSO-LBG. (d) HBMO-LBG. (e) FA-LBG. (f) BA-LBG.
(g) CS-LBG. (h) PBM.

FIGURE 13. Reconstructed image of Barb using six algorithms: (a) LBG.
(b) PSO-LBG. (c) QPSO-LBG. (d) HBMO-LBG. (e) FA-LBG. (f) BA-LBG.
(g) CS-LBG. (h) PBM.

FIGURE 14. Reconstructed image of Peppers using six algorithms:
(a) LBG. (b) PSO-LBG. (c) QPSO-LBG. (d) HBMO-LBG. (e) FA-LBG.
(f) BA-LBG. (g) CS-LBG. (h) PBM.

algorithms. The computational time is calculated by perform-
ing the simulation five times for each test image.

LBG has less computational time for bit rate ≤ 0.375 but
consumes high processing time for higher bit rates. It is noted
that compared to LBG based algorithms such as PSO-LBG,
QPSO-LBG, HBMO-LBG, FA-LBG, BA-LBG and CS-LBG
has a high computational time compared to the proposed
algorithm.

V. CONCLUSION
A histogram oriented PBM algorithm is proposed for the
image compression. A comparable PSNR is achieved using
peaks from the histogram by adding it to the predefined
pattern mask to generate the codebook by carrying maximum
repeated patterns. This method exploits to reduce the number
of iterations of the algorithm hence decrease the processing
time by reducing the number of closest match between the
training vector and codewords of the codebook.

Based on simulation results, it is illustrated that the pro-
posed algorithm is more superior to BA-LBG, FA-LBG,
QPSO-LBG, HBMO-LBG, PSO-LBG and LBG in terms of
low computational time at higher bitrates without compro-
mising on PSNR and SSIM by consuming only two iterations.

The future researches may include the testing of algorithm
for polychrome, monochrome and 3D images. Moreover,
the results can be further improved if better edge oriented
masks are added to the algorithm.
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