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ABSTRACT A recurrent problem currently affecting network reliability is the simultaneous exploitation
of 0-day vulnerabilities shared between several node implementations across the network. When such 0-day
vulnerabilities are exploited, large portions of the network may get compromised as a result. In this work,
we propose a network node migration strategy to minimize the impact of 0-day attacks on network reliability.
The migration method proposes replacing homogeneous node implementations with diverse alternatives to
yield a heterogeneous network. The migration method allocates heterogeneous nodes within the network by
minimizing the product between the average and the maximum number of network partitions, which may
emerge after the simultaneous exploitation of 0-day risks on shared network resources. As we show, our
migration strategy maximizes network connectivity in the event of a simultaneous 0-day attack. Our work’s
significant findings are the following: First, increasing the heterogeneity in node technologies reduces the
attacker’s ability to break down the entire network. Second, given a set of available network technologies
that partially share risks, a network design implemented using several heterogeneous technologies sharing
a small number of 0-day risks is more reliable than one with a small number of technologies whose 0-day
risks are disjoint. Third, we observed that in a node-heterogeneous network topology, clustering nodes by

technology improves network reliability.

INDEX TERMS Network diversity, network reliability, 0-day vulnerabilities, connected components.

I. INTRODUCTION

Reliability is nowadays a key criterion when designing a
communication network [1]—[8]. The relevance of data net-
works in almost every socioeconomic aspect implies that the
availability and quality of service are critical for the service
providers and users. That ubiquitousness also has called the
attention of attackers that seek to invalidate or capture net-
work resources, and for that purpose, they develop new attack
methodologies every day.

In that scenario, network administrators protect their net-
works with several mechanisms based on the information
gathered to the day on attack patterns and disclosed critical
vulnerabilities reported in databases such as [9]-[13]. How-
ever, even an updated system is still at risk to unknown 0-day
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exploits, which could be delivered in a massive and correlated
manner. The term 0-day vulnerability refers to any software,
hardware or firmware exposure unknown to vendors, admin-
istrators, and users, which an attacker could exploit until
it is mitigated [14]-[18]. Such an attack can affect several
network devices on the premise that they share the exploited
vulnerability. This paper deals with shared vulnerabilities in
firmware, operating systems, software applications, and pro-
tocol stacks implemented on network nodes. Vulnerabilities
are compiled in professional lists of records such as The CVE
List and The U.S. National Vulnerability Database. These
record lists assign to each vulnerability an identification
number, a description, and at least one known cybersecurity
vulnerability [12]. For instance, the record CVE-2021-0275
is described as a cross-site scripting vulnerability affecting
several versions of Juniper Networks Junos OS. An attack
to such vulnerability could end up in complete control of
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the device [12]. The record CVE-2013-6026 is described
as a firmware backdoor allowing remote attackers to sev-
eral D-Link, Alpha Networks, and Planex routers. Lastly,
the record CVE-2021-1520 corresponds to a privilege escala-
tion (gaining root access) affecting four different Cisco VPN
routers [10].

Although no one can prevent the damage inflicted by an
unknown attack, there are methods to mitigate its extent.
Two such mechanisms are software diversity and network
diversity. Several works have been published on software
diversity as a defense mechanism [19]-[22]. The main idea
behind these works is to create different software instances
with the same functionality but with a low probability of
presenting the same faults. In this paper, we do not focus
on developing different software instances but on benefiting
from the existing “‘natural” heterogeneity in the technology
market, as pointed out in [23]-[25].

On the other hand, most of the work on network diversity
relies on the heterogeneous networking paradigm proposed
in [26]. Zhang et al. observed that network technologies
could present different network resources’ implementations
at each functional capability level. The more significant
the heterogeneity between implementations, the smaller the
number of shared vulnerabilities, and the higher the relia-
bility to 0-day attacks. Implementing diverse technologies
in the network prevents every node from being affected by
exploiting a 0-day vulnerability. Thereby, a fraction of the
network will keep working, albeit with a lower quality of
service.

For a long time, introducing network diversity was an
unapproachable problem due to compatibility, management,
and economic constraints. Nevertheless, in the last decade
or so, networking developments made it possible to coex-
ist multivendor implementations in technologies such as
Software-defined Networking (SDN) and Network Function
Virtualization (NFV). Practical examples are The CloudNFV
platform [27], the SDN-based Packet Transport Network
operated by China Mobile [28], and the NFV-based Service
Orchestration implemented by Anuta Networks [29]. These
are suitable technologies to seize network diversity defense
mechanisms against 0-day exploits.

In this work, we aim to improve the network’s reliability
in the face of simultaneous 0-day attacks to its nodes. Our
main objective is to derive a methodology for maximizing
network reliability in the face of 0-day exploits through the
proper migration of heterogeneous nodes. More precisely,
given a network topology, we propose to replace existing
nodes with new ones, which are optimally selected from a set
of heterogeneous technologies and placed onto the network to
reduce the effect of network partitioning after a simultaneous
0-day attack. To do so, we model node technologies as a
set of interchangeable resources, which allow the network to
function correctly. Each resource could be shared by more
than one node technology and could house a potential 0-day
vulnerability.

The main contributions of this paper are the following:
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o We develop a methodology to select and allocate
diverse (heterogeneous) network node implementations
by maximizing the network reliability in the face of
0-day simultaneous attacks.

o« We propose an optimization function for network
reliability that combines the average number and the
maximum number of network partitions arising after
0-day attacks. Such combination effectively trades off
the diversity in the number of migrated technologies and
the number of mutually disjoint risks between them.

o We show how a higher degree of heterogeneity in net-
work node implementation improves the reliability of
migrated networks.

« We observe that in a node heterogeneous network topol-
ogy, clustering nodes by technology improves network
reliability.

The rest of the paper is organized as follows. Section II
reviews the related work. Section III presents our model,
formulates optimization problems, and discusses metrics and
numerical evaluation conditions. Section IV discusses our
results and Section V summarizes the paper.

Il. RELATED WORK
In the literature, two network problems are tackled through

network diversity, as observed in [30]. The first problem is
malware propagation. Common vulnerabilities in neighbor
nodes allow an attacker to employ the same tool to gain
control of both nodes, easing how the attacker acquires targets
in the network by propagation. To avoid the exploitation
of 0-day shared vulnerabilities in such fashion, works like
[14], [31]-[33] propose to diversify the network resources
implemented in neighbor nodes. The models and problem
statements presented in the works above improved our vision
on network diversity methods.

Our work deals with the second problem, which is the
simultaneous activation of vulnerabilities shared by some
resources in network nodes. This event results in the impair-
ment of nodes sharing the vulnerability and, potentially,
the disconnection of the remaining functioning network.
Several works focus on increasing network connectivity
and robustness through diversity to tackle this problem,
like [34]-[41]. In [34], Alleg et al. proposed a combination
of redundancy and diversity mechanisms to meet a target
Service Function Chain availability in an NFV framework.
In the network, critical NFV instances were substituted by
N thinner, diverse replicas that perform the same function
and collectively process the same traffic as the original NFV.
If some of the replicas fail, the rest will provide the network
function, although with a lower service level. In [35]-[37],
the authors proposed to maximize pairwise connectivity
through the optimum placement of diverse variants to the
network nodes. In [35], Newell ef al. maximized the expected
pairwise connectivity. They achieved a more resilient network
by employing three variants, which fail independently and
with different probabilities, instead of only the most reli-
able variant. In [36], Abbas et al. combined the optimum
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placement of diverse node variants with the implementa-
tion of trusted nodes. They did not follow a probabilistic
approach but sought to maximize pairwise connectivity in the
worst-case attack scenario. They showed that employing the
combination of trusted nodes and two variants was better than
only using either or none of these defense mechanisms. Both
works [35], [36] considered that each variant contains disjoint
vulnerabilities. Ai et al. in [37] extended this model to include
the case where specific variants shared vulnerabilities.

Besides connectivity metrics, the authors of [38]-[41]
employed connected components metrics to analyze how
well connected the network remained after failures.
In [39], the authors proposed to design the network from
scratch. They evenly divide the number of network nodes
among the number of variants. Next, an edge is created from
each node to another one from a different variant. So, if the
nodes of one variant fail, the rest of the network remains in a
single connected component. Caballero et al. [38] proposed
two methods for allocating diverse variants to the nodes of
an existing network. The best allocations resulted in clusters
of nodes of the same variant. Such a pattern maximizes the
connectivity among surviving nodes once a variant fails.
Both works [38], [39] considered no difference in variant’s
reliability. Prieto et al. [40], [41] introduced a vulnerability
index, which accounts for the different reliability of each
variant. The network diversification problem in [40] was
decomposed into two subproblems. The first subproblem
optimally computes the number of nodes of each variant,
according to the vulnerability index. The second subproblem
allocates such nodes to the topology maximizing the network
connectivity. Results showed a clusterization pattern similar
to the one achieved in [38]. The work in [41] is a considerable
extension of [40], where the authors take into account shared
vulnerabilities among available technologies. They raised the
following problem: Considering a pool of technologies that
might share vulnerabilities, what is the largest number of
technologies that do not share vulnerabilities? An impor-
tant observation of this work was the joint influence of the
average network degree and node diversity on the resulting
post-failure network connectivity.

In this work, we employ a connected-components—based
metric to describe the effect of diversity on network relia-
bility. Historically, the study of network reliability has con-
sidered link failures, with utterly reliable nodes [7]. As a
result, many connectivity metrics have been developed based
on remaining paths between specific network nodes after
failure events, as in [35]-[37]. Because network size changes
according to the number of nodes that remain active after
0-day attacks, using such metrics could lead to deceiving
results. The connected components metric employed in this
work allows us to consider both the number of attacked nodes
and the remaining functioning network connectivity after
each 0-day attack event.

A common approach in addressing the network diver-
sity problem has been defining those devices with
distinct software versions, operating system (OS), or
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manufacturers, as vulnerability-disjoint implementations or
variants [34]-[36], [38]-[40]. Such a definition implies that
a specific 0-day vulnerability can only reach a particular
implementation. However, works like [24], [25], and the
vulnerability disclosure databases [9]-[13] reveal that appar-
ently unrelated implementations could share common risks
due to code reutilization, third-party software applications,
etc. In the literature, other authors have considered shared
vulnerabilities, such as [14], [31]-[33], [37], [41]—-[43]. Some
authors take into account shared vulnerabilities assessing the
number of common vulnerabilities disclosed between the
available technologies. However, when dealing with 0-day
exploits, the model changes to consider common network
resources or processes between node implementations as
possible roots of unknown vulnerabilities.

We point out that average and worst-case scenario metrics
are two common ways of assessing reliability. Examples of
average metrics are the average pairwise connectivity [35],
[37], the average attacking effort [14], [31], and the aver-
age normalized size of the largest component [38]. On the
other hand, examples of worst-case scenario metrics are the
worst-case pairwise connectivity [36], the least attacking
effort [14], [31], and the minimum normalized size of the
largest component [38]. As observed in [38], each of the met-
rics taken alone in assessing reliability is incomplete; that is
why in our work, we consider a joint metric that incorporates
both. This idea of carrying out a network design that looks
after reliability, simultaneously optimizing the average and
worst-case scenarios, can be found in Bardbasi’s book [44],
which presents a network design that optimizes robustness to
both random failures and targeted attacks.

Lastly, we comment that this work is a substantial improve-
ment and extension of the preliminary version in [42]. The
most significant extensions are: First, we change our def-
inition of the Risk matrix. In [42], we based the risks on
known shared-vulnerabilities. In this work, we associate
0-day risks to common resources or processes implemented
in the network nodes. Second, we provide a suitable exam-
ple to support the migration problem formulation with an
objective function that considers both the average and the
largest number of network partitions that arise after 0-day
attacks. Third, we compare this approach to considering only
the average or the worst-case term, and we find out our
approach outperforms the other two. Fourth, we compare
our shared-risk aware design to the common assumption in
the state-of-the-art of using only technologies that present
mutually disjoint risks in the design. Finally, we assess net-
work robustness on the entire interval of heterogeneity metric
values, from 2~ = 0 (a monoculture network) to 2 = 1
(arisk-disjoint multiculture network). We showed that a more
extensive heterogeneity of the available technologies con-
tributes to a more reliable network.

lil. METHODOLOGY
From the literature, we conclude that implementing a diverse
set of technologies avoids the exploitation of a 0-day risk
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impairs the entire network. Consequently, network reliability
can be improved by migrating or redesigning its topology,
including heterogeneous 0-day risk-aware nodes that do not
lean on a unique technology.

Next, we introduce definitions and the theoretical frame-
work used to define our methodology for network migration.
Our methodology proposes a combinatorial optimization
problem to select and locate current network node technolo-
gies onto a given network topology. The rationale behind
the optimization function is explained using a simple yet
informative case study.

A. PROBLEM STATEMENT

Network node migration in a data network is defined as the
replacement of one or more nodes by other devices providing
equivalent resources to the data communication topology,
while maintaining the same number of nodes and the same
links. The data network is modeled as the undirected graph
G = (V,E),where V ={1,2,...,n}is the set of communi-
cation nodes and £ = {(u, v) : nodes u and v are connected}
is the set of communication links between nodes. The ith
network node is implemented by integrating R; resources
or processes, which run at each functional network level,
from a pool of R different resources available in the market.
Such a combination of resources is termed as a node imple-
mentation technology or, simply, a technology. Following
the heterogeneous networking paradigm in [26], we assume
that each network node can be implemented using one out
of K different, yet equivalent, technologies. Thus, G is a
monoculture or homogeneous data network if its n nodes are
all implemented using a single technology; otherwise, G is a
multiculture or heterogeneous data network. In practice, all
the nodes in a monoculture network integrate the same OS,
firmware version, protocol stack and are likely provided by
the same vendor.

In this paper, we follow [45] to define data network reliabil-
ity as the probability that the induced subgraph of surviving
nodes is connected after 0-day risks are exploited. Regarding
the failure model, each one of the R resources implementing a
network node technology is prone to fail by exploiting a 0-day
risk. The exploitation of a O-day risk in a resource induces a
correlated failure among all the network nodes sharing such
resource. Consequently, a O-day exploit impairs infrastruc-
ture connectivity by breaking down several network nodes
simultaneously and for an extended period of time. Following
[46], the dependency among technologies and their 0-day
risks is represented through the K-by-R shared-risk matrix
X. For clarity, Table 1 shows an example of the shared-risk
matrix X for the case of K = 3 different technologies and
R = 4 resources, which can be used to implement the n
network nodes. The element X; = 1 represents that a risk
on the shared resource r affects the technology i and X;, =
0 indicates otherwise. The example in Table 1 shows that
Technology 3 can be impaired by exploiting 0-day risks R1 or
R3. Consequently, all the nodes in G implemented using
Technology 3 would fail in a correlated manner. We also note

97750

TABLE 1. An example of the shared-risk matrix X describing the
relationship between the shared resources (resources R1, R2, R3, and R4)
and the available network node technologies (Technologies 1, 2, and 3).

| RL | R R3S R4
1 0 0 0
Tech 2 0 1 1 1
Tech 3 1 0 1 0

O40R0

FIGURE 1. Sample configurations when the technologies in Table 1 are
arbitrarily assigned to network nodes in a ring topology. From left to
right: Configuration 1, Configuration 2, and Configuration 3. Node colors
match the available technologies in Table 1.

that Technologies 1 and 3 share the 0-day risk R1, meaning
that the exploitation of the R1 0-day will induce simultaneous
failures in all the nodes implemented using either technology.
In practical terms, the 0-day vulnerability exploitation is
a targeted attack since it is intended and directed to a group
of network devices that share the same vulnerability. In this
work, we consider two types of 0-day attacks: *“‘informed
attacks” and ‘‘random attacks” [47]-[50]. An informed
attack has access to both a list of 0-day exploits and the
network topology information. So, such attacks deliberately
choose to exploit the vulnerability that maximally affects the
network. Meanwhile, a random attack has access to an arbi-
trary exploit and executes it. Our migration strategy considers
both attack types. A worst-case scenario metric is designed
to assess reliability against informed attacks, and by contrast,
an average metric is designed to deal with random attacks.

B. RATIONALE

Since exploiting 0-day risks impair network nodes and par-
titions the data network, we need to measure such impact.
Our main idea is to assess the average and the maximal
damage inflicted by 0-day attacks. Using a simple case study,
we explain that both impacts must be regarded jointly to
maximize network reliability through heterogeneous node
migration.

Consider a small data network composed of five nodes
connected in a ring topology as depicted in Fig 1. Suppose
that, in a network migration process, nodes can be imple-
mented using three different technologies and suppose that
their resources (OS, firmware version, protocol stack, etc.)
may be affected by four different O-day risks. Figure 1 shows
three possible technology-to-nodes mappings assigned to the
five-node ring topology. For clarity, the node color identifies

VOLUME 9, 2021



Y. Prieto et al.: Maximizing Network Reliability to 0-Day Exploits

IEEE Access

; ;
(IR B R2 ]R3 IR |

Number of generated connected components

config1 config2 config3
Sample configuration

FIGURE 2. Number of network partitions that arise from the
configurations from Fig. 1, as a 0-day vulnerability is exploited on each of
the shared resources from Table 1. The Ciax for Configurations 1, 2, and
3 are 4, 4, and 5, respectively. Also, the Cayg can be calculated for
Configurations 1, 2, and 3 resulting in 3.25, 3.5, and 3.25, respectively. .

the technology used for its implementation, which matches
the technology color in Table 1.

Under the exploitation of a given 0-day risk, the attacked
nodes will stop operating, and the resulting network topology
may either remain connected or break into several partitions.
The number of network partitions emerging after triggering a
0-day attack can be measured using the number of connected
components. The number of connected components, defined
as the number of connected subgraphs in a network, is a
standard way in network science to assess connectivity and
robustness [44], [51]. For instance, under Configuration 1,
an R1 0-day exploit results in four connected components
(network partitions): the three yellow network nodes, which
fail and become isolated, and the two blue network nodes,
which remain functional and connected. Recall that a failed
node is a singleton graph, and from network science, it is
defined as a connected component [44], [51].

Figure 2 shows the number of network partitions that arise
when 0-day risks are exploited on each shared technological
resource for the network configurations in Fig. 1. Two statis-
tics are used as metrics to analyze the shared risks’ overall
impact on the sample network: The maximum, Cpx, and
the average, Cavg, number of network partitions arising after
all 0-day attacks are exploited independently. The maximum
number of network partitions indicates the worst-case sce-
nario and the average number of network partitions measures
the average damage inflicted on the network when 0-day
exploits are triggered. We note that both Cp,x and Cavg
belong to [1, n] and the value 1 indicates that the network
is connected, while larger values indicate otherwise.

From the results in Fig. 2, we can gain an insight into
how a network migration process can generate network con-
figurations coping against 0-day attacks. From the results,
it is clear that Configuration 1 is the best because both
metrics, the worst-case and the average number of network
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partitions, are the lowest. We also note that Configuration 2
exhibits a similar worst-case scenario as Configuration 1 in
the face of 0O-day exploits. However, Configuration 1
exhibits a lower average number of network partitions than
Configuration 2 because, under the threat of an R3 0-day
attack, Configuration 1 yields a more reliable topology.
On the other hand, in the face of 0-day attacks, Configuration
3 yields the same average number of network partitions as
Configuration 1. Nonetheless, such statistic hides the case
that the network becomes entirely disconnected under the
R1 0O-day risk. Consequently, both metrics are required to
effectively assess the impact of 0-day risks on the network
topology.

We also note that broadly speaking, the more heteroge-
neous systems are the most reliable [26]. Thus, finding that
Configuration 1 is the most reliable topology seems con-
tradictory because using all the available technologies for
node migration should lead to the most reliable configuration.
However, technologies are composed of resources, which are
the ones prone to fail under 0-day exploits. Moreover, one
must also recall that different resources may share O-day
risks. Consequently, such dependencies must be taken into
account when optimally migrating network nodes.

C. OPTIMAL NODE MIGRATION STRATEGY

In this work, we improve network reliability by minimizing
the number of partitions induced by the surviving nodes
after 0-day risks are exploited. Network reliability is maxi-
mal when the induced subgraph is connected, which means
one partition or connected component emerges after fail-
ures. By minimizing the number of partitions arising after
exploiting each 0O-day risk, we increase the probability that
post-failure network nodes are connected.

We propose now an optimal node migration strategy for
maximizing network reliability. The strategy minimizes the
product between the average and the largest number of net-
work partitions arising after 0-day exploits impair commu-
nication nodes. We mathematically formulate the migration
strategy in terms of the constrained integer optimization
problem:

M* = argmin C?

MeM
R
= argmin (M maxf(G,)), D
MEM R rer

K
subject to: Zm,-,- =1 jel,2,....n (2

i=1
where M = (my;) € {0, 1} is the K x n migration matrix,
which maps each network node to one out of the K available
technologies, with m;; = 1 mapping the jth node to the
kth technology. M is the collection of all possible map-
pings for the nodes onto the K technologies. The subgraph
G:M) = G, = (V,,E;) C (V, E) represents the migrated
topology arising after the exploitation of the rth 0-day risk.
f(G,) = C(Gy) — 1, where C(G,) is the number of network
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partitions (connected components) in G,. We note that the set
of equations in (2) imposes the constraint that a node has to be
implemented with only one technology. Lastly, we note that
the optimal migration allocation is given by the matrix M*.

We remark now how the optimization function considers
the ideas in Section III-B. The function f(G,) aims to favor
all the mapping yielding a single network partition after a
0-day exploit. The term % Zle f(G,) assesses the average
number of network partitions arising after arbitrary O-day
risks exploitation by a random attack. Also, by minimizing
the term max(f(G,)), we aim to favor those mappings inflict-
ing the least amount of damage, in the worst-case scenario,
after a 0-day risk is exploited by an informed attack. Besides,
the optimization function can be thought of as an upper bound
for the square of the average number of network partitions
emerging after any shared O-day risk is exploited.

D. BENCHMARKS, RELIABILITY METRICS,

AND TEST NETWORKS

We compare our strategy with two methods that indepen-
dently minimize the average (Cavg) and the largest number
(Cmax) of network partitions arising after 0-day exploits
impair communication nodes. More precisely, the optimiza-
tion problems for the above mentioned strategies are given
by:

. .
M,,, = argmin
MeM

R
<Zr=1f(Gr)> (3)

R

K
subjectto:Zmijzl jel2,....n &
i=1

and,

M}, = argmin (max f(G, )) 5)
MeM reR

K
subject to: Zm,-j =1 jel,2,....n (6)

i=1
We also compare our optimal node migration strategy with
an approach usually followed in the heterogeneous network
design literature [34]—[36], [38]-[41]. Such an approach sup-
poses that heterogeneous networks should be implemented
only with technologies exhibiting mutually disjoint risks.
This assumption can be adopted by including additional con-

straints to (1) and (2) to obtain:

R
G
M* = argmin (M max f (G,)), @)
MeM R reR
K
subjectto: Y mj=1 jel.2,....n )
i=1
K

Zx,-rT,-§1 rel,2,....R 9)

i=1

n
Ti—Y mj<0 iel,2,....K (10)
j=1
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n
Y my-nT;<0 iel2,....K (11)
j=1

where T; = 1 indicates that the ith technology is used during
the network migration and 7; = 0 indicates otherwise. The
mutually disjoint O-day-risk approach is formulated in the set
of constraints (9), where for every resource only one migrated
technology can integrate such resource. In addition, the set
of constraints (10) and (11) ensures that 7; = 1 only if at
least one of the nodes from the network is migrated with
technology i, otherwise 7; = 0.

In addition, we compare our approach with a risk-unaware
migration method. In such a method, network designers
incorrectly assume that the K available technologies are
risk-disjoint when actually they are not. This case, for
instance, models the situation where the risk matrix is
unknown to network designers. The risk-unaware migration
method is formulated as in (1) and (2), with the dummy risk
matrix X = I, where I is the identity matrix.

The post-failure network reliability will be assessed
in terms of two metrics related to network connectivity:
the number of connected components and the Average
Two-Terminal Reliability (ATTR). The number of connected
components arising after the exploitation of 0-day risks is
typically used in network science to assess the effect of
failing nodes. This metric takes into account the number
of failed nodes and the disconnectedness of the remaining
functioning network. The number of connected components
is a coarse-grained metric because it provides a global idea
of how connected a network remains after failure. The ATTR
figure of merit quantifies the likelihood that a random pair
of network nodes is connected [8], [52], [53]. The ATTR of a
data network when the rth 0-day risk is exploited is computed
as:

~1
ATTR(r) = (’;) >z, (12)
u#v

where (5) is the binomial coefficient and the binary variable

Z,,, = 1 if there is a path between the nodes « and v after the
exploitation of the rth 0-day risk, and Z,, = 0 otherwise. The
average ATTR of the network is computed as the weighted
average over all the 0-day risks failures:

R
ATTR = Z ar ATTR(7), (13)

r=1
where «, is the likelihood of exploiting rth O-day risk.
‘We note that if the network is connected, the number of con-
nected components is 1, and the ATTR is also 1. Unlike the
number of connected components, the ATTR is a fine-grained
metric because it assesses the likelihood of connecting every
pair of nodes that remain functional after a failure. In this
work, we compute the ATTR metric after the occurrence
of 0-day exploits in two ways. The ATTR; figure considers
all the network nodes (failed and working nodes) in the
migrated topology after 0-day risks are exploited. Therefore,
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to compute ATTR; we use (12) and (13). We note that when
nodes fail, the ATTR| metric is severely degraded because
such nodes are no longer reachable. Thus, to accurately assess
the post-attack network connectivity, we calculate ATTR>
among all the functioning nodes after 0-day attacks. We
define ATTR, and ATTR,(r) as:

R
ATTR, = Z(xr ATTR>(r), (14)
r=1
-1
ATTR(r) = (”2 ) S 71 (1s)

uF#v

where 7, is the number of nodes that remain functional after
the rth 0-day risk attack. To find n, we compute the matrix
P = X'M, where P = (p;j) € {0, 1} is the R x n matrix
composed of the 0-day risks that are present in each node,
with p;; = 1 means that the jth node contains the ith 0-day
risk. Then, n, = n — 27:1 pij- Consequently, ATTR; = 1
means that all the functioning nodes can be reached from
other working nodes after the attacks.

Besides, to assess the degree of heterogeneity in the solu-
tions found during the migration process, we employ the
technology set risk heterogeneity metric [42]. This metric,
which is denoted as &, computes the cumulative dissimilarity
between each pair of 0-day risks associated to the technolo-
gies using:

1 K K
h=1— ——0 rir!, (16)
CUPRRA

i=1 j=i+1

where r; and r; are, respectively, the ith and jth rows of the risk
matrix R. The & metric takes values in (0, 1), where the value
“0” (respectively, “1”) indicates that all the technologies
share every 0-day risk (respectively, do not share any 0-day
risk) among the implementations. Note that when 7 = 1,
a heterogeneous network is implemented with technologies
exhibiting mutually disjoint risks.

Finally, we test the proposed design methodology using
the four real-world IP network topologies depicted in Fig. 3.
These networks correspond to backbone IP topologies that are
regularly used as benchmarks in the research community. The
topologies were extracted from Internet Topology Zoo [54].
These networks exhibit different sizes and degree distribution
laws. More precisely, the AT&T network topology follows
a random network degree distribution, the TelCove network
follows a scale-free degree distribution law, while the Colt
and the Bell Canada network are somewhere in between.
The number of nodes, links, and graph density of each test
network are summarized in Table 2. Graph density is defined
as the ratio between the number of network links and the
number of possible links, i.e., A = |E|/(5). Values of A
closer to 1 represent better-connected and more robust net-
work topologies.
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(d) Bell Canada

FIGURE 3. The four real-world, homogeneous network topologies
evaluated using heterogeneous network migration strategies.
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TABLE 2. Testing networks characteristics.

Network nodes links A

AT&T 25 56 0.187
Bell Canada 48 64 0.057
TelCove 71 70 0.028
Colt 153 177 0.015

TABLE 3. The average risk heterogeneity hayg of risk matrices, which are
generated sampling Bernoulli random variables with different p
parameter.

havg 0.1 02 03 04 05 06 07 08 09
P 098 0.94 086 0.78 0.71 0.63 0.54 0.46 0.31

TABLE 4. The number of technologies, K, available for network migration
for the different risk heterogeneity values, h.

h 0 01 02 03 04 05 06 07 08 09 1
K 1 2 6 8 9 10 10 10 10 10 10

IV. NUMERICAL EVALUATION AND DISCUSSION

We run three evaluations to assess our approach’s ability
to maximize network reliability through heterogeneous node
migration in the presence of 0-day exploits. The first evalua-
tion compares three network design methodologies to cope
with 0-day exploits. The second evaluation compares our
migration strategy to those assuming that multiculture net-
works should only be migrated using technologies contain-
ing mutually disjoint 0-day risks. In the third evaluation,
we assess the allocation of different technologies onto the
network nodes shown in Fig. 3.

Our numerical evaluation employed the test topologies
in Fig. 3 and regarded a set of R = 10 different network
resources, which available technologies could implement.
We considered eleven different classes of 0-day risks,
which induce eleven shared-risk matrices with distinct risk
heterogeneity levels. A different risk heterogeneity value
characterizes each risk matrix, ranging from # = 0 (a single
technology with a known 0-day risk) to 2 = 1 (K hetero-
geneous technologies sharing up to ten disjoint 0-day risks).
In our evaluations, A varies uniformly in increments of 0.1.
For h € [0.1, 0.9], we randomly generated risk matrices by
sampling a Bernoulli random variable, with a p parameter
controlling the occurrence of 0-day risk among the technolo-
gies. Table 3 lists the p parameter values generating, on aver-
age, risk matrices for each heterogeneity value required in the
migration scenarios. We note that for p = 0.45, the average
number of 0-day risks per technology is 4.5, a value consistent
with those found in [10] and [11]. Additionally, Table 4 lists
the number of available technologies for the eleven risk matri-
ces. Also, in this work, we considered that the distribution of
exploiting a 0-day is uniform, i.e., o, = 1/R.

The combinatorial optimization problems presented in (1),
(7), (3), and (5) were solved in this work using a methodol-
ogy based on Genetic Algorithms (GAs). This technique is
a randomized, search-based, global optimization algorithm
frequently employed to solve network or integer complex
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problems [55]-[59]. Section IV-D includes a case study to
assess how closely a GA solution is to the optimal solu-
tion. For all the problems, we coded chromosomes in an
integer-valued string of length n to match the number of
network nodes; thereby, the jth position in a chromosome rep-
resents the jth node in the topology. The allocation of a partic-
ular technology, say k, to the jth node is determined by setting
the value k in the jth position of a chromosome. Regarding the
GA hyperparameters, we employed single-point crossover,
executed with a probability of 0.8, as the crossover operator.
For the mutation operator, a position in the chromosome is
randomly selected, and its value is replaced by another tech-
nology, with a probability of 0.01. The fitness proportional
selection was employed as a selection operator, implemented
by a roulette wheel. The chromosome coding handles the sets
of equality constraints (2), (8), (4), and (6). Lastly, inequality
constraints (9), (10), and (11) were added as penalty functions
to the objective function (7).

A. EVALUATION 1: COMPARING MIGRATION STRATEGIES
Figures 4 and 5 depict results from the first set of evaluations,
which migrate nodes in the AT&T topology. Specifically,
Fig. 4 compares the largest number of network partitions
arising after O-day risks are exploited, as a function of the
risk heterogeneity metric, for the proposed network migration
method (method 1) and those that independently minimize
the average (method 2) and the largest number of network par-
titions (method 3). The first observation we can draw is that,
regardless of the migration method, building a network with
heterogeneous nodes reduces the worst-case scenario because
the maximum number of network partitions decreases in
the face of 0-day exploits. In other words, a heterogeneous
network reduces the maximum amount of disconnectedness
inflicted after O-day risks are exploited. Second, as expected,
the method minimizing the largest number of network parti-
tions emerging after 0-day risks are exploited outperforms the
other two methods. We note that the proposed network migra-
tion scheme achieves the second-best result. Third, as stated
early in our rationale, migrating a network by minimizing the
average number of partitions yields the worst results. Fourth,
from Fig. 4 we can observe two different sets of results. When
technologies available for migration are relatively risk homo-
geneous (A < 0.4) or highly risk heterogeneous (2 > 0.9),
no noticeable differences in the network reliability can be
observed between the three methods. When a certain degree
of risk heterogeneity is introduced (0.6 < A < 0.9), then
differences in the network reliability can be noticed.

Figure 5 compares the average number of network parti-
tions arising after O-day risks are exploited, as a function of
the risk heterogeneity metric, for the above-mentioned migra-
tion methods. We observe again that, as the network-node
risk heterogeneity increases, so it does the performance of the
migration method, achieving more reliable network designs.
We also note that for fairly risk homogeneous (2 < 0.3)
or highly risk heterogeneous (4 > 0.9) migrated networks,
no noticeable differences in the network reliability can be
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FIGURE 4. Network reliability assessed in terms of Cmax, the largest
number of network partitions (the largest network disconnectedness),
as a function of the risk heterogeneity h, after the exploitation of 0-days
risks in shared resources.
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FIGURE 5. Network reliability assessed in terms of Cqyg, the average
number of network partitions (the average network disconnectedness),
as a function of the risk heterogeneity h, after the exploitation of 0-days
risks in shared resources.

observed between methods, and when a certain degree of risk
heterogeneity is introduced (0.3 < h < 0.9), the migra-
tion methods produce noticeable differences in the network
reliability. Unlike the previous case, we expect that migrated
networks using the method in (3) should achieve the best
results. However, it can be seen that, in several cases, net-
works migrated using the proposed method reach the maxi-
mal reliability. This result arises from the fact that GAs do
not guarantee optimality. On the other hand, as expected,
the lowest degree of reliability was achieved by the method
minimizing the worst-case scenario.

We remark now that, as observed from Figs. 4 and 5,
the proposed method effectively improves the AT&T net-
work reliability in the presence of 0-day exploits. First, note
that if an attacker gathers a priori information on which
exploits would maximally damage network connectivity, our

VOLUME 9, 2021

25

I disjoint risks
[ risk unaware
[ shared risks

20

Joint metric
o

N
o

01 02 03 04 05 06 07 08 09 1
heterogeneity

FIGURE 6. Network reliability assessed in terms of the joint metric
/CmaxCavg. as a function of the risk heterogeneity h, after the
exploitation of 0-days risks in shared resources.

migration method yields a small number of post-attack net-
work partitions in such scenario. Second, in the case of “‘blind
attacks” or random exploits, the network’s average connec-
tivity, based on the number of post-failure network partitions,
reaches a good performance. For the other testing networks
the migration results were consistent with those achieved in
the AT&T network.

B. EVALUATION 2: IMPACT OF SHARED RISKS ON
NETWORK RELIABILITY

In the second evaluation, we aim to understand whether
relaxing the migration design constraint about technologies
offering mutually disjoint O-day risks would improve network
reliability. Also, we want to comprehend the implications of
overlooking the risk matrix and incorrectly assuming 0-day
disjoint risks among the technologies. Figure 6 shows the
optimal value for the objective function in (1), in terms of the
risk heterogeneity for AT&T network. Recall that this opti-
mization function is the product between the maximum and
the average number of partitions emerging after O-day risks
are exploited and can be thought of as an upper bound for the
square of the average number of such network partitions. The
figure shows the optimal values, /(C?2)*, for three method-
ologies: The proposed one (shared risks), another incorrectly
disregarding the existence of shared 0-day risks, and another
regarding only mutually disjoint 0-day risks.

As in the first evaluation, we note that increasing risk
heterogeneity favors the increase of post-failure connec-
tivity. Results show that our network migration method
achieves topologies with maximal reliability in all cases.
This is attributed to the fact that the approach acknowledges
shared 0-day risks among technologies and employs this as
leverage. The migration method constrained to employ only
disjoint-risks technologies performs as well as the proposed
method only under such scenario: & = 1. The difference
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between the migrated topologies achieved by these two meth-
ods relies on the disjoint-risks constraint: the search space
of solutions in the disjoint-risks method is a subspace of our
proposed method. We note that, for 4 < 0.6, the disjoint-risks
migration method did not achieve any solution other than
using a single technology (homogeneous network), mean-
ing that the optimal value for the objective function hap-
pens to be the worst: 24. This, in turn, leads to an entirely
disconnected AT&T network. This statement is supported
by the migration method incorrectly assuming a 0-day dis-
joint risk matrix. In such a case, by simply dropping the
disjoint-risks constraint, the method yields heterogeneous
topologies when the risk heterogeneity index is less than 0.7.
For h > 0.7, the incorrect assumption about disjoint 0-day
risks produces the smallest network reliability.

C. EVALUATION 3: IMPACT OF NODE MIGRATION
PATTERNS ON NETWORK RELIABILITY

For the third evaluation, we choose a single 0-day risk matrix
with a high degree of risk heterogeneity (& = 0.9) and migrate
nodes to the network topologies in Fig. 3. The risk matrix is:

a7

S oo —~,r L OO~ OO
S oo O, OO0 O ~O
O, =, OO0 ~O
—_—_ 0 oo o~ OO O0o
S oo~ OO0 OO O
—_— 0O O~ OO~~~ OO

S OO OO OO~ OO
SR P OO OO~ O
—_ O O = O = == OO
—_—— O OO = OO = =

From X, some technologies share resources, the number
of resources per technology varies from 2 to 5, and the
maximum number of 0-day risk-disjoint technologies is three
(see, for instance, the set {Techs, Techg, Techg}).

The results achieved by the method are presented
in Tables 5 and 6 as well as in Figs. 7 to 10. The network node
migration results are analyzed next using two not independent
perspectives: The technologies-to-deploy selection and the
technology-to-node assignment.

From the technologies-to-deploy selection perspective,
we can observe in Table 5 that most of the migrated
nodes were implemented using the risk-disjoint technologies
Techs, Techg, and Techg. However, for the Bell Canada and
Colt networks, we noted an increase in the percentage of
migrated nodes implemented using Tech; and Techs com-
pared to the other two networks. This behavior is partially
explained by observing the 0-day risk matrix (17). Techy
implements only three resources with 0-day risks and shares
only one with Techs, while Tech; exhibits only two 0O-day
exploitable resources. As a result of our migration method-
ology, we observe the preferential selection of a large num-
ber of technologies exhibiting a reduced number of shared
exploitable resources. This result implies that the exploitation
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TABLE 5. Percentage of migrated nodes implemented using each
available technology, for each testing network, regarding a 0-day risk
matrix with h = 0.9.

Available Nodesin  Nodes in Nodes in Nodes in
technology AT&T TelCove  Bell Canada Colt
(%) (%) (%) (%)
Techi 4.0 42 8.3 10.5
Techa 0.0 0.0 4.2 3.9
Techs 0.0 1.4 2.1 0.7
Techy 4.0 14 8.3 13.7
Techs 24.0 23.9 18.8 18.3
Techg 32.0 35.2 31.3 28.8
Techy 4.0 1.4 2.1 0.7
Techg 32.0 324 22.9 20.9
Techg 0.0 0.0 0.0 0.7
Techio 0.0 0.0 2.1 2.0

TABLE 6. ATTR values for the migrated networks in Fig. 3, regarding a
0-day risk matrix with h = 0.9.

Network ATTR1 ATTR> A
AT&T 0.59 1.0 0.187
Bell Canada 0.58 0.94 0.057
TelCove 0.57 0.82 0.028
Colt 0.47 0.72 0.015
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FIGURE 7. Technology allocation for the migrated AT&T network
regarding a 0-day risk matrix with h = 0.9.
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FIGURE 8. Technology allocation for the migrated Telcove network
regarding a 0-day risk matrix with h = 0.9.

of a particular 0-day risk only would affect a small portion of
the network.

From the technology-to-node assignment perspective,
we base our discussion on Figs. 7 to 10. A different color
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FIGURE 9. Technology allocation for the migrated Colt network regarding
a 0-day risk matrix with h = 0.9.
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FIGURE 10. Technology allocation for the migrated Bell Canada network
regarding a 0-day risk matrix with h = 0.9.

is associated with each technology of the risk matrix (17).
For instance, blue represents technology 5, purple represents
technology 6, and green represents technology 8. The most
evident pattern observed in the migrated topologies is that
technologies are allocated to nodes so that if a specific 0-day
attack impairs a technology, it minimally disconnects the rest
of the functioning network.

We note that a particular pattern arises in the case of
the TelCove network. According to its degree distribution,
the TelCove network follows a scale-free law. Thus, such
a network contains hub nodes, which carry a significant
responsibility on network connectivity. As shown in Fig. 8,
the three most connected hubs in the migrated TelCove
network are implemented with different, risk-disjoint tech-
nologies. As a consequence of this smart migration, a sin-
gle O-day attack could only impair one of them. We can
observe another remarkable migration pattern: technological
clustering, where migrated nodes connected to the hubs are
implemented with the same hub technology. To understand
this result, we must note that a hub node’s impairment after
exploiting a 0-day risk would minimally affect the other
hubs. However, the migrated leaf nodes directly connected
to a 0-day exploited hub would end up as a single network
partition, whichever technology they implement. According
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to that and the available technologies in this evaluation, our
migration methodology reproduces this clustering effect. The
other three networks in Figs. 7,9, and 10 also present a lighter
but noticeable clustering effect.

To assess the allocation process in terms of node con-
nectivity, we calculated the ATTR metric through ATTR;
and ATTR,. The results are listed in Table 6. We remark on
the following ideas. First, denser networks (higher A) reach
higher values for ATTR| and ATTR; because networks with
more links can cope better with node removals. Second, 0-day
attacks, while disrupting several nodes, minimally impair
functioning-node connectivity. Third, the node technology
allocation in the migrated AT&T network reduced each 0-day
attack to impairing a group of nodes, while the rest of
the functioning nodes remained connected. Thus, according
to our results, a combination of a fair amount of network
connectivity and technology heterogeneity is necessary to
achieve higher network reliability.

D. ON THE ACCURACY OF GA SOLUTIONS

The optimization problem stated in (1) can be analytically
solved if the network under analysis is fully connected and the
risk matrix is composed of risk-disjoint technologies. In this
scenario, after exploiting a 0-day risk, the network remains
fully connected. Besides, the number of connected compo-
nents is equal to the number of failed nodes plus one (the set
of working nodes that remains fully connected). Thus, in this
scenario, the optimal solution to the problem in (1) is to assign
the available technologies onto the network nodes evenly. For
example, the optimal solution for a fully connected network
with ten nodes and two risk-disjoint technologies is imple-
menting five nodes using the first technology and five with
the second technology. To reach the above-stated conclusion,
we can observe that in the objective function:

2 Zf:lf(Gr)
R

Ce = max f(G;), (18)
rer

the average term will be a constant:

Y f(G) _ Y
= =, (19)

R K K
where 7, is the number of nodes implemented with the rth
technology, and K is the number of risk-disjoint technologies.

Then, to minimize (18), it suffices to solve: min(malg( f(G,)),
re

which is achieved by assigning the same number of nodes to
each technology. Thus, in the proposed scenario, the mini-
mum value is (C2)* = (%)2.

Table 7 compares the exact optimal solution for the
problem in (1) with the results achieved by the proposed
GA for fully connected networks of 10-200 nodes and ten
risk-disjoint technologies (h# = 1). We also calculated the
relative error produced by the GA in finding the optimal
solutions. The relative errors are calculated as the absolute
error between the exact and the GA solutions, divided by the
exact solution.
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TABLE 7. Exact and GA approximate solutions to the problem in (1) with
different sizes fully connected networks.

nodes Exactresult GA result
10 1 1
20 4 4
50 25 30
100 100 110
150 225 240
200 400 400

Table 7 shows that, for network sizes between 50 and
150 nodes, the GA does not find the optimal solution by
assigning one extra node to a particular technology instead
of assigning an even distribution. For example, when n =
50, (C*H* = 30 = 5 - 6. The solutions delivered by the
GA technique have a maximum relative error equal to 17%
compared to the exact solutions, and on average, the relative
error was 5,3%. For larger network sizes, the relative error
decreases. According to these results, we can expect that the
solutions to our optimization problems achieved by the GA
are sufficiently close to optimal.

V. CONCLUSION

In this work, we propose a network node migration method
to increase network reliability through technology hetero-
geneity. We developed a formulation to translate available
technology heterogeneity into network reliability by min-
imizing the impact of simultaneous 0-day attacks due to
shared resources in network nodes. The network is migrated
or redesigned through an optimization problem with a clear
rationale: Choose several technologies from a diverse set and
allocate them onto the network nodes in a way that prevents
large portions of the network from failing simultaneously.

In our results, we observed that jointly minimizing the
worst-case and the average number of post-failure network
partitions leads to a migrated network that copes better
with 0-day exploits than independently optimizing each case.
We also observed that the more heterogeneous the available
set of migration technologies, the lesser the effect of 0-day
risk exploitation on network connectivity.

We compared our migration methodology with an
approach usually followed in the literature that constrains
migrated nodes from sharing any risk with other nodes.
We showed that allowing technologies that partially share
risks to be part of the node migration improves network reli-
ability compared to implementations allowing only disjoint
risk technologies. Also, we observed that migrating a network
using a diverse set of technologies results in improved net-
work reliability compared to a monoculture, even when 0-day
shared risks are incorrectly estimated.

Lastly, we assessed our migration methodology using four
real-world IP backbone network topologies with different
sizes and connectivity degrees. In the four migrated networks,
we noted two common topological features: they were imple-
mented using a large number of available technologies, which
present a small number of shared 0-day risks, and network
nodes were allocated in technological clusters. Both features
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contribute to maximizing network connectivity in the event
of simultaneous 0-day attacks.
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