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ABSTRACT Remote sensing image target recognition is used in various fields, such as ships, tanks,
airplanes, and vehicles, which are closed targets. The features of these targets include target outlines that are
obvious and target discriminant features that are significantly different from the surrounding environment,
and the targets are characterized as small and dense. Therefore, the recognition of these types of targets is a
popular topic. We proposed a recognition framework consisting of a remote sensing image target recognition
method based on deep saliency kernel learning analysis, which uses a target region extraction method based
on the visual saliency mechanism and implements a nonlinear deep kernel learning saliency feature analysis
method to realize target extraction and recognition. Experimental results show that a 95.9% recognition rate
is achieved for SAR remote sensing target recognition on the public MSTAR data set, a 96% recognition
rate on the UC Merced Land Use data set, and an 85% recognition rate on a self-built visible light remote
sensing image data set. The recognition framework can be used for video recognition.

INDEX TERMS Saliency analysis, deep kernel learning, remote sensing target recognition.

I. INTRODUCTION
In recent years, remote sensing data have been widely
used in various fields. Remote sensing images play an
important role in many aspects, such as the exploration
of geographic information resources [1], important ground
information observations, geographic mapping, meteorology,
civilian-military communications [2], the detection of mil-
itary information [3], the capture of sensitive information,
and battlefield situational awareness [4]. In military fields,
the automatic identification of sensitive targets is a very
important research direction in military reconnaissance and
military early warning systems. Integrating automatic target
recognition technology into systems characterized by high
practicality and high robustness also appears to be particu-
larly important. At present, the realization of obtaining infor-
mation from domestic remote sensing images is at the stage of
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transformation from traditional manual determination meth-
ods to intelligent automatic identification methods. Many
units at home and abroad are gradually carrying out platform
and systematization work on the technology to extract target
information from remote sensing images. Many universities
and research institutions such as the University of Trento,
the School of Computer Science at Carnegie Mellon Univer-
sity, and the Department of Geographic Information at the
University of Maryland have conducted in-depth research on
this topic. At present, the research on processing and recog-
nition systems for remote sensing images at home and abroad
is based on custom target recognition systems for specific
targets of interest, such as the ship target recognition system
mentioned by Kodors et al. [5]. An airport identification
system was proposed by Liu et al. [6], and a building group
identification system was proposed by Li et al. [7]. Most of
these studies are highly targeted, aiming at specific targets
in specific scenes and achieving good processing effects;
however, the generalization of the system is relatively weak.
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On the other hand, universal remote sensing image automatic
processing systems have been proposed with good universal-
ity, such as SAHARA, a semiautomated image scene under-
standing system based on multisource remote sensing images
developed by Druyts P et al. of the Western European Joint
Satellite Center [8], and the high-resolution remote sensing
image processing system SCORPIUS developed by B Guin-
don and other research institutions in the United States [9]
that provides classification recognition and tracking functions
for certain specific military targets. However, much work
remains to be performed for highly customized practical
applications.

From the perspective of imaging, remote sensing images
have rich imaging details and a single imaging angle, but their
imaging scale and illumination conditions change greatly,
and they are affected by weather conditions. There is also
considerable clutter-induced noise in these images and a
large amount of background information. The basis of remote
sensing target recognition is an accurate description of the
visual characteristics of the target in the studied remote sens-
ing image and the construction and expression of the prior
knowledge of the image target. In recent years, the research
on target recognition algorithms for remote sensing images
has mainly been aimed at roads [10], building clusters [11],
aircraft [12], large bridges [13], highways [14], oil tanks [15]
and other targets that are closely related to human or military
activities. Synthesizing various processing methods devel-
oped for the recognition of targets of interest in traditional
remote sensing images in recent years [32]–[34], we find that
they can be roughly divided into two cases: feature-based and
model-based methods.

The basis of model-based remote sensing image recogni-
tion methods is the construction of the target model of the
researched remote sensing image. The construction of the
model often depends on the accumulation of prior knowledge
of the target and the background.Model-basedmethods focus
on the salient features or combinations of particular structural
primitives in the target, such as long and straight runway
structures in airport detection, large parallel linear structures
in the detection of bridges and highways, and dense, short
lines in the detection of building clusters. Abstract modeling
of the research object is accomplished by constructing spe-
cial functions and vectors, such as road recognition methods
based on geographic information models, as proposed by
Barzohar and Cooper [16]. In addition, some model-based
remote sensing images directly detect research targets by
means of an energy function, such as a conditional random
field [17].

Feature-based remote sensing image target recognition
technology is a widely studied target recognition technol-
ogy, and its research basis is the construction and descrip-
tion of target features in images. The features of an image
include many aspects. One aspect refers to recognition based
on statistical information such as the grayscale, texture and
color of the image. Image statistical information is an impor-
tant part of image features. Researchers at the German

Aerospace Center have proposed an automatic highway
extraction method based on the statistical information of the
target color in remote sensing images [18]. The second aspect
refers to target recognition methods based on the corner
features, geometric features, linear features, edge features,
and area features of the remote sensing image [19], such as the
ship detection method proposed by Jin et al. [20]; combining
a Harris corner detector and an image local significance value
calculation, a ship’s features can be precisely constructed
and described. Xin et al. [21] designed a feature structure
based on the combination of image linear feature detection
with the SIFT operator [22]. This method, supplemented by
a tree classifier as a decision strategy, achieved the detection
of airport targets. In these detection methods, many scholars
use one or more characteristics to express and describe the
image and target and use one or moremethods to express each
characteristic. For example, the gray feature co-occurrence
matrix and the LBP local binarymode are used to describe the
texture features[31]. SVMs (support vector machines), deci-
sion trees, AdaBoost cascading classifiers and other machine
learning methods have been introduced to assist decision
making and have achieved good recognition results.

At present, most of the existing traditional remote sensing
target recognition and detection algorithms use the strategy
of coarse detection and fine detection. First, the candidate
target regions with possible targets are extracted from the
input image; that is, ROIs are extracted. Then, based on the
candidate area, more accurate target recognition and confir-
mation are performed, and the false detection area is removed
to find and confirm the final target. For the extraction process
of candidate areas in original images, scholars have proposed
many ideas. Among them, Zhu CR et al. proposed a method
of threshold segmentation combining gray information and
edge information in the image [23]. Li ZM, Yang DQ et al.
proposed a multilayer sparse coding method to obtain the
sparse description features of the image [24], calculated its
saliency value based on the sparse feature of the image, and
segmented the image according to the saliency value to
obtain the candidate target area of the image. For the process
of target recognition and confirmation after obtaining each
candidate region, most researchers adopt the method of using
various feature descriptors to describe the detected target and
then perform further confirmation by means of a support
vectormachine or anAdaBoost classifier. For example, in ref-
erence [25], the author extracted the texture features of the
image and combined them with the shape features of the tar-
get to obtain a high-dimensional feature descriptor to describe
a ship target. Similarly, Yang F et al. [26] calculated a local
image binary model as the image target feature; a deformable
component model was also proposed in reference [27] to
describe the target in an image. References [28] and [29] pro-
posed target recognition and detection technology using fea-
ture analysis and the mean shift algorithm. These algorithms
were aimed at some specific close-up targets but are not
related to the target identification of remote sensing targets
such as aircraft, oil tanks and ships. Therefore, it is necessary

95586 VOLUME 9, 2021



L. Sun et al.: Recognition Framework of Deep Kernel Learning for Enclosed Remote Sensing Objects

to conduct a customized analysis of the characteristics of
these targets.

In summary, this paper proposes a remote sensing image
target recognition method based on deep saliency kernel
learning analysis that uses target region extraction based on
the visual saliency mechanism and uses a nonlinear deep
kernel learning saliency feature analysis method to realize
target extraction and recognition. Given the problem that
single kernel model learning with fixed parameters is no
longer suitable for remote sensing image classification, a new
deep kernel mapping architecture for remote sensing image
classification is proposed by combining kernel mapping and
deep learning. This architecture solves the problems of the
similarity degree of the input vector of the kernel mapping
function, the structure of the kernel mapping function and
the structure of the kernel mapping learning network. The
proposed approach can effectively improve the adaptabil-
ity of the learning model to target extraction, more accu-
rately describe the data from the input space in terms of
the nonlinear mapping relationship, and enable the data
belonging to different classes to achieve better discrimination
in the nonlinear mapping space. Compared with the exist-
ing algorithms, the proposed method can extract features
with higher resolution and improve the target classification
accuracy.

II. METHODS
A. ALGORITHM FRAMEWORK
As shown in Fig. 1, we proposed a recognition framework for
the remote sensing image target recognition method based
on deep saliency kernel learning analysis. The framework
extracts the features of targets, including target outlines that
are obvious, target discriminant features that are significantly
different from the surrounding environment, and targets that
are small and dense. The detection process can be explained
in two parts. The first part is the rapid acquisition of candidate
regions. The second part is the description and recognition of
the target. The main steps are to calculate the saliency map of
the input image by using the improved FT saliency algorithm
and to use the mean shift algorithm to segment the original
image andmerge small fragments in the original image. Then,
the region result obtained by segmentation and the basic
shape characteristics of the research object are synthesized
to conduct the subsequent screening of various ROIs. The
specific region extraction method will be described in detail
later. For the collected target sample files, a sample data set is
constructed with a 1:3 ratio of positive and negative samples,
and a sample description file is generated. Then, for the sam-
ple description file, appropriate features are designed, and
deep kernel learning is used to extract and describe the target
features. The feature descriptors are sent to the classifier for
learning classification. Finally, the features of each ROI are
extracted and described and then implemented in a previously
trained deep kernel learning detector, which outputs a final
recognition result.

B. STEP 1: OBJECT EXTRACTION BASED ON THE VISUAL
SALIENCY MECHANISM
The size of the target is smaller than the entire input image,
and more of the target’s background area is in the image.
Therefore, quickly locating the area where the target may
appear, removing redundant information, and extracting areas
with a high degree of similarity to the target is necessary. One
of the commonly used research ideas is to extract regions
with the help of visual saliency. The ROI extraction algo-
rithm based on the visual saliency mechanism draws on the
human visual selection attention mechanism, and the pixels
with significant local optical features in the input image are
aggregated into the region of interest. The saliency detection
method can be divided into two types based on this idea; one
is a bottom-up data-driven saliency detection method, which
usually uses the local features, spectrum, and local contrast
and other information to measure the saliency of the image;
the second can be considered a top-down visual saliency
model. The generation of saliency maps under this idea
is mostly achieved by combining the bottom-up detection
results with scale, position, size, contour, and other features
according to the specific scene requirements. The calculation
of the saliency model under this idea is mostly more compli-
cated than the first idea. A saliency detection algorithm based
on the color characteristics of the image is used to calculate
the saliency map of the input image. Based on the visual
saliency map, to extract the ROI in high-resolution remote
sensing target recognition in this paper, the implementation
process is shown in Fig. 2.

For the process of ROI extraction, the main steps are as
follows:

Step (1) For the input image, use the visual saliency detec-
tion algorithm to calculate the saliency value S(x,y) of each
pixel and generate a saliency image;

Step (2) Calculate the average significant value Smean of
the image;

Step (3) For the input image, use the mean shift algorithm
(shift of the mean value) to segment the Gaussian-filtered
image, merge small areas in the image, and merge as many
similar parts in the background as possible;

Step (4) Use the UNICOM-detected area, combine the
geometric features of the target in the image to eliminate
part of the background area, and then initially obtain the area
of interest before finally calculating the average significant
value S(k) of each area (k);
Step (5) Compare S (k) with the aforementioned Smean, and

if S(k) > 2∗Smean, keep the area;
Step (6) Use the target shape features to filter the regions,

and then merge adjacent regions;
Step (7) Combine the original image to output the final

candidate region.
The process of saliency detection is shown in Fig. 3. This

method mainly uses the color and brightness information of
the image in Lab space. In this method, for an input image,
it is first filtered using aGaussian filter kernel to remove some

VOLUME 9, 2021 95587



L. Sun et al.: Recognition Framework of Deep Kernel Learning for Enclosed Remote Sensing Objects

FIGURE 1. Closed remote sensing target recognition method based on deep saliency kernel learning analysis.

noise, and the significant value calculated by this method is
shown in the following formula:

S(x, y) =
∥∥Iµ − Iωhc(x, y)∥∥ (1)

where S(x, y) is the significant value of the pixel in the image
with coordinate (x, y). Iµ is the mean value of each channel of
the image mapped to Lab space after Gaussian filtering, and
its expression is:

Iµ =

 Lµaµ
bµ

 (2)

where Lµ, aµ, bµ are average color values of the three chan-
nels L, a and b, respectively. Iωhc(x, y) is the description
vector after the point (x, y) is mapped to Lab space, as shown
in the formula:

Iωhc(x, y) =

 Lωhcaωhc
bωhc

 (3)

The mean shift (shift of the mean value) that appears in
the flow of Fig. 4 is essentially a clustering algorithm. It was
first proposed by Fukunage in 1975. Themean shift algorithm
used is now mostly an improved version of the method of
Yizong Cheng et al. in terms of the kernel function and
weight coefficient [1], [2]. The mean shift algorithm is a
parameterless clustering algorithm for the feature space. Its
calculation method essentially depends on a probability den-
sity estimation. This kind of clustering does not need the user
to input the number of clusters, and there is no requirement
on the shape of the cluster. Its feature space can be regarded
as a type of its posterior probability density function. Within
its unknown probability density, the mode corresponds to the
higher density part, and the same cluster is composed of all
data with the same mode. If there is some d-dimensional
space Rd, given n sample points xi(i = 0, 1, 2, 3, · · · , n),

FIGURE 2. ROI extraction process.

FIGURE 3. Acquisition of the saliency map.

then for the point x, its corresponding mean shift vector can
be described as the form of equation 3-12:

Mh(x) =
1
k

∑
xi∈Sh

(xi − x) (4)

95588 VOLUME 9, 2021



L. Sun et al.: Recognition Framework of Deep Kernel Learning for Enclosed Remote Sensing Objects

FIGURE 4. Schematic diagram of the ROI extraction results.

Sh refers to a high-dimensional spherical area with a radius
h and is defined as:

Sh(x) = (y|(y− x)(y− x)T ≤ h2) (5)

In actual situations, in the region of Sh, each point con-
tributes differently to x. Therefore, to better describe this
situation, the two concepts of the kernel function and sample
weight are introduced into the mean shift vector. With the
introduction of the kernel function, as the sample distance
changes with the offset point, the influence of the offset on the
mean shift vector also changes with the distance. The mean
shift vector after introducing the kernel function concept and
the sample weight parameter can be expressed as:

Mh(x) =

∑n
i=1GH (xi − x)ω(xi)(xi − x)∑n

i=1GH (xi − x)ω(xi)
(6)

where G(x) is the introduced kernel function and ω(xi) is
the introduced sample weight parameter. H is a positive
definite bandwidth matrix, and the form of H is shown in
equation 3-15:

H =


h21 0 · · · 0
0 h22 · · · 0
...

...
. . .

...

0 0 · · · h2d


d×d

(7)

Then, the mean shift vector introduced with the kernel
function and weights described in equation 3-14 can be
rewritten in the form of equation 3-16.

Mh(x) =

∑n
i=1G(

xi−x
hi

)ω(xi)(xi − x)∑n
i=1G(

xi−x
hi

)ω(xi)
(8)

Themean shift vector can be essentially regarded as a regu-
larized probability density gradient, and its gradient direction
is the weighted average of the direction vectors of each data
point. The mean shift algorithm uses the probability density
gradient to obtain the local optimal solution in the sample
points. Using the mean shift algorithm to solve the problem
means that the problem must be converted into a density

estimation problem. For image processing, the image mainly
contains two types of information: color and coordinates.
The segmentation problem can be regarded as finding the
class center for each pixel in the input image, and all points
with the same class center can be regarded as a set of clusters.
When segmenting with the mean shift, each point on the input
image (x, y) can be regarded as a set of multidimensional data
consisting of coordinates and RGB color values (x, y, r, g, b),
and the mean shift algorithm uses the window scan space to
find the region with the highest density in the input multi-
dimensional data. For one image, the spatial position of each
point, that is, the range of the corresponding coordinates (x, y)
in the image, is significantly different from the range of the
RGB color values, so for these two dimensions, two different
size windows can be used for clustering in the algorithm.
When the mean shift window moves, all the points that
converge to the same peak after the window transformation
will form the same cluster and form the cluster under this
peak. This relationship acts on the image to form the region
segmentation effect of the image.

FIGURE 5. Network structure combining deep structure and kernel
mapping [30].

C. STEP 2: TARGET RECOGNITION BASED ON THE DEEP
KERNEL CLASSIFIER
Kernel regularization technology is used to achieve fast visual
recognition based on a neural network, and the use of stochas-
tic gradient descent effectively improves the accuracy and
speed of visual recognition and provides a research frame-
work for subsequent deep kernel learning. Therefore, before
selecting a suitable deep kernelmapping structure, we investi-
gated the corresponding theories of deep multicore mapping.
During the accumulation and investigation of deep multi-
core mapping theory, after collating the data and literature,
we mainly focused on three common methods from shallow
core mapping to deep core mapping at this stage:

k(xi, xj|θ )→ k(g(xi,w), g(xj,w)|θ,w) (9)

where g(xi,w) is a nonlinear feature map obtained from the
deep structure. In this way, the results of feature extraction
from the deep structure are further processed by kernel map-
ping, and the performance of feature extraction is improved
by combining the two methods. The network structure is
shown Fig. 5 [30].
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For the application of core mapping in support vector
machines, there are also corresponding structural extensions
of multilayer and multicore SVMs. The network structure
extension from the multicore SVM to the multilayer multi-
core SVM is shown in Fig. 6.

FIGURE 6. Schematic diagram of a Sallen-Key filter circuit.

First, the single-core mapping is extended to a linearly con-
nected multicore structure, and then each single-core map-
ping is extended to a multicore mapping structure using the
multilayer multicore structure to improve the feature extrac-
tion capability, thereby improving the classification result of
the SVM. Although the multilayer multicore structure is also
a deep structure, its composition is still linearly connected.
The feature extraction structure of deep multicore mapping
based on the network structure is shown in Fig. 7.

FIGURE 7. Basic deep multicore mapping structure.

In the deep multicore mapping structure above, the fully
connected structure of the deep belief network is used as
a reference. Each unit is a basic core. The basic cores in
the layer are independent of each other. The basic cores
between the layers are fully connected structures. Therefore,
the weight coefficients of the basic kernel are also optimized
in layer-by-layer optimization during training. The entire
depth structure is functionally equivalent to an extension of
kernel mapping, and the feature extraction performance has
been improved.

To propose a deep multicore mapping structure suitable
for the target feature extraction of remote sensing images,
in the previous work, the basic deep multicore structure was
introduced into the target feature extraction and recognition
of remote sensing images. While verifying its adaptability,
it was compared with the traditional single-core single-layer
mapping with other deep learning structures. For single-layer
single-core mapping feature extraction, the general method
can use a combination of multiple basic cores to construct a
single-layer multicore mapping to improve the feature extrac-
tion capabilities. The deep multicore mapping method can be
regarded as the nesting of kernel functions to achieve multi-
level expansion, and the kernel mapping expression formula
for layer l is:

K (l) (x, y) = 8(l)
(
. . . 8(1) (x)

)
·8(l)

(
. . . 8(1) (y)

)
(10)

When the core mapping of each layer is expanded from a
single core to a combination of multiple basic cores, a multi-
layer multicore mapping network is realized, and its expres-
sion formula is:

K (l) (x, y) =
{
θ
(l)
1,1K

(l)
1,1

(
θ
(l−1)
1,1 K (l−1)1,1 + · · ·

)
+ · · · θ

(l)
h,mK

(l)
h,m (. . .)

}
(11)

K (l)h,m represents the m-th basic kernel in the l-th row and

h-th set, and θ (l)h,m is the weight value corresponding to the
basic core. The basic deep multicore structure used in this
paper is a deep structure that adjusts the number of layers
and the number of units. The basic deep multicore structure
is similar to the deep confidence network in the connection
method and uses full connections between units at different
layers and no connection structure between the units in the
same layer. The difference is that the deep belief network
optimizes the network by optimizing the probability between
the connected units, while each unit of the deep multicore
structure consists of a basic core. Each basic kernel selects
its type and internal parameters before training, and each
iteration during the training process uses a layer-by-layer
optimization strategy to obtain the optimal solution of the
weights of each basic kernel. The weight update formula is
as follows:

θ t+1k ← θ tk − γk
∂TSpan
∂θk

(12)

where γ is the learning rate, TSpan comes from the loss func-
tion, and the leave-one-out method is used to solve the loss
function. The loss function formula is shown in equation 3-x:

L ((x1, y1) , . . . , (xl, yl)) ≤
l∑

p=1

φ
(
α0pS

2
p − 1

)
=: TSpan

(13)

Data xp are mapped to a high-dimensional space
through kernel mapping to obtain 8Kp

(
xp
)
, and Sp
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is the distance from point 8Kp
(
xp
)

to 0p, 0p ={∑
i6=p,α0i >0

λi8Kθ (xi)
∣∣∣∑i6=p λi = 1

}
.

The training process of deep multicore mapping feature
extraction is as follows:

Algorithm Deep Multicore Mapping Feature Extraction
Network Training Algorithm Process
1. Input: training data and label, set initial value of the learn-
ing

rate γ and initial value of the weight θ li =
1
m , for i =

1, . . . ,m
2. for t = 1, 2, . . . execute

Use K (l)(θ t ) to optimize the deep kernel mapping structure
3. for k = 1, 2, . . . execute θ t+1k ← θ tk − γk

∂TSpan
∂θk

4. When the cycle number or stop condition is reached, exit
the cycle and complete the network training

III. EXPERIMENTAL RESULTS
A. PUBLIC DATA SET VALIDATION
1) EXPERIMENT 1: UC MERCED LAND USE DATA SET
VALIDATION
The UC Merced Land Use data set is a 21-level remote
sensing data set of land use images for research, with a total
of 100 types of images extracted from the USGS National
Map urban area image series and used in urban areas all over
the country. The pixel resolution of the public domain image
in this data set is 1 foot, and the pixel size of the image is 256 ∗

256. There are 2100 scene images in 21 categories, including
100 in each category.

In the experiment, 80% of the UC Merced Land Use data
set was used as the training set, and 20% was used as the test
set. In the first experiment, no transfer learning method was
used, and the remote sensing target recognition network was
directly trained with a small data set. As seen from the figure,
the accuracy of the test set is only 59%. For the direct training
and learning of small data sets, the performance results of the
convolutional neural network model are not ideal. The main
reason is that the quantity of remote sensing target data sets is
too small to meet the demand of the deep network. To solve
the problem of small samples in deep learning networks,
transfer learning is introduced in deep learning networks to
improve the experimental results.

First, the ImageNet data set is used for pretraining. The
ImageNet data set is quite large, and the targets in its images
and the targets in remote sensing images have certain sim-
ilarities in their nature, so the method of transfer learning
can be used to optimize the deep convolutional network.
The ImageNet data set is used to pretrain the original model
of remote sensing target recognition, initialize its interlayer
parameters, and retain the convolutional layer weights. Then,
its loss layer and softmax layer are modified to suit our
classification task, and then the UC Merced Land Use data
set is used to fine-tune the loss layer and softmax layer. For
the problem of insufficient data sets in the training process,

FIGURE 8. Accuracy of the data set before pretraining.

FIGURE 9. Accuracy of the data set after pretraining.

this approach expands the data set so that the number of
labeled data is multiplied. The expanded data set is trained.
Under the condition of other training parameters and the
same environment, through many experiments on the tar-
get data set, the accuracy of target recognition is improved
by 3 ∼ 5 percentage points by expanding the data.

2) EXPERIMENT 2: MSTAR DATA SET VALIDATION
This part of the experiment uses MSTAR as the experimental
data. The experimental data use the measured SAR ground
stationary target data published by the MSTAR program
supported by the United States Defense Advanced Research
Projects Agency (DARPA). The sensor collecting this data
set is a high-resolution spotlight synthetic aperture radar with
a resolution of 0.3 m × 0.3 m. It works in the X-band,
preprocessing is performed on the collected data to extract
sliced images with a pixel size of 128 × 128 containing
various types of targets. Most of these data are SAR slice
images of stationary vehicles, including a variety of vehicle
target images obtained at various azimuth angles. Some target
images are shown in Fig. 10.
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FIGURE 10. Partial SAR target data set image.

The deep belief network is used for feature extraction, and
then the classifier is trained to obtain a classification model.
The classification effect is tested using test data. The process
is as follows:

1) Data preprocessing: The image data are converted into
the corresponding input data form of a deep belief network.

2) Data reading: The input data and the labels for the data
are read.

3) Model training: Network initialization and signal for-
ward propagation is performed, and then the reverse feedback
algorithm is used to train through iteration to obtain the
training model.

4) The application effect of the extracted features in clas-
sification is verified on the test data.

In the SAR image classification experiment based on deep
belief networks, the performance of the network extraction
features is tested from three aspects and evaluated using two
evaluation indicators: the operation time and classification
error rate. The feature extraction effects of different layers
of DBNs and different numbers of units in DBNs are shown
in Table 1 and Table 2.

TABLE 1. Experimental results of SAR images using DBNs with different
layers.

It can be seen from the experimental results that the actual
effects of deep belief networks are impacted by many factors,
and the number of different hidden layers and the number of
units affect the computing time and error rate. As the number
of layers and the number of units in a layer increase, the com-
puting time increases, and different network structures have

TABLE 2. Experimental results of SAR images using DBNs with different
numbers of units.

TABLE 3. Comparison of the DBN with the single-kernel function
extraction method.

different classification error rates, but the classification error
does not simply decrease with an increasing number of layers.
Therefore, when the depth structure is introduced into the
remote sensing image target application, the optimal struc-
ture and the corresponding optimization algorithm need to
be analyzed. Compared with the shallow SVM based on a
single kernel function, deep belief networks still present great
improvements, which proves that the deep structure improves
the performance of shallow kernel mapping in feature extrac-
tion. The results are shown in Table 3.

Through the collation and comparison of the experimen-
tal results, it can be shown that the deep structure greatly
improves the feature extraction performance of the shallow
mapping structure. Based on this result, the following work
can improve the feature extraction performance of kernel
mapping in remote sensing image targets through the deep
structure.

In the experiment, the same SAR image target as the deep
belief network experiment is used as the verification object.
Ten types of tank targets at different angles are selected as
the data set. The original pictures in the MSTR data set are
preprocessed, and they are cropped to a consistent size. Then,
1000 images are selected as the training set, and 1000 images
are selected as the test set. In the subsequent experiments,
to test the effect of the number of samples in the data set
on the feature extraction results, the other conditions remain
unchanged, and a training set with 400 images and a test set
with 400 images are used to perform a comparison test for the
data objects.

Different data sets are constructed to verify the feature
extraction effects in two modes and compare the target clas-
sification results after deep kernel mapping feature extraction
with other common methods. First, the feature extraction
effect is verified through classification tasks. The ordinary
SVM only supports two classification methods, so different
categories of targets are combined in pairs, and then a data
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TABLE 4. Target classification results of deep kernel mapping.

TABLE 5. Target detection results of depth kernel mapping.

set is constructed according to the combined structure. The
effect of deep kernel mapping structure feature extraction
on classification is verified under two results, and it can be
shown that the deep structure greatly improves the feature
extraction performance of the shallow mapping structure.
Based on this result, the following work can improve the
feature extraction performance of kernel mapping in remote
sensing image targets through the deep structure.

In the experiment, the same SAR image target as the deep
belief network experiment is used as the verification object.
Ten types of tank targets at different angles are selected as
the data set. The original pictures in the MSTR data set are
preprocessed, and they are cropped to a consistent size. Then,
1000 images are selected as the training set and 1000 images
as the test set. In the subsequent experiments, to test the
effect of the number of samples in the data set on the fea-
ture extraction results, other conditions remain unchanged,
and a training set with 400 images and a test set with
400 images are used to perform a comparison test for the data
objects.

Different data sets are constructed to verify the feature
extraction effect in two modes and compare the target classi-
fication results after deep kernel mapping feature extraction
with other common methods. First, the feature extraction
effect is verified through classification tasks. The ordinary
SVM only supports two classification methods, so different
categories of targets are combined in pairs and then a data
set is constructed according to the combined structure. The
effect of deep kernel mapping structure feature extraction on
classification is verified under two different data set sizes.
The results are shown in Table 4.

Through five groups of dichotomous tasks, the feature
extraction results of deep kernel mapping are verified for
different objects and different size data sets. The same set of
network parameters performs slightly differently in the clas-
sification tasks of different targets, but the overall accuracy

TABLE 6. Comparison of classification results of deep kernel mapping
and other algorithms.

is improved with the deepening of the structure. An increase
in the data volume of the data set improves the classification
accuracy, but the computing time also increases. Therefore,
in subsequent research, it will be necessary to optimize the
data and network structure according to the operation speed
and algorithm performance in practical applications. After
verifying the results of the classification problem, the perfor-
mance of the deep kernel mapping in monitoring is shown
in Table 5.

There are differences in the detection accuracy among
the five categories of targets, indicating that the differences
between each category and other categories are dissimilar,
and there are also differences in the performance of feature
extraction for different targets. However, with an increase in
the structure depth, the detection performance is improved.
These findings show that the depth structure can improve
the ability of kernel mapping in remote sensing image fea-
ture extraction, but for various specific targets and detection
tasks, it is necessary to optimize the structural parameters to
improve its performance.

Under the same computing resources and data objects,
we compare the classification performance of the common
methods of feature extraction in the target classification task.
The support vector machine using the RBF core is selected in
the single-core mapping, and a deep confidence network with
a four-layer network structure is chosen. The convolutional
network uses a common AlexNet model. The classification
results of each method are shown in Table 6.
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FIGURE 11. Some examples of experimental results.

By comparing the classification results of feature extrac-
tion based on deep kernel mapping with the classification
results of other methods, it can be found that the deep multi-
coremapping feature extraction has the best effect. Compared
with ordinary single-core mapping algorithms, the accuracy
rate is greatly improved, indicating that the deep structure
can improve the feature extraction performance of the ker-
nel mapping algorithm. This approach provides a basis for
subsequent deep kernel mapping feature extraction research
in this paper and optimizes the algorithm for the mapping
structure and parameters based on the basic depth structure,
the existing loss functions, and the number and types of kernel
functions.

B. VERIFICATION ON A SELF-BUILT DATA SET
To verify the performance of the algorithm on full-color
(black and white), multispectral (color), and infrared and
SAR satellite remote sensing images, a full-color, multi-
spectral remote sensing image data set is employed. The
statistics of the remote sensing images currently available
are shown in Table 7, with a total of 760 categories and a
resolution of 0.5 m. Collected port source data have a total
of 1121 images containing targets of the type< Port>with a
resolution of 0.5 m. The collected <Oil tank> target images
are high-resolution images with a total of 900 images with
a resolution of 0.5 m. The collected <Ship> target images
are high-resolution images with a total of 533 images with

TABLE 7. Visible light remote sensing data set.

a resolution of 0.5 m. For the target type of <Airport>,
a total of 500 instances of airport data with a resolution
of 6 m or more were collected. For the target of <Bridge>,
a total of 558 instances of source data were collected with a
resolution of 6 m or more.

In supervised learning, the quality of the data labels is
very important. High-quality labeled images can make the
model achieve better detection results. For the aforemen-
tioned remote sensing image data, it is necessary to assign
labels, generate a training set and send it to the network
for training. The image annotation tool is used to circle the
target position in the image, and a corresponding XML file
for each image is generated. The XML file contains the
coordinates of the target position, the label of the target, and
other information.

Although we have obtained as much remote sensing data
as possible, the amount of data is still slightly insufficient for
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TABLE 8. Visible light remote sensing data set.

deep learning-based training networks. To better enhance the
training data, the data set is expanded in the following two
ways. The lighting of the source data is changed, the data
are rotated at different angles, and the label file is modified
accordingly to accommodate the rotation.

The experimental results are shown in Fig. 11, and the
statistical experimental results are shown in Table 8. The
average recognition rate is 84.125%.

C. DISCUSSION
After a comprehensive verification on public data sets and
self-built data sets, the method proposed in this paper obtains
the best recognition efficiency. Compared with the traditional
RBF core SVM, DBN structure and CNN structure, the pro-
posed method based on deep multicore mapping achieves the
best performance under the same computing resource condi-
tions. Therefore, it shows that this method has an advantage
in achieving closed target recognition. At the same time, this
method has no strict restrictions on the imaging methods of
remote sensing images and has good performance for SAR
and visible light imaging.

IV. CONCLUSION
This paper proposes a remote sensing image target recog-
nition method based on deep saliency kernel learning anal-
ysis that uses target region extraction based on the visual
saliency mechanism and implements a nonlinear deep kernel
learning saliency feature analysis method to realize target
extraction and recognition. A deep kernel mapping architec-
ture for remote sensing image classification is proposed by
combining kernel mapping and deep learning, which solves
the problems of the similarity degree of the input vector of the
kernel mapping function, the structure of the kernel mapping
function and the structure of the kernel mapping learning
network. The proposed architecture can effectively improve
the adaptability of the learning model to the target extraction,
more accurately describe the data from the input space in
terms of the nonlinear mapping relationship, and enable the
data belonging to different classes to achieve better discrimi-
nation in the nonlinear mapping space. The experiments show
that the features with higher resolution can be used to improve
the target classification accuracy.
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