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ABSTRACT Ever since the pandemic of Coronavirus disease (COVID-19) emerged in Wuhan, China, it has
been recognized as a global threat and several studies have been carried out nationally and globally to predict
the outbreak with varying levels of dependability and accuracy. Also, the mobility restrictions have had a
widespread impact on people’s behavior such as fear of using public transportation (traveling with unknown
passengers in the closed area). Securing an appropriate level of safety during the pandemic situation is a
highly problematic issue that resulted from the transportation sector which has been hit hard by COVID-19.
This paper focuses on developing an intelligent computing model for forecasting the outbreak of COVID-19.
The autoregressive integrated moving average (ARIMA) machine learning model is used to develop the best
model for twenty-one worst-affected states of India and six worst-hit countries of the world including India.
The best ARIMA models are used for predicting the daily-confirmed cases for 90 days future values of six
worst-hit countries of the world and six high incidence states of India. The goodness-of-fit measures for the
model achieved 85% MAPE for all the countries and all states of India. The above computational analysis
will be able to throw some light on the planning and management of healthcare systems and infrastructure.

INDEX TERMS ARIMA models, autocorrelation function, infectious disease, Ljung-box test, partial
autocorrelation function, pandemics, time series models, white residual, transportation.

I. INTRODUCTION
In the end, The COVID-19 (SARS-CoV-2) pandemic poses
an unprecedented threat to global public health. It has been
reported as the most harmful contagious disease since the
1918 H1N1 influenza pandemic. According to the World
Health Organization (WHO), COVID-19 situation report [1]
as on March 31st, 2021, the pandemic has infected more than
128 million people worldwide with the USA reporting the
highest number of cases (30,462,210), followed by Brazil
(12,748,747), India (12,221,665), France (4,705,068), Russia
(4,494,234) and United Kingdom(4,359,982) on the sixth
position. The worldwide death toll stands at 2,815,939 with
the highest number of deaths reported from the USA
(552,352) followed by Brazil, Mexico, India, the UK, Italy
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while the number of recovered cases is 73,111,302. The dis-
ease has been spreading very aggressively, affecting most of
the countries or territories globally. The SARS-CoV-2 virus
belongs to the β-coronavirus family which is prevalent and
has many possible natural hosts. This characteristic of the
virus creates major hindrances for the prevention and cure of
the infection. SARS-CoV-2 is highly infectious but low mor-
tality rate [2] comparing with severe acute respiratory syn-
drome and Middle East respiratory syndrome coronaviruses
(SARS-CoV and MERS-CoV) respectively. Another study
from Peking University suggests that SARS-CoV-2 infection
is in all likelihood caused by snakes [3], but it is later refuted
by another study [4]. However, using gene-sequencing tech-
nology [5] a finding of the research from Wuhan Institute of
Virology established a similarity of 96.2% between SARS-
CoV-2 and bat coronavirus. However, the identification of
infected people is very much important for the reduction
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of virus spreading. People gathering at public transportation
especially during rush hour (closed spaces with poor ven-
tilation) can cause uncontrolled virus propagation. Due to
this fact, an infected person should refrain from using public
transportation.

Another study made by Xu et al. [6] using macro-genomic
sequencing, molecular biological detection, and electron
microscopic analysis achieved 99% similarity between
SARS-CoV-2 strain taken from pangolins and the virus
strains which is currently infecting humans.

COVID-19 is a highly infectious disease caused by severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
and transmitted through respiratory droplets or with infected
droplets. The coronavirus infections are infectious during the
incubation period that may take 2 to 14 days to appear [7];
moreover, there is no approved vaccine or specialized med-
ication available. The average number of people being con-
taminated by a single patient [8] varies from 1.5 – 3.5.

The novel coronavirus 2019 disease first emerged from the
seafood markets of Wuhan, China on 31st December 2019.
As of May 22, 2020, the number of infections in China stood
at 82,971 with a death toll of over 4634. However, the overall
case fatality rate in China diagnosed as of February 11,
2020 [9] is estimated to be 4.5% but in the age group of 70-80,
it goes up to 8.0% while for above 80 it increases to14.8%.
In addition, persons above the age of 50 with the ailments
like diabetes, cardiovascular disease, and respiratory-related
disease are more prone to become a victim of this disease.

The paper is organized as follows: Section I introduces
the research work, Section II outlines the objectives and
contributions of the study. Section III presents reviews of the
literature, and Section IV presents the proposed models and
methodologies to be used in this research. Section V explains
the experimental techniques and analysis of the experimental
findings. Section VI provides a discussion of the study fol-
lowed by conclusion and limitations with future projection in
Section VII and VIII respectively. Section IX represents an
exhaustive bibliography.

II. OBJECTIVES & CONTRIBUTIONS OF THE STUDY
The objectives of the present study are as follows:

1) Developing the best ARIMA Models for twenty-one
states of India and the top six countries of the world
for evaluating the spread of the outbreak.

2) Studying the growth pattern and forecast of the out-
break for six most affected states of India and top
six most affected countries including India employing
ARIMA Model.

3) Studying the impact of lockdown on the incidence
pattern of the disease only for India.

The contribution of the present study is outlined below
which is obtained by achieving the above objectives. This
paper focuses on an interesting aspect of the COVID-19 out-
break. The significant contributions are as follows:

1) The model provides an understanding of the number of
people affected daily by this disease.

2) The forecasting of ARIMA models depicts 90 days
future growth trend for confirmed cases for all six
countries and six high incidence states of India.

3) The proposed model has achieved around 85% in terms
of accuracy for all six countries and the six states of
India.

This study will help to identify the factors which influence
the growth pattern of incidence that may help to prioritize the
challenges.

III. LITERATURE SURVEY
A student who returned from Wuhan, China on January 30,
2020, was identified as the first COVID patient in India
and after that, no further cases were reported to increase
the growth of the disease for a month [10] except three
initial cases between January 30 and February 3, 2020. Since
March 3, 2020, there has been a gradual increase in the
number of infections until March 25, after that exponential
rises of the cases are observed in different states of India.
However, to contain and prevent the community transmis-
sion [11] of the disease, the Government of India enforced
some early interventions like an international travel ban and
a strict nationwide lockdown, limiting the movement of the
1.3 billion population of India. The phase 1 lockdown was
imposed on 25 March for 21 days followed by phase 2 on
15 April, phase 3 on 4 May, and phase 4 on 18 May and
phase 5 with a three-phase unlock plan that continued for the
containment zone till 30th June 2020. The effect of lockdown
is reflected in the spread of infections [11] across all the states
of India which appears to be heterogeneous. Although the
public health infrastructure of the country is inadequate to
counter the enormity of the pandemic, the improvisations of
diagnostic infrastructure have enabled the Indian Council of
Medical Research (ICMR) [11] to increase its testing capacity
to 3 lakh samples per day and further planning to scale up
testing facility to tackle the migration of workers in states
like Uttar Pradesh, Bihar, West Bengal, and Odisha. On the
contrary, the mortality rate (14.27) which is still low in the
world could be attributed greatly to the factors like hot and
humid climate [12], high proportion of young people and
BCG vaccinations [13] but these studies are in preliminary
stages require more research to establish.

The forecasting of time series data predicts the future val-
ues employing mathematical and statistical techniques based
on some specific assumptions considered for the underly-
ing system [14], [15]. There are several predicting models
available, each of them depends on a certain methodology
and behave differently under different assumptions over the
temporal evolution of the system [16]. Problems from various
fields of science viz, information systems [17], electrical
engineering [18], medical diagnosis applications [19]–[22],
power management [23] and stock market [24] are addressed
successfully by time series forecasting models. Again, this
time series forecasting method can be split into two cat-
egories: short-term and long-term forecasting while short-
term forecasting generates a robust prediction of even a few
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hours ahead future values [25] by performing exhaustive
analysis and computation of the underlying assumptions.
On the other hand, long-term forecasts predict very long
future values by analyzing the trend of the series and the
parameters involved [26]. Hence, short-term predictions can
be employed for clinical situations and long-term predictions
assess patient’s conditions even after many years.

In the past, the world has experienced several pandemics
such as influenza, SARS, HIV/AIDS, and Ebola which orig-
inated in animals, induced by viruses [37], and assumed to
evolve by socioeconomic fluctuations, ecological or environ-
mental conditions. The last pandemic influenza 1 (H1N1)
started in 2009 and escalated globally within a very short
period. The resurgence of the disease [38], [60] was caused
due to the antigenic drift and shifted to different parts of the
world from time to time. Although, many of the scientific
findings claim that COVID-19 is similar to a coronavirus
family that originated from bats and the intervening host may
be pangolin but it is still unresolved.

Several extensive works for prediction of the escalation
of COVID-19 has been carried out using machine learning
algorithms [28] such as neural networks for deep learn-
ing, polynomial fitting and exponential smoothing. Artifi-
cial intelligence (AI) have already proved their efficiency
in predicting complex healthcare problems [29]–[31] like
cancer, neurodegenerative disorders etc., with high precision.
AI-drivenmethods [29] can be useful to predict the severity of
the outbreak and can control the transmission of the disease.
However, the neural network has encountered over-fitting
problem due to small volume of data and polynomial fitting
also faced the same problem with high bias [34]. The reason
is because the trend of the spreading of the disease changes
in different phases of the lockdown over time, these model
shows variations in their pattern.

The study proposes to use ELM [54] with a fully con-
nected layer to provide a real-time training phase. Besides,
ELM’s stochastic nature brings about an extra-uncertainty
problem, particularly for high-dimensional image processing
systems. Due to the stochastic choice of the input weights
and biases in ELM, it leads to ill-conditioned matrices to
system producing non-optimal solutions. To alleviate this
issue, a novel meta-heuristic algorithm called Chimp Opti-
mization Algorithm (ChOA) [54] to improve ELM condi-
tioning and ensure optimal solutions is employed. Although
different types of ELM [55]–[57] are now accessible for
detecting image and classifying problems. Therefore, many
researchers have worked extensively applying mathematical
and statistical models [32] to understand the Spatio-temporal
dynamics of COVID-19 outbreaks. These models gave a new
impetus to understand the public policy for proper selec-
tion and allocation of resources and public health interven-
tions [33] during the pandemics. Timely forecasts of the
measures namely, peak time, peak height, and enormity dur-
ing the pandemic would be beneficial for making reliable
predictions for healthcare resources and manpower. When
the capacity to develop, evaluate manufacture, distribute and

administer effective medical countermeasures such as vac-
cines, diagnostics, therapeutics are inadequate to meet the
burden of emerging outbreaks of infectious diseases, public
health measures and supportive clinical care remain the only
feasible tools to slow down the emerging outbreak. Under
such circumstances, decision-making can be an alternative
by the use of appropriate data and advanced analytics such
as infectious disease modelling. Further new applications of
data science and statistical analysis to disease outbreaks could
provide support to decision-makers during a public health
crisis. The models used to forecasts the trends of the outbreak
and on which epidemiological stage the country is going
through are based on regression models, Facebook Prophet,
SEIR model, ARIMA model, prediction rules [34]–[37], etc.

The ARIMA model [41], [27] is a time series model,
designed basically for economic applications. However, for
the past few decades, it has been widely used by health-
care researchers to predict different aspects of infectious
disease. Generally, the model removes the high-frequency
noise present in the data, identifies the local trends based on
linear dependence, and then forecasts the future trends [38].
Usually, time series models demonstrate high ability of pre-
diction and extensive applicability than non-temporal meth-
ods [42]. So far as the use of the model is concerned, other
than predicting the severity of the disease, it has been used
to predict 3 days the number of hospital beds occupied and
planning of other critical resources during the pandemic of
severe acute respiratory syndrome (SARS) [43], [58], [59].
In addition, this analytical tool helps healthcare managers and
researchers to measure the healthcare interventions in a spe-
cific population. Gupta and Pal [44] have used the ARIMA
model to predict the number of infected cases in India for the
best case, worst case, and average-case scenarios.

Even though the model displays high performance, still it
has some constraints which curtail its range of applications
such as:

1) Maintains a linear relationship between the depen-
dent and predicting variables instead of reflecting
the actual non-linear relationship exist in the dataset.
2) Assumes the mean and variance of the series is
not time-dependent i.e., stationary [39]. 3) Assumes
the residual time series follows Gaussian distribution.
4) Models are non-static and cannot be used for recon-
structing the missing data.

ARIMA is a parametric method and it forecasts better
for relatively short series when the number of observa-
tions are not adequate for applying advanced machine learn-
ing methods. In [50], six different statistical and machine
learning-inspired time series models were developed for esti-
mating the percentage of active cases for seven days ahead
concerning the total population for the ten countries with
the highest number of confirmed cases as of 4 May 2020.
The comparison of the results of different approaches indi-
cates that the traditional statistical methods namely, ARIMA
and TBAT prevail over deep learning counterparts such as
DeepAR and N-BEATS—an outcome which, due to the lack
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of large amounts of data. As compared to other econometric
models, ARIMA models have been used with success in the
prediction of several diseases [51]–[53].

Hence, in this study, ARIMA model is adopted to under-
stand the incidence and pattern of the trend of the pandemic
coronavirus in the worst hit states of India and top six severely
affected countries of the world. The countries and states of
India have been selected based solely on the severity and
high density of the infection in those locations as compared
to others.

IV. PROPOSED METHOD DESCRIPTION &
METHODOLOGY
The three main variables of this study are the number
of confirmed cases, number of recoveries, and number of
deaths. This study mainly focuses on developing the statisti-
cal regression models for forecasting the incidence, peak and
trend of the outbreak.

A. PROPOSED AUTOREGRESSIVE INTEGRATED MOVING
AVERAGE FORECASTING MODEL
ARIMA model can be applied to many real-time non-
stationary time series problems like socio-economic, business
and epidemiological studies [45] for prediction and analysis.
In this paper, the non-seasonal ARIMAmodel is used to study
the incidence of the COVID-19 pandemic in twenty-one
severely affected states of India from 18thMarch 2020 to 31st
March 2021 andworst hit top six countries including India for
the period 30th January 2020 to 31st March 2021. This model
consists of three parts: (i) an autoregressive part (AR), (ii) a
contribution from a moving average (MA), and (iii) an inte-
gration part (I) and the model is denoted as ARIMA (p, d, q).

The autoregressive part AR (p) of the model is assumed
to be a linear combination of the past p observations [38],
and a random error with a constant term. The mathematical
formulation is represented as:

yt = c+
p∑
i=1

ϕiyt−i + εt

= c+ ϕ1yt−1 + ϕ2yt−2 + . . .+ ϕpyt−p + εt (1)

where yt and εt are the target value and random error at
period t , and ϕi(i = 1, 2, . . . , p) are the model parameters
with a constant c. The integer constant p indicates the order
of the model.

The moving average part MA (q) of the model uses past
errors as the explanatory variables and mathematically repre-
sented as:

yt = µ+
q∑
j=1

θjεt−j + εt

= µ+ θ1εt−1 + θ2εt−2 + · · · + θqεt−q + εt (2)

where µ is the mean of the series θj(j = 1, 2, . . . , q) are the
model parameters and q is the order of the model. The ran-
dom error is a sequence of independent and identically

distributed (i.i.d) random variables with zero mean and con-
stant variance.

Integration of these two models develop ARIMA model
and the mathematical formulation [43] is represented as
follows:

yt = µ+
p∑
i=1

ϕiyt−i +
q∑
j=1

θjεt−j + εt (3)

Here, the parameters are defined as:

• µ is the constant term, p ≥ 0 is the order of AR model,
AR(p) refers to the number of lags. d ≥ 0 is the degree
of differencing, I(d) refers to the integration parameter.

• q ≥ 0 is the order of MA model, MA(q) refers to the
number of lags.

• {ϕi} , (i = 1, 2, . . . , p) are the parameters of AR(p)
model

•

{
θj
}
, (j = 1, 2, . . . , q) are the parameters of MA(q)

model
• εt is the random error

Differencing parameter is useful for increasing the sta-
tionarity of the series thereby reduces the mean to zero.
Mathematically it can be represented as:

1yt = yt − yt−1 (4)

The parameter estimation, model building, and forecasting
of the time series datasets consist of the following four phases
of computation:

• Transformation phase: If the visualization of the time
series datasets displays the characteristics of non-
stationarity, then Kwiatkowski-Phillips-Schmidt-Shin
(KPSS) a diagnostic tool [45] [61] can be applied for
stationarity checking. Then the finite difference transfor-
mation technique defined in eq.(4) [38] makes necessary
transformation in the series given in eq. (3) to produce
the time series yt confirming the characteristics of sta-
tionarity. After the transformation, the series is again
tested with KPSS to check if the series is stationary
around the mean or not.

• Model Identification stage: After obtaining the station-
ary series yt from stage 1, the problem of best ARIMA(p,
d, q) model identification at this stage determines the
integer parameter p and q which governs the underlying
process of yt by examining the figures plotted by auto-
correlation function (ACF) and partial autocorrelation
function (PACF) [41] for the stationary series. This is
themost crucial stage of themodel building that involves
fair amount of individual opinion regarding entertaining
more than one structure of the model for further analy-
sis. Thereby, this stage suggests further examination to
narrow down the possible selection of best model from
the candidate models of the series yt.

• Best model estimation stage: This stage estimates all
the candidate ARIMA models explored in the previous
stage to obtain the best model of the series. For this
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purpose, Box-Ljung test [46] can be applied for iden-
tifying the best-fitted model for the series while a con-
ditional sum of square likelihood is used to estimate the
model parameters. This test determines whether or not
the errors are white noise or independent and identically
distributed (i.i.d).

• Diagnostic checking stage: This diagnostic checking
stage checks the adequacy of the model by examining
the ACF and PACF of the residuals to ascertain that
the autocorrelations of the error is very small and the
model is a good fit of the series. Finally, the forecasting
accuracy of the model is studied by calculating the root
mean squared error (RMSE), mean absolute percentage
error (MAPE), mean absolute error (MAE), and mean
squared error (MSE).

The four stages explained above are depicted in the work-
flow diagram of the model shown in Figure 1.Then 80% of
the diseased data is used to train the model while rest 20%
data used for validating and predicting the future values of
the pandemic after minimizing the bias and variance error.
The model predicts 90 days’ future values for the time-series
datasets.

FIGURE 1. Proposed workflow diagram of ARIMA model.

V. EXPERIMENTAL SETUP AND ANALYSIS
All of the above methods are implemented using Python
3.8 version in Jupyter Notebook and executed inWindows 10,
Intel(R), core-i7-7500UCPU@2.70GHz and 12.0 GBRAM.
The packages which are used for prediction and visual rep-
resentation of the findings are as follows: NumPy, pandas,
SciPy, Matplotlib, ARIMA, sklearn, matplotlib, seaborn and
statsmodels.

A. DATASET DESCRIPTION
All the datasets used in this analysis for predicting state
wise disease status collected from the sources namely,
https://www.covid19india.org/ [40] and for the six different
countries collected from ‘Johns Hopkins University Corona
virus Data Stream that combines World Health Organi-
zation (WHO) and Centre for Disease Control and Pre-
vention (CDC) case data’. The time-series datasets were
imported using.CSV format.

B. EXPERIMENTAL RESULTS
The computation of the proposed method is carried out as
follows:
• The computation pivots around the daily data of six dif-
ferent countries and twenty-one worst affected states of
India to observe the changes in the trend of the incidence
of the pandemic which is discussed in the following sub
section. The four stages of the ARIMAmodel is applied
to find the best-fitted ARIMA (p, d, q) model for the
given countries and states.The computational procedure
which is followed to build the best ARIMA (p, d, q)
model is explicitly elaborated only for the time series
data obtained for India in this section. For the remaining
countries and states of India, only the best order model
and the supporting Akaike Information Criterion (AIC),
Bayesian Information Criterion (BIC) value, computed
p-value from Box-Ljung test on residuals and predicted
root-mean square error (RMSE) are given without com-
putational details. Then the best models are used for
forecasting the incidence of the disease for India and five
countries of the world. Apart from this, the model of six
most affected states of India is also used for forecasting
the spread of the disease.

C. RESULTS OF BEST FITTED ARIMA(p,d,q) MODEL
Time series plots of confirmed, recovered and deceased data
of India that display the observations on the y-axis against
equally spaced time intervals on the x-axis used to evaluate
the patterns and behaviors of the coronavirus disease over
time is displayed in the Figure2.

1) ANALYSIS OF THE RESULT
The time series plots of the raw data collected for con-
firmed, recovered and death cases of India is displayed
in Figure 2 which clearly shows a consistent increasing or
decreasing patterns with outliers. This behavior reveals the
inherent non-stationary characteristic of the data. The sta-
tionarity checking methods like unit root test determines
in a formal way whether or not the series is station-
ary. A unit root test method namely, Kwiatkowski-Phillips-
Schmidt-Shin (KPSS) [45] is employed on the series data
whose result is presented in Table 1. The p-values of theKPSS
test statistic is less than the critical value 0.05 which rejects
the null hypothesis; ‘H0: The series is stationary’ at 5% level
of significance. Hence, Figure 2 and Table 1 confirm that the
time series data needs transformation to stationary or stabilize
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TABLE 1. Stationarity testing of the time series data using KPSS.

FIGURE 2. Time series graph of COVID-19 cases in India.

the series before being used for assessing the capability or
initiating further improvements.

The time-series datasets with first-order differencing for
recovered and deceased series and second-order differencing
for confirmed series shown in Figure3 ascertain that all the
three series achieve stationarity with zero mean and constant
variance. The formal stationarity test method KPSS is applied
to the first-order and second-order differenced series to obtain
the statistical inference which is recorded in Table 2. The test
statistic results of KPSS show that the p-values are greater
than the critical value 0.05that rejects the null hypothesis;
‘H0: The series is not stationary’ and confirms achieving
stationarity by the series except the confirmed series. Hence,
the results of the test statistic substantiate that all the series
with first or second order differencing have attained the
stationarity.

TABLE 2. KPSS test to check stationarity of differenced data.

The ACF and PACF plots displayed in Figure 4 shows
the first-order differenced data for recovered and deceased
cases and second-order differenced data for confirmed cases.
The analysis of ACF and PACF is necessary for determining
a fitted model for a given time series data and the computed

FIGURE 3. Time series graph of differenced COVID-19 data.

statistical measures shown in Table 2 illustrate the relation-
ship between the observations in a time series data. More
importantly, these plots determine the order of the AR and
MA terms following some rules [47].

Applying the rules [47] on Figure 4 many feasible models
can be computed for confirmed, recovered and deceased
cases. The best model can be determined by finding the
least p-value, RMSE, AIC and BIC. The estimates of the
ARIMA(2,2,2) model is statistically significant as the p-value
is less than 0.05 and the statistical AIC (8464.397), BIC
(8488.821) and RMSE (5260.502) valuesare lower than the
values of other models. Therefore, for confirmed time series
dataset, ARIMA(2,2,2) is chosen as the best model for India.

For the recovered time series dataset ARIMA (1, 1, 1) is
considered as the best model as it has obtained least value
for statistical parameters viz, RMSE value (2169.498), AIC
(2278.089) and BIC (2289.529). Applying the same rule
ARIMA (2, 1, 0) model is statistically significant with param-
eters AIC (3244.521), BIC (3258.655) and RMSE (101.365),
therefore, chosen as the best fitted modelfor deceased cases.
All the estimated values of the parameters and coefficients
of the three best-fitted models chosen for the confirmed,
recovered and deceased time-series datasets of India are sum-
marized in Table 3.

Figure 5(a, b, c) displays the line plot of residual errors of
all three datasets, suggesting that the models have captured
the trend information adequately. Again Figure 5(d, e, f)
shows the density plot of the residual errors of confirmed,
recovered and deceased models, suggesting the errors are
Gaussian with little skewness. Then these fitted models are
tested with Ljung-Box diagnostic tool where the p-value
found to be very less than the usually chosen critical level
of 0.05 that is shown in Table 4, in consequence the test
is highly significant and therefore the null hypothesis is
rejected, thus the residuals appear to be uncorrelated. This
suggests that the residuals of the best fitted ARIMA(2,2,2),
ARIMA(1,1,1) and ARIMA(2,1,0) models are white noise,
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FIGURE 4. ACF and PACF of differenced data.

TABLE 3. Results of best ARIMA models.

TABLE 4. Ljung-box test of best ARIMA models.

as a result, the models fit the series pretty well indicating that
the parameters of the models are significant and the residuals
are uncorrelated.

The plots in Fig. 7 comprising ACF and PACF plot of the
residuals of the three models. The time plots of the residuals
of the three best models clearly show that the residuals appear
to be randomly scattered, no evidence of the correlation
among the error terms. Therefore, the residual of errors are

considered as an independent identically distributed (i.i.d)
sequencewith constant variance and zeromean. TheACF and
PACF plots of the residuals of the three best models displayed
in Fig. 7 shows some spikes at the lower lags of recovered
model and one significant spike at 7th lag of the confirmed
model which can be ignored. The remaining spikes lies within
the confidence boundary indicating that the residuals aremost
likely uncorrelated.
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FIGURE 5. Residuals and density plots.

TABLE 5. Best fitted ARIMA model for top six worst affected countries (Confirmed cases).

For the remaining countries viz, USA, Brazil, France, Rus-
sia and UK only best ARIMAmodels for confirmed cases are
given in Table 5 following the same experimental procedure
as used for India. Table 5 records the best ARIMA model,
computed p-value using Ljung Box test, AIC, BIC and pre-
dicted RMSE values for the above countries including India.
The results established that the first order differencing is
sufficient for the time-series data of USA, Brazil, Russia,
France and UK to attain stationarity except India which
needs second order differencing for attaining stationarity.
Also the p-value is highly significant for all the mod-
els. As it is known that AIC and BIC are both penalized
likelihood criteria and they try to balance good fit with
parsimony. The lower the value of AIC and BIC the model
is more closure to the true model. However, as the RMSE
is scale dependent, one cannot assert a universal number
as a good RMSE. As per our understanding, lower the val-
ues of RMSE better is the fitting and also it is a measure
of how concentrated the data around the line of best fit.
Therefore, based on the diagnostic metrics viz, computed
p-value using Ljung Box test, AIC, BIC and predicted RMSE
value, all the six models can be declared as the best fitted
model.

Similarly, following the same computational procedure
best ARIMA model for confirmed cases of 21 most affected
states of India are designed. For all 21 states, computed
p-value using Ljung-Box test, AIC, BIC and predicted RMSE
values of the best ARIMA model are recorded in Table 6. All
the models have realized least statistical Ljung-Box p-value,
AIC, BIC and predicted RMSE to become the best fitted
model. Only the confirmed series of Maharashtra and Gujarat
have attained stationarity after second-order differencing.
Only the RMSE value of Maharashtra (2226.635) is very
high comparing with other states and the infection rate is also
much higher. As a result, the higher AIC, BIC and predicted
RMSE values of the state ensure over-fitting of the models.
Also it is evident from the experiment that the residuals of
the ARIMA model are not i.i.d. But for all other ARIMA
models of the remaining twenty states the residuals of the
models are white noise. Thus the residual plots corroborate
the diagnostics that made by Ljung-Box test and the models
fit well to the true model.

2) FORECASTING OF ARIMA MODELS
In the time series modeling, researchers expect to fore-
cast the future values with minimum errors. In this section,
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FIGURE 6. Forecasting trend of confirmed cases of six countries using ARIMA models.

FIGURE 7. Forecasting trend of six most affected States of India using ARIMA models.

the forecasting performances of the ARIMA models of the
confirmed cases of six most affected countries are discussed.
The fitted ARIMA models forecast the outbreak for 90 days
ahead with 95% confidence interval i.e. lower and upper
confidence boundary for 90 days from 31st March 2021.

Figure 6 depicts the observed and predicted plots of con-
firmed coronavirus cases of six worst hit countries. The fore-
cast of USA, Brazil, France, and UK show that the incidence
of the disease will increase moderately for the next 90 days
after 31st March 2021 whereas for Russia it declines steadily.
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TABLE 6. Best fitted ARIMA model for most affected Twenty-One states of India (Confirmed cases).

The forecasting is depicted in Figure 6 (a-f). The predicted
curve of Figure 6 (a, b, d, f) shows the per day infection cases
of USA, Brazil, France, and UK which will reach around
75000, 85000, 50000 and 5000 respectively by the end of
June 2021. Figure 6(e) shows, Russia will reach the ground
by the end of June 2021. Figure 6(c) shows a sharp increase in
the number of confirmed cases of India from April 2021 and
the number of cases will be more than 3lakhs per day by the
end of June 2021.

For analyzing the trend of the pandemic only the best mod-
els of six states of India are considered for further analysis and
prediction. Therefore, out of the 21 developed ARIMA mod-
els, only first 6 models are considered here for forecasting
purpose and the plots are shown in Figure 7(a-f). The states
of Kerala, Karnataka, Tamil Nadu, Andhra Pradesh and Uttar
Pradesh show a moderate growth in the trend of the disease
Figure 7(b, c, d, e, f) whereas the forecast of Maharashtra
Figure 7 (a) shows a steep rise in the growth curve. The
predicted curve of Figure 7(a, b, c, d, e, f) shows the per day
infection cases which will reach around 1.7lakhs, 3000, 5000,
6000, 1800 and 2500 for Maharashtra, Kerala, Karnataka,
Tamil Nadu, Andhra Pradesh and Uttar Pradesh by the end
of June 2021.

Finally, discussing about the estimated value of the per-
formance metrics of ARIMA which is recorded in Table 7
establish that ARIMA model is robust in forecasting the
future trend of confirmed cases of the pandemic. The RMSE

and MAPE values of the ARIMAmodels are very significant
for all the countries. However, the accuracy is more than 86%
for USA, 72% for Brazil, 86% for India, 87% for France,
97% for Russia and 89% for UK. This confirms the efficiency
and efficacy of ARIMAModel for being used as an epidemi-
ological model to study the incidence of the disease.

VI. DISCUSSION
Several researchers have studied the incidence of COVID-19
and forecasted the spread of the disease for various coun-
tries and provinces. Suitable forecasting models capture the
information from the time-series data thoroughly and provide
better understanding of the spread of the disease across the
population which helps to decide pertinent measures to con-
trol the transmission of the infection and increase the capacity
of the healthcare system. At this moment, epidemiologi-
cal solutions are highly essential rather than pharmaceutical
solutions. However, it is crucial to assess the efficiency
of the applied interventions for taking timely actions to
alleviate the pandemic. These timely actions need precise
information about the ongoing disease, accurate growth pre-
dictions, and reassessment of the implemented interventions.
The present study endeavored to forecast the current scenario
using regression models considering the data from 30th Jan-
uary 2020 to 31st March 2021 for five countries and 18th

March 2020 to 31st March 2021 for India which projected the
daily cases very close to the observed cases. ARIMA Model
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TABLE 7. Performance metrics of ARIMA models.

forecast 90 days ahead future values of the daily growth of the
confirmed cases for top six most affected countries including
India and six worst hit states of India. This model is based
on the time-series data of the confirmed cases and forecasts
future cases.A study by Hyndman and Khandakar [26] pre-
dicted using ARIMA model that the expected number of
cases in the worst case may increase up to 700,000 and in
an average case may increase up to 7000 but can be restricted
to 1000 cases by 24th April if very strict measures are taken.
However, the daily cases added on 24th April were 1408 and
the total cases were 24,447 which contradicts the predictions.
Another study by Khan and Gupta [27] using ARIMA model
predicted 50 days daily cases which will go up to 1500 by the
end of 20th March 2020 but the actual per day cases were only
55 and the total cases were 249 which indicates a gross under-
estimation. The ARIMA models developed in this paper pre-
dicted 90 days of future incidence from 31st March 2021 and
the pattern of growth of the disease. The model shows India
will enter to a second wave at the end of March with a
much higher incidence rate. The prediction curve of Kerala
and Andhra Pradesh show an overfitting problem thereby
the forecasting trend may not reflect the future scenario.
The remaining Indian states will enter a second wave most
likely after March 2021. Lockdown was one of the major
interventions imposed by the Government relatively bit early
along with other public health precautions to alleviate the
transmission of the pandemic. It raises an apparent question
on the effectiveness of lockdown over the incidence cases.
The effectiveness of the interventions [48], [49] is measured
by many studies with varying levels of outcomes. The pre-
diction models of France and Russia indicate a second wave
with much severity. However, as discussed above necessitates
the revision of the forecast model in a regular interval as and
when the disease data gets available. Cross-country perfor-
mance was hard to explain and interpret. However, important
factors that should be noted include discrepancies among
the different countries in terms of climatic and geographical
characteristics; in terms of population-related characteristics
such as density; in terms of COVID-19 measures and testing
procedures; and terms of timing, duration, and severity of any
social distancing measures if any that could be implemented
will enhance the prediction in a more effective way.

VII. CONCLUSION
The best ARIMA models developed for six high incidence
countries of the world and six severely affected states of

India project 90 days ahead of future values to understand the
spread of the pandemics. The model predicts very near to the
exact values except for few exceptions. The ARIMA model
selected for the UK is not the best fit. The predicted RMSE,
AIC, and BIC values are reasonable for all six countries. Sim-
ilarly, the predicted RMSE, AIC, and BIC values of ARIMA
models designed for the states of India are quite significant.
The statistical performance metrics prove the efficiency of
the ARIMA Model. The findings of this model may be used
for making plans for possible interventions to strengthen
the healthcare system for better management of the infected
people in India and other countries.

VIII. LIMITATIONS & FUTURE WORK
The main aim of this study is to forecast the trend pattern of
the incidence of the disease. The limitations of the proposed
models not only depend on the underlying assumptions but
many factors viz, the density of population, healthcare sys-
tem, interventions imposed by the administration, economic
and socio-demographic situation. If the data on testing and
screening strategies, policies adopted by different countries,
information about the access of pre-exposure drug profile,
and robustness of the healthcare system would be available
for analyzing the existing information, one can incorporate
these statistics to develop a robust predictive model. Also,
the adoption of multivariate time series modeling that takes
into account other factors that are either directly or indirectly
related to the spread of the pandemic could predict more
effectively. Another future ambition would be to use some
form of transfer learning to bring learnings from one country
to another.
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