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ABSTRACT The application diversity and evolution of AI accelerator architectures require innovative DFT
solutions to address issues such as test time, test power, performance and area overhead. Full scan DFT,
because of its enhanced controllability and observability, is an industrial de facto test strategy. However,
it may not yield an optimal test solution with stringent design constraints of edge-based AI accelerators.
In this paper, a novel test architecture based on selective-partial scan is proposed for performance, power
and area (PPA) overhead constrained edge-based systolic AI accelerator. In this architecture, the structural
test patterns are applied partly in functional manner, which reduces the testability problem of an array to
that of a single processing element (PE); thus, resulting in reduced test time and test data volume. Moreover,
a delay fault testing method based on Launch-on-Capture is presented for the partial scan based proposed
architecture. Experimental results show that proposed architecture is efficient in terms of test power and test
time when compared to full scan DFT.

INDEX TERMS Design for testability, systolic arrays, TAM, testing.

I. INTRODUCTION
Currently, most of the artificial intelligence (AI) applica-
tions are running on clouds/datacenters. However, with an
enormous amount of data being produced by the consumers,
there is a growing need for edge AI accelerators. The edge
computing offers a cost-effective and low data bandwidth
solution by bringing data processing local to the source of
data, with improvement in the response time [1], [2]. Recent
AI resurgence has been due to deep neural networks (DNNs),
which process more hidden layers and result in increased
classification accuracy [3]. Moreover, there is a growing
interest in convergence of DNN processing capabilities with
the edge computing devices to enhance application paradigm
[4], [5]. NVIDIA, Google and Tesla have already introduced
specialized accelerators for edge inference applications
[6]–[8] with smaller physical and power footprint.

Several DNN hardware accelerators are being developed
for inference tasks on application specific integrated cir-
cuits (ASIC) [9]–[11]. ASIC based AI hardware accelerators
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usually favor spatial dataflow architectures, which enable
transfer of data between neighboring processing elements
(PEs). This pipelined dataflow avoids the need for fre-
quent memory read operations that result in energy opti-
mization [10]. Variants of weight-stationary systolic array
are used to accelerate the CNN inference with low power
consumption in [12]–[14]. Essentially, a weight-stationary
systolic array allows reusability of weights in implementing
subsequent layers of DNN. This architecture has also been
adopted by Google Inc. for their industrial Tensor Processing
Unit (TPU) [9] due to its low bandwidth feature.

Recent study has shown that error resilience of AI is
insufficient to overcome the effects of stuck-at-faults for
weight-stationary systolic array. As only 0.005% faulty PEs
can degrade the classification accuracy for up to 74.13% [15].
The reason for such drop in accuracy is that the stuck-at-faults
frequently affect the higher order bits of the MAC output.
This shows that in addition to yield enhancement, the fault
coverage (FC) is also crucial for reliable DNN operation.
Moreover, the edge-based AI hardware requires small physi-
cal and power footprint. The main limiting factor with scala-
bility of full scan DFT approach in terms of test overhead is
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the addition of an extra scan MUX logic (per Flip Flop) and
additional routing (for scan chain stitching). Which in case
of an accelerator, multiplies with increasing array size of the
accelerator and may exceed allowed limits of size and power
for an edge based AI accelerator. A full scan based C-testing
approach was proposed in [16], where testability effort has
been confined to single PE. This C-testing approach results
an improvement in test time and test pattern reduction. In this
paper, we propose partial scan based DFT architecture having
low overhead (PPA) for edge-based AI hardware. The key
contributions of this paper are;

• Investigations of conventional test solutions for sys-
tolic array; Sequential ATPG and Full scan are first
implemented for weight-stationary systolic array (based
on TPU model) with FC analysis and associated test
overhead.

• A test architecture based on partial scan and systolic
pattern loading with a built-in checking circuitry is
proposed for weight-stationary systolic array (based on
TPU model).

• Partial broadcasting is proposed for test pattern loading
(for test time synchronization) for arrays of different
sizes (>16 × 16). Test cost of the proposed test archi-
tecture is presented and compared with full scan.

• A delay fault testing method based on Launch-
on-Capture is presented for the proposed architecture.

• Evaluation of the proposed method is also performed
in comparison with Checkerboard based full scan
method [16].

The remaining paper is organized as follows. In Section 2,
various array testing methods are discussed. Section 3 briefly
introduces Google’s TPU model that was used for imple-
mentation of this work. In Section 4, we present our anal-
ysis of conventional test methods. Section 5 presents the
details of the proposed test architecture and its operation.
Section 6 gives the details for the proposed solution for
at-speed testing with partial scan based test architecture.
In Section 7, the results for associated experiments are given.
Finally, we present the conclusion in Section 8.

II. RELATED WORK
Testing of iterative arrays have been previously studied with
C-testability, which is primarily based on functional test-
ing with constant number of test patterns to test each PE
[17], [18]. Friedman [18] presented a theory for modified
C-testability based on the function of the processing cell,
which detects single faulty cell of an array. Sung [19] pre-
sented sufficient conditions to ensure testability of unilateral
and bilateral arrays for detection of a single faulty unit.
Elhuni et al. [20] have shown that the test pattern length can
be made independent of the size of the array, but this method
is limited to one dimensional iterative array. Lombardi [21]
has extended the C-testability approach to systolic arrays
provided there are additional patterns to be used for testing
the sequential cells (FFs) of a processing unit. These patterns

ensure every possible transition as sufficient condition to
test the sequential cells. Moore and Bawa [22] presented
testing method for a bit-level unilateral systolic array, where
length of the test vectors increases with the size of an array.
It uses a row comparator for each column for generating test
pass/fail result, thereby compressing the test response for the
array. The main limitation of C-testability based functional
testing is the detection of a single faulty cell from the whole
array. BIST solutions (based on single cell fault model) for
array multipliers with deterministic (constant) patterns are
presented in [23] and [24] in which MUX logic is introduced
as a DFT solution to switch between functional and test mode.

Besides, strategies for testing identical cores have been
proposed. Giles et al. [25] have addressed the testing of
multiple identical cores by providing a scalable parallel test
access mechanism (TAM) architecture. In this architecture,
the response paths from each core are pipelined through com-
parators in order to compare the response of each core with
a core, which is already tested by the ATE. Han et al. [26]
proposed a TAM architecture for multiple identical cores that
uses majority voting for checking test response of each core
and the majority response is cross checked with the ATE
response. The key takeaway is that majority of the cores
will be matched to the expected response and can distinguish
the minority cores with faulty response through majority
analyzer. A method for concurrent error checking between
neighboring elements in a systolic array is presented in [27].
This requires additional XOR logic for output comparisons
between neighboring elements and may result in an increased
test area overhead.

Ma et al. [28] have tested an AI based SoC by broadcasting
test patterns by embedded deterministic test (EDT) to the
identical cores to reduce test time. These cores are isolated by
IEEE 1500 wrappers and are tested by means of comparator
in subsequent test modes. However, this testing approach
results in a very high routing congestion due to input channel
broadcasting, and due to the hardware overhead associated
with EDT, it is not an optimum solution for the edge-based
AI accelerator. Moreover, this state-of-the-art solution uses
full scan DFT approach, which may not be a suitable solution
for systolic array. The reason is that the circuit connectivity
may not allow each FF to provide same level of controlla-
bility and observability, which is the case for most of the
pipeline flow-based accelerators with unidirectional connec-
tions. A framework for functional criticality based stuck-at
fault analysis for inference applications is presented in [29].
This machine learning based gate-level netlist analysis prior
to manufacturing test to target location specific structural
faults for testing may optimize the test generation by spec-
ifying the test points/ test pattern generation for these critical
locations. However, this machine learning based analysis may
add to the time-to-market constraint and affect the overall test
cost.

Recently, a C-testing approach based on full scan DFT is
proposed in [16]. Homogeneity of PE is exploited for test-
ing sub-arrays in multiple iterations, which are executed in
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FIGURE 1. Implemented TPU’s Systolic Array model.

checkerboard style. Compared with industrial EDT approach,
this proposed method results in improved test time and since
test patterns are generated on PE level, the number of patterns
is also reduced. This avoids the need for ATPG effort for
full array. Unlike previous work, our proposed architecture
enables the concurrent detection of multiple fault cells com-
pared to single fault model of C-testing approach. The ATPG
effort has been reduced to generation of the test patterns
only for combinational logic of PE. Also, it requires less
ATE involvement by checking the response by the built-in
test pass/fail logic. In the proposed test architecture, the test
patterns are loaded systolically as well as by broadcasting to
partial scan chains. The test response of all PEs is compared
for test pass/fail signal for the array. Consequently, in com-
parison to the full scan test, the test time and test power are
significantly reduced; moreover, the area overhead is also
reduced.

III. SYSTOLIC ARRAY-BASED MATRIX
MULTIPLICATION UNIT
In order to perform real time inference operation on streaming
data, the accelerator needs to perform frequent data read oper-
ations. This read operation is more energy consuming as it
needs to access the memory. Therefore, such read operations
in an edge-based accelerator may not be a suitable choice due
to its limited energy resource. On the other hand, the acceler-
ators with spatial connection, like systolic array, the connec-
tivity between neighboring cells requires much less energy
and low bandwidth [12]–[14]. Google’s TPU is mainly used
in the Clouds/Datacenters for inference applications with
256×256 Matrix Multiply Unit (MMU) as inference engine.
Whereas its Edge version with the smaller array size and
power consumption (2Watts) uses quantized weight bits, e.g.,
8-bits [7]. TPU’sMMU is based on weight-stationary systolic
array to allow reusability of weights in subsequent layers of
the DNN. Each PE of the array generates a partial sum and
are accumulated at the end of each column in an accumulator.

During the normal operation of an MMU, initially,
the pre-trained weights are fed from weight memory and are
systolically shifted across the corresponding PE row of the

array. The weight is stored in the weight register of the PE,
as depicted in Fig 1. Subsequently, the activation inputs are
fed from the activation memory and are systolically shifted
across the corresponding PE column along with the gener-
ated partial sum. Each PE performs multiplication between
activation and weight inputs. This product is then added to the
partial sum that is generated by the preceding PE to generate
the partial sum for the succeeding PE. In a PE, the partial
sum is generated by the combinational datapath (multiplier
and summation circuitry) and is captured by the partial sum
register of the succeeding PE (along the column). Due to
industrial significance of TPU, we have implemented the
proposed DFT architecture and developed the Verilog model
of this systolic MMU based on [30]–[33].

IV. CONVENTIONAL TEST SOLUTIONS
FOR TPU’S SYSTOLIC ARRAY
To find an optimal test solution for the systolic TPU, first,
the gate-level netlist of the verilog model is subjected to
sequential ATPG, as it incurs no DFT hardware overhead. For
this, Tetramax ATPG is used to obtain the FC and sequen-
tial ATPG patterns. It is observed that with an increasing
array size, the FC degrades, as shown in Fig. 2a. This hap-
pens due to an increasing depth of sequential path. Since
inference-based classification accuracy of the DNN operation
is heavily affected by the degradation of FC, the sequential
ATPG testing is not a suitable test solution for the systolic
array-based accelerator.

For full scan test, all the FFs are replaced with muxed
scan FFs and it was synthesized with Synopsys Design Com-
piler. This conventional approach offers FC near to 100%.
However, with full scan testing, the area overhead, test time
and test power increase with increasing array size. The DFT
area/logic overhead increases mainly due to increasing num-
ber of scan MUX logic and routing overhead, as shown
in Fig. 2b. The test time increases due to increasing number
of scan cells, as shown in Fig. 2c, and the test power increases
due to serial scan shift of test data, as shown in Fig. 2d. This
makes full scan method unscalable and infeasible approach
for testing an edge-based AI hardware, which has smaller
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FIGURE 2. Issues with conventional Test Solution (a)FC drop with increasing array size (b) Increase in area overhead for Full Scan DFT
(c)Increasing test time with increasing array size (d) Test power for increasing array size.

physical and power footprint. If the array size is smaller,
e.g. up to 8 × 8, full scan implementation is done with
single scan chain. For the array sizes greater than 8× 8, e.g.,
16 × 16 and 32 × 32, multiple scan chains are synthesized.
The number of scan chains is configured to allow the same
scan chain length for 16 × 16 and 32 × 32 as there are in
8 × 8 array, i.e. 4 scan chains for 16 × 16 array and 16 scan
chains for 32 × 32 array. This is done to restrict the scanin
and scanout pins.

V. PROPOSED TEST ARCHITECTURE
Since the array contains identical PEs, it would be an effective
approach to confine the test efforts to a single PE. To achieve
this, the components of PE are separately observed. A PE
consists of sequential cells (activation, weight and partial sum
register) and a combinational datapath. For the synthesized
model, in a single PE, the combinational datapath comprises
most of the logic (55%) and interconnect (57%), also it
contributes to over 90% of the computation in a DNN layer.
Moreover, the stuck-at faults in the datapath severely affect
the classification accuracy in inference applications. Because
of this structural and computational significance, datapath
circuit is considered exclusively for fault detection. In our
model, the datapath consists of an 8-bit multiplier and a 16-bit
summation circuitry, as shown in Fig. 1. Tetramax ATPG
provided 100% coverage with only 15 test patterns for this
datapath circuit (tested separately). The test pattern length
was 32-bit wide; 16-bits for partial sum input, 8-bits for
activation and 8-bits for weight registers. The test architecture
is developed to allow the application of these test patterns to
each PE separately yet simultaneously. Constraining testabil-
ity to a single PE allows reduction in test data volume, as only
16 test patterns will be used to test array of any size.

It is depicted in Fig. 1 that the activation and weight
registers have pipelined connectivity; thus, these registers
only allow applying the test patterns from primary inputs
and they cannot capture any test response from any datapath
circuitry. Whereas, the content of partial sum register of a PE
is transferred to the succeeding PE’s partial sum register. This
spatial connection enables the capture of test response of a PE
into the succeeding PE. For this reason, only the partial sum
register is synthesized with scan chain to provide essential
observability for the captured response. The structural test

patterns for datapath unit are applied in functional manner
via activation and weight registers, and the test response
is captured by the partial sum register’s scan chain of the
succeeding PE in a column. A single column of PEs with
the proposed architecture is shown in Fig. 3. The Scan input
’SCANIN’is broadcast to all the PEs of the array to load each
scan chain in parallel. The capture response from each scan
chain (RC1,RC2, · · · ,RCN ) is shifted to a Built-in checking
circuitry that compares the response bits from each scan chain
and generates pass/fail signal. Since last PE in a column is
connected to the accumulator, to capture the response of the
last PE of each column, partial sum from the last PE is loaded
into ’Response Capture Register’as shown in Fig. 3.

FIGURE 3. A single column implementation with proposed architecture.

A. TEST PATTERN APPLICATION WITH
BUILT-IN CHECKING
It is assumed that the memory unit feeding the test patterns
is already tested. We propose to use on-chip memory to store
the 15 test patterns that will be loaded into the activation and
weight memory. The approach is based on deterministic BIST
techniques, where compressed patterns/seeds are stored in the
on-chip ROM. For the PEs directly connected to the both
memories, the activation and weight part of the datapath’s
test patterns are applied in a single test clock cycle. On the
successive test clock cycles, the same test pattern will be
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FIGURE 4. Number of clocks required for parallel and serial loading of a single test pattern in a
16 × 16 array.

loaded into the rest of the PEs by systolic shifting. To do that,
the enable logic signal of the weight register FFs is ORedwith
test mode signal to allowweight shifting during the test mode.
For the partial sum portion of the datapath input pattern,
the test pattern is serially shifted-in withmultiple (equal to the
number of partial sum FFs in a single PE) test clock cycles for
each PE by the shared scanin pin. Fig. 4 shows the loading of
the test patterns for a 16×16 array and the number of required
clock cycles for the input pattern loading in the registers.

During the functional mode, while capturing the test
response of a datapath into the succeeding PE, the activation
and weight inputs are held constant in the memory (activation
and weight) units. Again, during the test mode, the captured
test response is unloaded serially with simultaneous shifting
in the next test pattern from the partial sum scan chain,
while activation and weight inputs are applied systolically.
If, during the test response unloading, any bitwise mismatch
between the test responses of various PEs occurs, it is reg-
istered as a Test FAIL flag by the built-in checking circuitry
and the testing will be ended.

Since in the proposed technique, the test patterns are
applied in functional manner, the test response against a
test pattern for all the PEs must be same in case of no
stuck-at fault. However, the presence of a stuck-at fault in
datapath unit and registers will result in a mismatched data-
path response compared to the response of other non-faulty
PEs in a column. The proposed architecture has an inte-
gral built-in checking circuitry that acts as a comparator as
shown in Fig. 3, which has a combinational logic. In the
built-in checking circuitry, serial scan out of each PE is shared
with AND and OR gate input that can detect any single bit
mismatch among any number of output response streams
from partial sum scan chains by raising the flag to ’1’. The
flag gives false indication only when all the PEs have same
faulty response. All the response flags from built-in checking
circuits are ORed for the detection of faults of whole array.

Moreover, successive pattern application with systolic
dataflow ensures that each FF of the activation and weight
registers goes through all possible transitions, ensuring the
testability conditions for the FFs. So, if there is a stuck-at
fault in any FF of the registers (activaiton, weight, partial
sum) in a PE, it would result in a different input pattern being
applied to the datapath circuit and its/their responsewill cause
amismatch at built-in checking circuitrywhen comparedwith
other PE responses. The FFs of the partial sum register are
tested by applying the scan chain pattern (..001100..) at the
start of serial shifting.

In addition to the structural testing, the proposed architec-
ture enables the functional testing of the PEs, where func-
tional patterns can be loaded into the activation and weight
registers through memory units systolically. Subsequently,
each datapath’s functional response is captured by the partial
sum scan chain and shifted out concurrently from each PE.
These responses can be compared and checked by the built-in
checking circuit.

B. PARTIAL BROADCASTING OF INPUT PATTERNS
For the array size of more than 16×16 PEs, the partial broad-
cast is proposed in which the array is divided into multiple
blocks of 16×16 PEs. Instead of broadcasting the test patterns
to all the PEs of the array, broadcasting is done to the first PE
of each block. Each block will require exactly 16 cycles to
load the test patterns into the partial sum scan chains (serially)
and into the 16 activation and weight registers (systolically).
Since broadcasting allows the loading/unloading of patterns
for each block in 16 cycles, the whole array requires only
16 cycles to load the pattern. Hence this broadcast technique
improves the testing time of the whole array.

This broadcasting can also be used for the array sizes which
are not multiple of 16. For example, a 24 × 24 array can be
divided into 4 blocks of 12× 12 as shown in Fig. 5. The only
restriction is that a block cannot be greater than 16×16 as the
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FIGURE 5. An Example of partial broadcasting for array (24 × 24).

pattern loading requires exactly 16 cycles. In that case, first
block is always made of 16×16. This broadcasting is enabled
only during test mode. This way the array size would not be a
factor to affect the overall test time. And number of test cycles
(eventually test time) determined by the size of the partial
sum register. Furthermore, this broadcasting of input test
patterns allows the scalability of the proposed architecture
with increasing array size. Fig. 5 shows an example of partial
broadcast implementation. Where MUX logic is inserted at
boundaries of 16× 16 block to allow input pattern sharing to
the first PE of the other block directly from memory units.

VI. AT-SPEED TESTING WITH PROPOSED ARCHITECTURE
To enable at-speed testing of the TPU systolic array, vector
pairs for launching the transitions are extracted for the dat-
apath combinational logic (such as done for stuck-at faults).
As the activation and weight registers are non-scan flip flops
the vectors are applied at-speed from the memory in the sys-
tolic pipelined method. The application of vectors is depicted
in Fig. 6. First the vector V1 is loaded into activation and
weight register systolically, while concurrently loading the
partial sum scan chain input (serially) in 16 clock cycles.
After the vector V1 is loaded into each PE, test enable is
deactivated to allow at-speed launching of transition with
vector V2. It may be noted the vector V2 for activation
and weight register is loaded from memory units while the
transition vector for at-speed testing of summation circuitry is
launched (generated functionally) from the datapath logic of
the previous PE (vertically connected). With systolic loading,
the activation and weight register receive same transition
launching vector V2. While the transition launching vector

for summation circuitry is from vertically preceding adjacent
PE (for example, from PE11 to PE21 and PE22 to PE32).

Based on the proposed test architecture an implementation
for a 3 × 3 array is presented in Fig. 6. The launch vector
V2 is timed to match the systolic loading into adjacent PEs.
For example, at first clock cycle the vector V2 (activation and
weight) is loaded into PE11 only and on the 2nd cycle vector
V2 is loaded systolically into PE12 (activation) and PE21
(weight) from PE11. While remaining part of V2 is loaded
from the memory into PE12 (weight) and PE21 (activation) on
the 2nd cycle. The 2nd cycle will capture the response form
PE11 intoPE21 (vertically adjacent) in the partial sum register
as shown in the timing diagram and this captured response
will launch a transition for the summation circuitry of PE21
as shown in timing diagram Fig. 7. A series of launch/capture
at-speed clocks (in addition to shift-in/shift out clocks for
loading V1) is applied to test the whole array for a single
vector pair (V1:V2). The number of these at-speed clocks is
dependent upon the size of the array, i.e., for n×n array n+n
at-speed clocks are required for a single transition pattern in
addition to 16 clock cycles for scanning in and scanning out
at scan shift frequency.

For a 3 × 3 array, after 6 cycles, the response from each
column is collected at the response capture registers. But
each column’s response is captured at different cycles. For
column 1, since there are 3 PEs 4th cycle will capture the
response. For column 2, 5th cycle captures the response and
6th cycle will capture the response for column 3. Each capture
response register is clocked at these specified clock cycles.
This is enabled by the clock control circuitry shown in Fig. 8.
This control is required to prohibit any fault to be masked
(change any faulty response value to be corrected) that can
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FIGURE 6. Vector loading into a 3 × 3 systolic array for transition delay testing.

FIGURE 7. Timing diagram with Launch, Capture, Scanin and Scanout operations for a 3 × 3 array.

FIGURE 8. Clock synchronized response capture unit for a 3 × 3 array.

happen due to multiple capture cycles. For example, if any
fault occurs in the response from PE11 in the 2nd cycle the
3rd can mask this fault into PE21 summation circuitry. The 5th

and 6th cycle may mask this fault for the whole column. So,
to stop masking of this fault response capture, the response
of column 1 is locked at 4th cycle. As this fault changes the
launch vector for (vertical) adjacent PE’s summation circuit
(in column 1), a different transition vector is propagated
through that column (1) as compared to other columns (2 3),
resulting in different response. The partial sum registers of
PEs other than first PE in each column is connected with
partial sum response of vertically adjacent PEs. This will
result in partial sum registers launching different transition

vector value through that column. However, the launch vector
from partial sum registers of horizontally adjacent PEs is
same. Hence the built-in checking is done among the col-
umn responses to detect this mismatch in responses, unlike
proposed scan testing method (in Fig. 3), where response is
compared among each PE. Here the column response is the
response from the last PE in that column. After the 6th th
cycle, response from each response capture register is seri-
ally unloaded concurrently into the built-in checking circuit,
which is a separate unit than the one that is used for stuck-at
fault testing. Like stuck-at fault response checking, built-in
checking circuit will detect any mismatch among the column
responses. A signal textquotesingle stuck/( ¯tran)’, switches
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between stuck-at fault testing and transition testing mode.
This signal also switches between Test/Pass fail logic unit of
stuck-at faults testing and Test/Pass fail logic unit of transition
faults testing. The overhead for the response capturing unit is
1.6% for a 3× 3 array and since this unit is implemented per
column of the whole array, its overhead decreases with the
array size. This is because the response capture unit increases
linearly unlike the exponential increase in logic of the whole
array.

VII. EXPERIMENTS AND RESULTS
A. AREA OVERHEAD
The systolic TPUmodel for various array sizes is synthesized
with the Design Compiler on SAED 32nm Library. With
proposed synthesized design there is DFT logic area overhead
reduction of approx. 11% in sequential area, 9% in intercon-
nect area and around 4% in total area compared to full scan
DFT given in TABLE 1. It is evident that total area overhead
is marginally improved as compared to the sequential and
routing area overhead. This is because, most of the total area
is taken up by the combinational logic of datapath circuit. The
area overhead of the test pass/fail logic for a 32 × 32 array
is 0.1%.

TABLE 1. Reduction in area overhead.

B. PERFORMANCE OVERHEAD
Full scan FFs always introduce performance penalty to the
original circuit due to additional MUX logic and fanout in
the critical path. The synthesized proposed design has no scan
chain fanout for activation and weight register flip flops. This
represents an average of 26.44% reduction in fanout capac-
itance compared to the full scan flip flops. This results in
reduced delay and less dynamic power (αCV 2f ) for sequen-
tial cells (FFs). Moreover, there is no additional propagation
delay of scan MUX logic in activation and weight registers.

C. TEST TIME
For evaluation of test time for the arrays with proposed
design. Gate-level netlist simulations were performed on
Modelsim with test frequency of 10 MHz. In addition to
15 test patterns to test the datapath, a scan chain test pat-
tern (· · · 00110 · · · ) is included to test the partial sum scan
chain. With these gate-level netlist simulations the test time
improvement for the proposed design is compared to full scan
design in TABLE 2. As test application time for the whole
array (in the proposed architecture) is matched with the test

time of a single PE, it remains the same for any array size and
there is growing improvement in the test time with an increas-
ing array size. For an array of less than 16 PEs, 16 clock
pulses will still be applied to activation and weight registers
to synchronize with 16 clock pulses for shift-in and shift-out
operation of each partial sum scan chain. For this reason,
the test patterns data from memory is held constant for 17
(16 for shift in and 1 for capture) cycles. Test time formultiple
scan chain-based arrays (16 × 16 and 32 × 32) with same
scan chain length does not improve due to increased number
of patterns, which is due to relative increase in combinational
logic.

The table 3 implements the full scan based array testing
as proposed in [34]. Which mainly considers time-to-market
as the main constraint and proposes to use broadcasting of
the test patterns to test multiple identical modules simulta-
neously. The proposed architecture maintains advantage over
full scan DFT with various array module implementations,
where the whole array (full scan) is divided into smaller
sub-modules for pattern broadcasting/sharing.

D. TEST POWER
As with full scan DFT, shift power of serial scan shifting
of test patterns depend on the length of scan chain and size
of the combinational logic. This results in the increase in
shift power with increment in array size. For the proposed
architecture, value change dump (VCD) files were generated
by the gate-level netlist simulation for obtaining event driven
test power of the whole array with Synopsys Primepower.
As the proposed architecture uses a smaller number of pat-
terns with serial scan chain length limited to 16 for each PE,
there is improvement in serial shift power compared to full
scan DFT, as shown in TABLE 2 and TABLE 3. Compared
to Full scan DFT where a single pattern may cause multiple
transitions during serial shift operations at single scan FF
(of activation and weight register). In the proposed archi-
tecture, a single pattern loading may cause only a single (at
maximum) transition at non-scan FF (activation and weight
register). Also, the partial scan is connected to summation
circuitry of the datapath, whereas full scan chain is connected
to the whole datapath unit (summation and multiplier cir-
cuitry). This results in lesser dynamic power consumption in
the combinational logic during the scan shift operation in the
proposed architecture. This reduction in number of transitions
combined with smaller scan chain per PE and lower scan
shift power per pattern causes a proportional reduction in the
overall test power.

Moreover, with limited power footprint, edge-based AI
devices are more vulnerable to peak test power (maximum
power consumed at any single test clock cycle), as it may
cause reliability issues (like hotspots). Since the proposed
architecture uses partial scan, the number of scan FFs cap-
turing the response at a single test clock cycle and number
of transitions (during serial shift) occurring at any test clock
cycle is reduced. Both factors contribute to reduction in
peak power. This reduction in peak test power improves the
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TABLE 2. Results for the test time, power and peak power of the proposed architecture against test pin constrained f.scan.

TABLE 3. Results for test time, power and peak power of the proposed architecture against test time constrained f.scan [34].

reliability of the hardware. For full scan arrays 16 × 16 and
32× 32, multiple scan chains do not alleviate test power and
peak power consumption, mainly because of additional scan
chains (compared to 8×8) and increased power consumption
in combinational logic.While for proposed partial scan-based
arrays there is improvement over their full scan counterparts.
The total power overhead of the test pass/fail logic for the
whole duration of pattern application in our proposed archi-
tecture for a 32× 32 array is 4.6%.

E. TEST POWER AND TEST TIME FOR AT-SPEED TESTING
For at-speed testing, the proposed architecture is simulated
on Modelsim with its custom flow for transition patterns
(vector pairs). From Tetramax ATPG, 16 transition vector
pairs were generated for datapath combinational logic. Test
power for customized pattern flow for various array size is
estimated with Prime Power from the associated VCD file,
given in Table 4. In full scan based arrays, one scan chain

per PE is synthesized to restrict the delay-based testing to
single PE, as done for the proposed architecture. The full
scan delay testing is done with LoC method. The number
of patterns with array size increases as shown in Table 4.
This increase in number of patterns with increasing array
size results in increasing test power and test time for full
scan. Since with the proposed partial scan based architecture,
the number of patterns is fixed i.e. 16, it results in increasing
test time improvement.While maintaining advantage over the
shift power, as (per PE) only half of the scan elements are
shifting the patterns, when compared to full scan DFT.

F. CHECKERBOARD FULL SCAN TEST METHOD
The proposed partial scan method is also evaluated in parallel
with the checkerboard method [16]. A 32-bit partial sum
register based TPU model is considered for proposed partial
scanmethod because the checkerboardmethod uses the 32-bit
partial sum register. ATPG was performed for stuck-at and
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TABLE 4. Results for test time and test power for at-speed testing against f.scan LoC test.

TABLE 5. Comparison with checkerboard [16].

transition faults for this 32-bit model. Since the ATPG effort
is limited to Datapath logic, So the number of patterns is less
than the checkerboard method. Also, the PE has only partial
sum register as scan register, it results in a smaller number of
test cycles. The proposed partial broadcasting method allows
the test time improvement for arrays larger than 32×32 (as the
scan chain length is 32 now) asmentioned in section V-B. The
results are shown in Table 5.

VIII. CONCLUSION
Regardless of the application area of an electronic system,
test cost/overhead presents a major design problem due to its
implications on the overall system cost and operation. Imple-
menting de facto test techniques such as full scan DFT may
not yield a cost-effective solution for overhead constrained
edge computing devices. In this paper, an efficient and scal-
able test solution is proposed for weight-stationary systolic
array for an edge-based AI hardware. The proposed architec-
ture addresses the testability on PE level of the whole array.
This architecture specific solution leads to an efficient testing
approach. Due to improvement of test time and test power
with increasing array size, this architecture is also well-suited
for large-scale accelerators of Clouds/Datacenters.
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