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ABSTRACT This research proposes a customer-interaction scheme that enhances customer-satisfaction
through spatial-augmented-reality and deep-learning-based emotion-recognition for restaurant 4.0, by mon-
itoring user-experience levels using facial expressions. The customer-satisfaction analytical-model provides
environmental knowledge-based dynamic capabilities to the human-centered dining environment, which
is also utilized as an input to logistics 4.0 supply chain management, business-processes, and decision-
support-systems for future analytics. The perception of the quality of food was enhanced by the recreation
of the live environment on the preparation of the menu ordered, utilizing the waiting time after each ordering
session. The dishes are being portrayed in three-dimensional (3D) virtual menu also, adding SAR features in
a special angle creating a 3D illusion to the naked eye. Menu suggestions are also proposed depending on the
recommendations of the analytical model. The deep learning model monitors customer-satisfaction levels
through emotion recognition. The performance was analyzed with numerous experimental evaluations with
ambient light levels and desired viewing angles, where we found optimal angle values for spatial augmented
reality applications. A survey was carried out to analyze user perception on evaluating the proposed system.
The results revealed 87.5% of responders were very satisfied with the 3D virtual experience. 79.2% indicated
rareness of feedback on food and service and more than 50% liked a system that will automatically measure
their satisfaction. The results indicate enhanced customer-satisfaction levels compared to existing schemes.
The resulting insights may lay a foundation for a novel approach towards the management of user-experience,
business-processes, decision support systems, and supply chain management of restaurant 4.0.

INDEX TERMS Three-dimensional displays, customer satisfaction monitoring, deep-learning, emotion
recognition, projector-based spatial augmented reality, restaurant 4.0, knowledge based dynamic capabilities,

human centered design, logistic 4.0, targeted marketing.

I. INTRODUCTION

Customer satisfaction is a crucial factor that depends on the
quality, productivity, and nature of services offered by a par-
ticular service provider. In the case of restaurants, customer
satisfaction is a property of the restaurants’ image, customer
interests, dining environment, quality of food and the price
to be paid. The dissatisfaction of customers leads to lower
profits, which in turn leads to the downfall of a business, also
affecting the business’s reputation. Since the profitability of
any business depends upon its sales, restaurants need to make
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sure to maintain customer satisfaction and be pleased enough
with the services to keep returning. Customer retention
ensures the continuity of any product or service. Therefore,
service providers are interested in implementing strategies to
enhance the quality of user experience to reduce customer
turnover or churn rate. Restaurant 4.0 is not only automa-
tion, but it should mean the best experience for customers
too. Present-day restaurants embrace novel technologies to
attract more and more customers to facilitate a convenient
experience. As per the authors’ survey results, there is a
requirement of decision support systems driven by customer
expression and data, with predictive analytical capability, and
extensions to marketing and logistics 4.0 operations with
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the goal of enhancement of the overall quality of customer
experience environmental knowledge-based dynamic capa-
bilities. Furthermore, the authors felt that real-time analyt-
ics and developments of spatial augmented reality provide
a golden opportunity to swiftly enhance a human-centered
dining environment, which has not been exploited so far
adequately. Hence the maintenance and enhancement of the
above are paramount for survival in the competitive market-
ing environment.

This research work proposes a novel scheme that anal-
yses user experience through a customer expression-based
deep learning network and initiates a paradigm shift in the
conventional dining experience through spatial augmented
reality to make a huge impact on customer satisfaction in
restaurants 4.0.

Furthermore, perception of the quality of food also
enhanced by the recreation of the live environment on
the preparation of the menu ordered; utilizing the waiting
time after each ordering session. Initially, a virtual menu
driven by a web page is projected onto the table using a
Three-dimensional (3D) projection by which the customers
can interactively choose dishes after examining how the dish
looks in quality and quantity. The dishes are being portrayed
in 3D also adding Spatial Augmented Reality (SAR) features
in a special angle creating a 3D illusion to the naked eye.
By using photogrammetry, we could portrait an identical 3D
model of restaurant dishes. With the use of software’s parallax
effect was added to the video animation to bring out the 3D
effect. A virtual restaurant background is created on the walls
with relaxing videos and soothing soundtracks to enhance the
restaurant ambience as the restaurant ambience deals more
with the sensory and emotional aspects. On the analysis of
the ordered menu and based on preferences available within
the database, menu suggestions are also proposed depending
on the recommendations of the customer satisfaction anal-
ysis model. This provides customers with a firsthand expe-
rience at the restaurant; known as “Business to Customer”
(B2C) targeted marketing strategy. Post-processing results
are utilized to determine the profit margin values and also
to enter data into logistics 4.0 supply chain management,
business processes, and decision-support systems to handle
the replenishment of the supplies. Overall, the research out-
come proposes a comprehensive scheme to monitor, analyze
and enhance customer satisfaction with the marketing and
logistic extensions, utilizing spatial augmented reality for
smart restaurants.

One of the major challenges faced was to outstand spa-
tial augmented reality features using a budget multimedia
projector as the 3D illusion breaks when pixels are visible.
Our project used different visual techniques to mitigate the
challenge and create the illusion with expected quality and
also conducted a test under standard ambient light intensity
ranges in restaurants to analyze how colour and contrast get
affected due to ambient light. Another challenge was to find
out the distortion angles of the 3D illusion as it depends on the
viewing angle of the customers. We conducted several tests
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and determined optimal angles for different viewing distances
(Figure 1- parameter (i) and «).

Mirror
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FIGURE 1. Project Hardware Setup: Designed considering restaurant
related engineering ergonomics.

We had also conducted a user perception survey to perceive
how likely customers are to embrace our project concept
and it scored the highest satisfaction level on the Likert
scale. We are certain that the outcomes of this project will
set a precedence for future SAR projects as projector-based
SAR is still an emerging research area in creating 3D illu-
sions. Also, the analytical model provides environmental
knowledge-based dynamic capabilities to enhance a human-
centered dining environment.

Il. RELATED WORK

A. CUSTOMER SATISFACTION IN RESTAURANTS
According to Poushneh and Vasques-Parraga’s [1], aug-
mented reality (AR) and virtual reality (VR) could provide
higher user satisfaction, and could enhance user willingness
to a product. According to Qodseya et al, the performance
and reputation of restaurants dependent on customers’ satis-
faction as a metric [2]. Customer satisfaction measurement is
a dynamic process, and restaurant comprehensive evaluation
theory and methodology of user experience are required to
be improved and perfected [3]. According to Qodseya et al
main factors affecting customer satisfaction in restaurants
are; the property of the restaurants’ image, customer inter-
ests, dining environment, quality of food and the price to
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be paid. Authors [4] has pointed out that food quality is
one of the prime factors impacting a particular restaurant’s
customer satisfaction, Andaleeb and Conway [5] argue that
food quality is at the third-highest priority and emphasized
service quality and restaurant ambience [4], [6] that make
a significant impact on customers’ satisfaction. Al can also
assist restaurant operators in deciphering data to improve the
dining experience for their customers [7].

Moolman and Hermanus [6] have concluded that food
quality, service quality, restaurant ambience, the quality of
facilities, and the presence of management as prime attributes
for customers’ overall dining satisfaction. Food quality and
overall dining satisfaction were regarded as more important
attributes for restaurant customers’ decision to return to a mall
restaurant. The authors further stated that the ambience con-
nected with the sensory and emotional aspects like lighting,
music, temperature privacy, and comfort, whilst the quality of
the physical facilities connected to the tangible aspects of the
facilities. The growth in the restaurant industry over the past
years can be attributed mainly to a change in the modern way
of life as consumers are nowadays experiencing an increasing
scarcity of time, resulting to eat out rather than spending their
scarce time cooking meals at home [6]. In today’s highly
competitive restaurant industry 4.0, many firms have been
focusing on competitive strategies to improve service quality
as it leads to enhance customer satisfaction, then enhances
repeat patronage, finally resulting in increased profits and
customer loyalty for the restaurants [8].

B. AR, VR AND PROJECTION-BASED SPATIAL
AUGMENTED REALITY

The virtual environment of augmented and virtual reality
provides a platform to interact with virtual objects and gives
out an immersive human-centered design and user experi-
ence [9]. The type of augmentation could range from a textual
display of data overlaid on real-world scenes or items to
fully interactive 3D graphics scenes merged into real-world
scenarios [10]. Swan and Gabbard [11] argued that the max-
imum prospect of AR meshed with viewing and interacting
with the real world requires new philosophies to back up
heads-up facts, presenting ways and interactions. They also
state that user-based experimentation can help to accomplish
a preferable understanding of underlining perceptual as well
as ergonomic concerns related to augmented reality displays.
Compared to SAR technology, in VR and AR users have to
either wear HMD (Head Mounted Device) or use a handheld
device like a smartphone to enter the virtual world [12].
This disadvantage can be eliminated using SAR since it uses
the real environment objects and surfaces to give out an
immersive experience for the user. With the advancement
of 3D technology, spectators will be able to perceive 3D
without the use of any special eyewear [13]. Projection-based
augmented reality projects a light beam onto the desired
surface with the use of single or multiple projectors to guide
tasks in workspaces without consulting information or details
from another place. With the use of stationary sensors or
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cameras, projection AR can track objects with or without
fiducials [14]. To minimize the computational complexity of
tracking algorithms, a workspace environment like lighting
can be controlled [15]. The SAR technology mostly uses
3D visualization, which attempts to show by projecting 3D
information onto a 2D plane. We have used 2D images to
be displayed as 3D objects by manipulating the perspective
angles and illusion by using depth of field and changing the
colour contrast. It can be considered as an advantage for
designing simple SAR systems like restaurant menus because
rendering 2D images requires less computational power com-
pared to 3D model rendering.

Bimber, & Raskar states that video projectors are becom-
ing popular due to enhanced capabilities and reducing cost.
Unless like desktop screens, one interesting advantage is
being able to virtually project larger images than the actual
display device. Novel and innovative information displays
make use of this potential in the research stage to implement
systems that go beyond simple screen presentations [16]. It is
important to maintain consistent lighting between the real
environment and the virtual for convincing AR applications.
Bimber & Raskar furthermore states that “‘image processing,
inverse rendering, inverse global illumination, image-based,
and photorealistic rendering techniques” are used to map
images and videos into the real world. Lack of real-time
processing does not support devices that require interactive
frame rates and limits the approaches to a combination of
desktop screens and an unresponsive user interaction.

Belgian-based company Skullmapping, run by Antoon
Verbeeck and Filip Sterckx, has demonstrated ‘Le Petit Chef’
proving that small-scale visual mappings in an impressive
way, narrating a story of a small animated chef projected onto
the dinner table and cooks their food on the plate [17], [18].
They have used Panasonic 4K projectors which are currently
expensive. We used Epson EB-X41 [19] and implemented
the system in a cost-effective method without breaking the
3D illusion and preserving SAR features. We upgraded the
dinner show concept to provide a full package starting from
a customizable virtual a la-carte menu, the entertaining video
shows to utilize the waiting time, order, and pay from the vir-
tual menu itself and includes temptation marketing features.
According to Sterckx people think that the 3D effect in the
movie is a hologram or a 3D projection. He states that it is
a normal projection with a specific optical illusion that they
use, by using a long distorted image from the right point of
view [17], [20]. In our research, we have tested and optimized
the distortion angles for different viewing angle distances
which creates the 3D illusion on the eye. The ‘AR lamp’
projects interactive animated content of dishes in the menu
indicating real portion size in 3D, with realistic and tasty
details to boost the perception of the restaurant brand [21].

According to Apogaeis AR is being used in many business
platforms, as it is one of the top upcoming game-changers
creating a seamless customer experience that can bring rich,
captivating virtual content to increase sales and add value to
the customer experience [22]-[24]. It allows virtual objects to
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give a better sense of the look of the finished product than a
flat image on a screen [22]. Onirix mentions extra dimension
is added with the use of the AR menu to enjoy the meal. The
added visualization gives customers an idea of how the dish
looks, it’s colours and it’s textures perceiving deliciousness
based on appearance [23], [25]. It was suggested to add infor-
mation like ingredient lists and health tips into the AR menu.
But in AR menus Customers either have to install an AR app
or use the tablet device given by the restaurant to check out the
menu. Depending on the hardware specifications (Graphical
processing unit (GPU), Screen resolution, Battery level) of a
customers’ mobile device it limits the quality of the user expe-
rience. Also, visualizing the exact size and portion of the dish
is difficult with smaller screen size. In our method mitigates
these challenges as there is no need for additional handheld
devices or app installations needed to see the 3D virtual menu
and also helps maintain hygiene in a pandemic situation like
covid-19, eliminating the use of restaurant provided tablet
AR menu devices or traditional paper menus and no device
damages due to falling or water/food spills. Also, an advan-
tage of our proposed method (Using Projector-based SAR) is
that it mitigates the blue light effect emitted from mobile or
tablet screens. In our virtual SAR menu, we are giving the
customers an insight of the quality and quantity of the dish
projected onto a real environment with more information like
ingredients and price. We have used the business-to-customer
(B2C) marketing strategy to provide the first-hand experience
to the customers through spatial augmented reality by sug-
gesting relatable other delicious meals that the restaurant is
offering and providing temptation information like seasonal
offers through the virtual menu itself.

Users can engage with projected virtual information from
any angle with immersive spatial augmented reality systems
that leverage arbitrary projector positioning [26]. Koui, Emili
in their research [24] states that restaurant businesses try to
come up with methods to increase and maintain customers.
In most of the restaurants, images of food do not represent the
quality and quantity of the menu item. It results in disappoint-
ment in the customers which can cause loss to the business.
They introduced an AR-based tablet interactive menu in a
preferable language choice to provide a dietary filter option
by portraying the food in 3D using the photogrammetry
method. The intention of using AR was to give the consumer
and insight of the portion size and ingredient placement.
Since our research proposes a projector-based spatial aug-
mented reality system, it provides an added advantage of
not having to use any handheld device such as the tablet to
provide augmented features of portion size and quality of the
dishes on the menu. Poushneh and Vasques-Parraga [1] stated
that, Augmented Reality gives customers and buyers higher
user satisfaction when using it because it is more entertaining
and enjoyable to interact with the virtual information of the
product.

Ellis and Menges [27] examined that the presence of a
visible (real) surface near a virtual object significantly influ-
enced the user’s perception of the depth of the virtual object
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(Depended on the user’s age and ability to use accommo-
dation). Another study [28], [29] showed how the inclusion
of accurate, realistic shadows provides more user perfor-
mance and virtual object presence with important depth cues.
According to Schmidt, S. Spatial augmented reality has the
potential to change the way humans perceive objects in a
real environment. Depth information should be considered
to perfectly blend 3D virtual and real features [30]. The
study was applied to four different illusions; modifications
of the color temperature, luminance, blur, and parallax. The
paper concluded that the results suggest the assumption of
the parallax condition affected the perceived depth the most,
which in our experimental studies also experienced and put
to use in creating 3D videos. S. Schmidt, G. Bruder, and
F. Steinicke found that to make the object appear closer to
the observer, the luminance contrast between an object and
its surroundings shall be increased [10].

C. DEEP LEARNING-BASED CUSTOMER SATISFACTION
MONITORING SYSTEMS

As per the research findings by Qodseya et al. [2], the gather-
ing of customer’s behavior data during their dining is impor-
tant for conducting research analysis and developing smart
applications in many fields. It is crucial to focus on common
events to gather raw data. As an example, think about how it is
competitive to sell products at a food festival. When the area
of the markets has spread is less, there is more competition
among restaurants and cafes. It shows that selecting a par-
ticular restaurant or a cafe depends on customer satisfaction
which indicates automatically the service and product quality
of business processes. Therefore, we need decision support
systems to identify to which extent, the particular customer
has satisfied or not [32]. Which is much more important to
be used in improving knowledge-based dynamic capabilities
and the factors which are lacking. Authors [33] propose a
method of measuring customer satisfaction level by their
facial expression which expresses their emotional states natu-
rally. Also, they suggest using supervision cameras since it’s
now being used everywhere.

The combining of emotion detection with the food industry
is a turning point which is a novel experience for customers.
This will tempt customers and attract them more to the
business. The subject of human emotion is complex and has
many undiscovered stages. But with the rapid development
of computer vision in facial expression detection will mitigate
barriers that are complex in near future [34]—[36]. This allows
marketers to consider human emotions as a new fact than
conventional to brand their products effectively. Also, it will
lead to creating new structures of strategies in marketing
campaigns [37].

Human emotion detection through their expression is a
subcategory of face detection. Now facial recognition is used
as a security level in most mobile phones to bypass the main
system. Therefore, collecting such data may lead someone to
think it is breaching their privacy. We cannot ensure how the
data collection will be used by the software which is used to
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detect human emotion later on. By considering these factors,
we used ‘“Amazon Rekognition”. The Amazon Web Services
(AWS) show in their policy that input videos and images only
takes for analysis of human emotions and data will not be
saved.

D. DEEP LEARNING-BASED FACIAL EXPRESSION
RECOGNITION

Hardianti et al. [31] in their project used a Logitech web
camera and got a 96.43% real-time accuracy using ‘Adaboost
algorithm’ but the detection range was limited and was
detected only in certain position and conditions. The research
Talegaonkar, et al, obtained test accuracy of 60% using
the FER2013 dataset and Haar cascade classifier for facial
detection; Since our project is run on a low light back-
ground and is related to food consume it needs a high level
of expression recognition accuracy hence machine learning
algorithms, neural networks are a perfect fit to be used with
CK-+48 dataset which is found in researches with more than
90% of accuracy.

To extract manifold properties from high-dimensional
data, a variety of manifold learning methods have been
used [38], [39]. These manifold learning algorithms, on the
other hand, are unable to obtain an explicit projection matrix
that can map a new sample into a low-dimensional space.
F. Luo, H. Huang et al. in their research [38] utilizes neighbor
points and corresponding intra-class reconstruction points to
improve the intra-class compactness and the interclass sepa-
rability. As the volume of data is increased, the performance
of deep learning algorithms improves. Since it identifies fea-
tures that overlap and then combines them to facilitate rapid
learning, the deep learning architecture is versatile enough
to be adapted to new problems in the future. Because of its
ability to learn deep abstract knowledge through a hierarchi-
cal network, deep learning has gotten a lot of attention from
the remote sensing community in recent years. However,
most methods for improving feature extraction performance
in hyperspectral imagery (HSI) fail to investigate the local
geometric structure relationship between samples [39]. The
research [40] proposes a novel DL approach called deep man-
ifold reconstruction neural network (DMRNet) to address this
problem. The approach in the research [41] uses a qualified
auto-encoder to extract deep features from a hyperspectral
image (HSI), followed by the construction of an intrinsic
graph and a penalty graph to discover the discriminant man-
ifold structure of deep features. Finally, the deep features are
mapped into a low-dimensional embedding space in which
intra-class manifold samples are compressed and interclass
manifold samples are isolated.

According to the survey done by S. Li and W. Deng;
shows a need for large samples of data in Facial Expres-
sion Recognition (FER) to train and get a higher amount
of accuracy. The authors state that even though we have a
large data set, it’s poor in diversity. Facial expressions have
large diversity which goes under many factors like gender,
age levels, and ethnicity. Therefore, the authors suggest using
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deep learning techniques like ‘““Multitask deep networks and
transfer learning” [42]. The authors [43] suggest a novel
method for automating the process of detecting damage to
visually dominant regions of statues’ faces, such as the eyes,
nose, and lips, to in-paint them. The eyes, nose, and lips
are first identified using a bilateral symmetry-based system.
In the research “Description Based Person Identification:
Use of Clothes Color and Type” [44], A motion segmen-
tation based on frame differencing is applied to detect a
person. Morphological closing is applied to reduce noise and
blob detection separates the region. The research done by
B. Hasani, M.H. Mahoor proposes a 3D Convolutional Neural
Network (CNN) method for FER in videos of which the new
network architecture consists of 3D Inception-ResNet layers.
Together it extracts the spatial relations within facial images
and also the temporal relations between different frames in
the video. Facial landmark points were also used as inputs
to the network which emphasize the importance of facial
components rather than regions that may not contribute sig-
nificantly to generating facial expressions. In our project, we
use AWS, which uses deep learning technologies to analyze
images. It continuously increases support for facial analysis,
with the added advantage of having millions of images in
their databases, which makes it more accurate than a locally
trained model because more computational power is required
to process larger data sets.

As per the authors’ survey results, there is a requirement
for a platform driven by customer expression and data. There-
fore, our project proposed a customer satisfaction monitoring
scheme combined with predictive analytical capability and
extensions to marketing and logistic operations with the goal
of enhancement of the overall quality of customer experience.

E. ERGONOMICS, STANDARDS AND USE OF
ANTHROPOMETRIC DATABASE
The application of ergonomic principles provides a
standardized approach for the evaluation of interaction
(between human, machine, and environment). The use of
a country-specific anthropometric database helps ergonom-
ically fit the population of specific countries with product
designs. Bach and Scapin [45] have studied issues with the
ergonomic evaluation of Mixed Reality (MR) systems. Their
findings indicate the lack of usability evaluation methods
specific to MR systems. They discuss the adaptation of
similar evaluation methods used in other domains to evaluate
MR systems. The study identified three suitable categories:

(1) Questionnaires and interviews

(2) Inspection methods

(3) User testing

To acquire subjective data, user preferences, missing
functionalities, and compare performance statistics; ques-
tionnaires and interviews can be used [45]. Because there
is currently a lack of understanding regarding specific
ergonomic concerns and design standards for mixed real-
ity systems, inspection techniques might be limited. Infor-
mal user research, formal experiments, task-based usability
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studies, heuristic evaluations, and the use of predictive per-
formance models are all examples of traditional VE usability
evaluations [46]. Due to a lack of established and proven rules
and models, non-user-based evaluation approaches such as
employing heuristics or prediction models are problematic.
11 surveys were offered in the evaluated papers [46], with the
majority of responses using a 7-point or 5-point Likert scale.
The favorite technique, or how agreeable each technique is,
is the most widely used metric. Other often asked topics con-
cern ease of use, difficulty, perceived accuracy, and perceived
speed.

‘Proper vision requires appropriate luminance of an object,
that is, the energy reflected or emitted from it, which meets
the eye’. Depending on their age, experience, attitude, and
preconceived ideas People differ greatly in their interpretation
of visual data. People also differ in their abilities to recog-
nize colours and focus clearly on visual targets, and usually
significant changes in these abilities occur as one ages. Nev-
ertheless, there is a common similarity in how the human
visual sense functions, which allows us to develop ergonomic
recommendations [47]. The fully functioning human eye
senses and can adapt to increases and decreases in the illu-
mination of the retina over a wavelength range of about
380-720 nm (violet to red). We can see objects if they are
bright enough (either by generating light or by reflecting it)
to carry sufficient visible energy onto the retina. On the retina,
the minimal intensity required to trigger the sense of light
perception is 10 photons. It causes an illuminance of about
0.01 lux. At such low intensity, the main perception is of dim
light, not of color, because only rods are activated. When the
illuminance of the retina exceeds about 0.1 lux, both rods and
cones respond, and the cones report colors” [47].

According to “National Optical Astronomy Observatory:
Quality Lighting Teaching Kit” [48], recommended lighting
level for dining areas is 150 - 200 lux. Restaurant lighting
is an important part of the architectural and interior design
of cafe and restaurants because the ambience of the cafe
and restaurant is overriding as food and service forming
a good first impression in customers. There are interna-
tional standards specifying requirements for electronic dis-
plays. In the standards of EN ISO 9241-300 subseries [49],
ergonomics aspects of the ‘human—system interaction’ are
treated concerning the prerequisite of electronic visual dis-
plays establishing the requisites that displays require to
guarantee adequate visual ergonomic performance to be met
during normal use. Blue light is known to be a cause of
digital eye strain. Symptoms may range from mild to severe
(including focusing difficulties, dry eyes, blurred vision, eye
irritations, and headaches). Additionally, long-term exposure
to blue light may cause permanent eye damage and contribute
to the destruction of the retina and macular degeneration.
Even though projectors also produce blue light, it does not
reach the eye directly (since the viewer is not staring straight
at the light source). Prior to reaching the eye, the light
bounces off another surface (a projector screen or wall). This
reduces the amount of blue light that reaches the eye since
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the surface would absorb a portion of damaging wavelengths.
In summary, direct light sources are harsher on the eyes in
comparison to indirect light [50].

Ill. PROPOSED METHOD

The methodology creates a novel scheme that analyses
user experience through a customer expression-based deep
learning network and customizes the dining environment to
enhance customer satisfaction in smart restaurants (Figure 5).
The perception of the quality of food was also enhanced
by the recreation of the live environment on the preparation of
the menu ordered utilizing the waiting time after each order-
ing session. Initially, a virtual menu is projected onto the table
using 3D projection by which the customers can interactively
choose dishes after examining how the dish looks in quality
and quantity. The aforesaid menu is driven by a web page
designed using Wix.com. The virtual menu contains features
such as food suggestions, seasonal offers, and best-selling
dishes as marketing strategies to enhance user willingness to
purchase food and beverages. The dishes are being portrayed
in 3D also adding SAR features in a special angle creating a
3D illusion to the naked eye. Photogrammetry can be used to
portrait an identical 3D model of restaurant dishes. With the
use of video editing software, the parallax effect can be added
to the video animation to bring out the 3D effect. The spatial
augmented reality video shows will be added to keep the
customers entertained during the waiting time on placing the
order until the dish arrives. A virtual background is created
on the restaurant walls with relaxing videos and soothing
soundtracks to enhance the restaurant ambience as it deals
more with the sensory and emotional aspects in providing a
human-centered dining environment.

On the analysis of the ordered menu and based on pref-
erences available within the database, menu suggestions are
also proposed depending on the recommendations of the cus-
tomer satisfaction analytical model. The deep learning-based
facial expression recognition system is running in the back-
ground to monitor customer satisfaction levels through facial
expressions. The captured data will be processed and loaded
into the just-in-time logistic management model; where, the
post-processing results will be utilized as an input to logis-
tics 4.0 supply chain management, business processes, and
decision-support-systems used for future analytics such as
determination of the profit margin values and also handle
the replenishment of the supplies. Outcome of the research
proposes a comprehensive scheme to monitor, analyze and
enhance customer satisfaction with the marketing and logis-
tic extensions, utilizing spatial augmented reality for smart
restaurants. The following subparagraphs will explain each
subsystem in detail. The experimental setup of the research
is depicted in Figure 1, with the relevant parameters of the
setup as listed in Table 1.

A. COMBINING PROJECT SETUP WITH RESTAURANT-
RELATED ENGINEERING ERGONOMICS

Utilizing the information gathers during the literature survey,
we analyzed the minimum specifications needed to satisfy
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TABLE 1. Selected measurements for project hardware.

Selected
Description Measurement
(cm)

Height horizontally equal to table

A heigght o ™
Average height of a Child (5

B 94
years old)
Average height of Male(Cy), Cm-120

¢ Female(Cyw) when sitting Cyw-110
Average height of Male(Dy,), D - 155

P Female(D,,) when standing Dy - 145
Distance from chair backrest to

E 5-15
eye
Horizontal distance from eye to

F table v

G Dining table width 28
Horizontal distance between the

H center of the mirror to the 30
projector lens
Vertical distance between the

I center of projector lens to 5
projector base
Vertical distance between

! tabletop to projector base

K Table height 74
Height of the stand till projector

L base

M Height of the chair 40

(i) Viewing distance

o Viewing angle

the requirements for SAR projection under standard ambi-
ent light levels of a restaurant (0 to 200 lux). The main
factors taken into consideration when selecting the projec-
tor were; color light output (brightness) [51], contrast ratio,
resolution, and throw ratio. In SAR table projection, the dis-
tance between the viewer and the table is smaller compared
to traditional projection mapping. Therefore, the display-
ing elements should be smaller to match with the viewer’s
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perspective and it is necessary [52] to be displayed in high
resolution to avoid blurry, pixelated images and to enhance
details of projecting images to form a 3D illusion to the
naked eye.

A comparison of specifications of commonly used pro-
jectors was carried out to identify the most suitable model
which offers the requirements for SAR at a reasonable cost,
without compromising the requirements needed to create 3D
illusions. The project hardware setup was designed according
to standards of restaurant ergonomics [49], [53] and to fit with
Asian anthropometric data [54], [55], [56] by considering the
height of eye level when an average person is sitting and
standing (values at levels B, C, D described as in table 1.
As depicted in Figure 1, we selected standard restaurant table
dimensions as our SAR plane. All the parameters were deter-
mined considering the possible positions of the table, chair,
and customer viewing angle when designing SAR projection
to render 3D objects in the correct angle and size. Table 1
shows the selected measurements for project hardware setup
design. The eye-level when an average person is sitting
and standing obtained through anthropometric database were
used when optimizing the distortion angles of the SAR con-
tent to make the 3D illusion at the correct viewpoint of
the eye. The next step was to determine the proper height
to fix the main projector, which projects the user interface
of the menu of the restaurant within the constraints of the
table dimension. Several tests were conducted to find out
the suitable height to fix the projector without disturbing the
user’s perspective. The projector-throw distance calculators
provided by the manufacturers were used to calculate the
suitable height to place the projector to obtain the projection
onto the table. For experimental purposes, we have designed
an adjustable projector stand as an alternative to be used with
any projector at any height to project onto a selected surface,
rather than ceiling/mounting of the projector setup.

B. DESIGNING OF VIRTUAL MENU AND SAR ANIMATIONS
The design of the restaurant menu was carried out using a
cloud-based platform to create an HTMLS website (Figure 2
and Figure 3). During the designing process, we followed
the visual design principles, such as scale, visual hierarchy,
balance, and contrast, to enhance the User Experience (UX)
of the User Interface (UI).

When designing the restaurant menu we mainly used 3D
viewer software to view and test the 3D models’ properties
and windows 3d paint to modify and design 3D models to
embed SAR features. The Blender open-source software was
also used to correct the viewing angles, texturing, and animate
3d models. The software’s Wondershare Filmora and Adobe
after effects were used to design and create videos of the 3D
rendered models.

An aerial perspective can be observed for an objects’ tex-
ture and shading as well as the contrast between the object and
its background. Therefore, by manipulating the luminance
values of adjacent regions, the characteristics of aerial per-
spective were simulated and an illusion of depth was added
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FIGURE 3. Designed restaurant menu animations manipulated with SAR
features.

to the 3D images. We have also used static images to feature
up the parallax effect of the moving 3D dishes which we had
designed. The texts, images, and animations in the menu were
created using a special angle which creates an illusion and 3D
effect, as presented in Fig. 3, at the right viewpoint on the eye
at height values of B, C, D as per figure 1.

Different colour combinations, text/image scaling, spac-
ing, and illustrations were considered when designing to
provide a better visual hierarchy for the user to deliver a
rich and novel experience in using the digital menu. Also,
we have been concerned to design a simple but well-equipped
method of food selecting and ordering menu so that it could
be customized according to the restaurant’s requirements.

C. DEEP LEARNING-BASED CUSTOMER SATISFACTION
MONITORING SYSTEM

The webpage containing the restaurant menu with the func-
tion buttons is hosted on the local network. When a button is
clicked, the button type is sent to the flask server as a POST
request. The endpoint is a flask server that receives the data
and analyzes it.
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After analyzing, the python program plays the food video
according to the received data. Then it starts taking photos
with intervals of 1.5 seconds. Each captured photo is sent
to the Amazon Rekognition service and receives back a json
file containing analyzed data with their respective confidence
values. After decoding those data, the emotion type with the
highest confidence level is saved into a temporary array. This
process continues another 9 times. Then the most repeated
value from the array is chosen.

On completion of the above process, all the captured
photos and the array of data are deleted. The remaining
most repeated emotion type is pushed into the MySQL
database table according to the order and the button (func-
tion). The MySQL database contains 3 tables with emo-
tion data. These tables contain 10 columns which contain
food type and the remaining columns for 9 emotions types
taken from the python program. The three tables are emo-
tions for projected food videos, emotions for waiting time
videos, emotions when taking the foods. These data are
then accessed using Metabase software which is hosted in
an eclipse jetty server. The Metabase software is used to
represent the database data in an intelligent and user-friendly
way (Figure 4).

The percentage level of the most repeated emotion type
under each order is then extracted using a python-based
program to represent the satisfaction level of the order. Each
order indicates a percentage of customer satisfaction on the
dishes included in the order as depicted in figure 4. Imple-
mentation of the supply chain management logistics man-
agement model with a user-friendly interface for easy use of
restaurant management will be developed further as the sec-
ond stage of this project under future research. Hence the
restaurant management will be able to visualize which dishes
customers mostly enjoy and adjust prices accordingly. The
real-time gathered database on customer satisfaction can be
used to analyze customer interests under different seasons
of the year, age, gender and experiment on changing the
menu accordingly. Therefore, the system provides a base for
upgrading profit margins and also handle the replenishment
of the supplies

All servers are hosted in different devices for load balanc-
ing; the Python program is hosted in a flask server, MySQL
DBMS is hosted on an apache server, Metabase is hosted on
an Eclipse jetty server, the web app is hosted on an angular
web pack dev server. All servers are in one local network
and all the servers’ connections are encrypted. Non-storage
API operations were used, hence no data can be traced back
to customers. No media is saved in the local storage or the
Amazon Web Service (AWS) Rekognition service. So the
personal information that facial recognition software collects
to analyze ensures the privacy of customers.

IV. PERFORMANCE ANALYSIS AND RESULTS

The effect of ambient light intensity on the projection surface
(On the table) and on the user’s eye was tested with an inten-
tion to provide a detailed analysis on multimedia projector
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FIGURE 4. Representation of customer satisfaction on ordered dishes.

control parameters as it has a direct impact on the quality of
spatial augmented reality features.

We have tested and analyzed how the ambient level affects
colours and contrast of the projection surface to identify
which scenarios can break the 3D illusion of SAR. So that it
provides an insight of how to choose and optimize parameters
of the projector under any ambient level of restaurants. Pro-
viding a performance analysis on the above was considered
as a helping factor for future SAR projects as projector-based
SAR is an area that is still under research to enhance 3D
illusions. Furthermore, a survey on user perception was con-
ducted on the proposed method to analyze system perfor-
mance if the system is implemented in a restaurant and to
determine how likely customers would embrace it.

A. TESTING EFFECT OF AMBIENT LIGHT INTENSITY ON
THE PROJECTION SURFACE

Testing was done (Figure 6) inside a 15ft x 15ft square room
providing constant lighting using brightness controllable ceil-
ing mounted light. An Extended Graphics Array (XGA) pro-
jector Epson EB-X41 with a resolution of 1024 x 768 and
with a color light output of 3,600 Lumen was used for testing.
Testing involved ambient light intensity levels Olux, 50lux,
100lux, 150lux, 200lux because the best luminance from
projected screens can be achieved under low light conditions
and the recommended lighting level for dining areas [53]
are 150lux to 200lux. The test was performed for RGB
colors, red, green, blue, and including magenta, yellow, and
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cyan with six contrast testing patterns proposed in EN ISO
9241-306 (Figure 8) for measurements of luminance under
each ambient light intensity level. The test color patterns are
shown in Fig. 4 and 5. The test values; illuminance light
intensity on the table and luminance light intensity on the eye
at different heights were measured using the UT383 mini light
meter.

The heights when a person is sitting and standing were
calculated with an average taken from a sample of people and
also concerning the research findings of [14], [54]-[56].

- Men
o Cm - Sitting — 120cm
0o Dm - Standing — 155cm
- Women
o Cw - Sitting — 110cm
o Dw Standing — 145cm
- Child (5 years old) sitting — B — 94cm
Dimensions of table and chair were taken according to
standard requirements of restaurant ergonomics.
- Table Dimensions (2 people)
o Width x Length x Height — 94cm x 7lcm x
74cm
- Height to Chair seat — 40cm
When tested the effect of ambient light intensity on the pro-
jection, the values were measured on the table and at eye level.
This was recorded for nine different Contrast- Brightness
(C-B) Combinations (a-i) at each test scenario. (Table 2).
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FIGURE 5. Figurative representation of the functionality of the restaurant scoring system.

FIGURE 6. Experimental setup for testing effect of ambient light intensity
on the projection surface.

B. TEST RESULTS ANALYSIS

Testing was conducted in a 15ft x 15ft square room with
low natural ambient light. Projecting test images onto a
74cm x 94cm tabletop. Effect of ambient light on RGB
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TABLE 2. Contrast-Brightness combinations used for testing (a-i).

Combination a b ¢ d e f g h i

Contrast 0 0 0 50 50 50 100 100 100

Brightness 0 50 100 O 50 100 0 50 100

FIGURE 7. RGB colours used for testing (a) #FF0000 (b) #00FF00
(c) #0000FF (d) FFOOFF (e) FFFF0O (f) OOFFFF.

colors as per figure 7, and six contrast patterns proposed in
EN ISO 9241-306, for measurements of luminance as per
Fig. 8, under each ambient light level were tested for several
contrast-brightness combinations of projector under different
ambient light intensity levels of 0, 50, 100, 150, 200lux,
by adjusting the light intensity using a ceiling-mounted Light
Emitting Diode (LED) lamp of which the brightness intensity
can be controlled using a remote controller. UT383 mini light
meter was used to measure lux values. During luminance
testing on the eye; measurements were taken at six different
height levels A, B, Cym, Cw, DM, Dw of Fig 1. Throughout
the testing process of each level, certain conditions like the
position of the table, chair, and test setup were kept constant.

In this research chi-square test method was used to statis-
tically evaluate the change in luminance and illuminance at
each scenario. Table 3 in the Appendix presents the statistical
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FIGURE 8. Contrast testing patterns (based on the proposed pattern in EN
1SO 9241-306).

results obtained. Chi-square values are favorable in terms of
testing objectives; in testing the effect on projector screen
luminance due to different ambient light and different height
levels of the eye. Statistical results show that the illuminance
of RGB colors and contrast test patterns on the table are
highly dependent on the ambient light conditions. It proves
that ambient light intensity affects the quality of luminance
of the projection surface, which is why it needs to be con-
sidered because high-quality image luminance and preserved
contrast levels are necessary to conserve the 3D illusion of
SAR. Even though the observed values had a slight change
due to the non-uniformity of ambient light when measured
across the table at different positions for the same test image,
the chi-square statistical values of ambient light effect at a
different position on the table show that those two parameters
have independent characteristics since the variation of lux
values were smaller in comparison. The results also show that
the luminance of RGB colors and contrast test patterns on the
eye and luminance at each height level on the eye are also
dependent on ambient light conditions. The accuracy of the
calculation is high because of the number of test samples in
the controlled experiment.

Consideration of the correct C-B combination is very much
important when projecting SAR because the color illumi-
nance directly affects the 3D illusion formed on the eye. The
colors White and Cyan have the highest luminance where else
Red has the lowest. Cw, Cm, Dw, Dm height positions have
high luminance on the eye due to ambient light and projection
luminance. C-B combinations ‘i’,’f’,’c’ have the highest lux
value measured during the test in which the projector bright-
ness was 100%, it was observed that the colors fade when
brightness increase. C-B combinations ‘a’ have the lowest
(C-0, B-0) lux value measured and there the colors appeared
darker. It should be noted that for the symbols on the screen
to be visible, there must be sufficient contrast concerning the
background; symbols and background must therefore have a
different value of luminance. It was clear in the test results
(Figure 9) that 0% and 100% brightness degrades the colours
of the image and breaks the 3D illusion. It was observed the
brightness value around 50% with higher contrast satisfy the
colour quality to preserves the 3D effect.
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FIGURE 9. Colour degradation under different C-B combination;
Figures shows C-B Combinations (a) C-0,B-0 (b) C-50,B-0 (c) C-100,B-0
(d) C-0,B-50 (e) C-50,B-50 (f) C-100,B-50 (g) C-0,B-100 (h) C-50,B-100
(i) C-100,B-100.
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FIGURE 10. Representation of test results for RGB colour luminance
testing under each ambient light level (a) Olux, (b) 50lux, (c) 100lux,
(d) 150lux, (e) 200lux, for the nine C-B combinations.

Fig. 10 shows the graphical representation of the test
results. According to test results, the highest colour lumi-
nance was received at an ambient light intensity of O lux. Our
projection setup using an XGA projector showed sufficient
colour luminance at ambient light levels 150-200lux; which
are the standard ambient light intensity levels in restaurants.
To get the highest colour luminance at the position of eye
level of an average human sitting (Cw, Cm) was one of the
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objectives of the experimental test, and the test results came
in favor of the testing objective. The highest colour luminance
was observed at Cm, Cw, Dm, Dw which is an advantage
when creating the SAR illusion on the customer’s eye when
sitting.

C. ANALYSIS OF SURVEY DONE ON USER PERCEPTION

A user perception survey was conducted on our smart restau-
rant concept by inviting people to experience it. From a sam-
ple of 24 people, we asked 22 questions under 3 categories.
From questions 1 to 6 we expected the customer’s perspective
about our setup and suggestion for improvements. Questions
7 to 12 gathers Demographic information of customers and
from 13 to 22 questions were designed to gather data regard-
ing experiences on previously visited restaurants.

Satisfaction on the New Experiance vs Gender

10

a8

& 6

o 4

z -
2 — — — f Female
o — — — Male Z

1 2 3

Gende

Satisfaction level (Ascending

m Male m=Female

FIGURE 11. User ratings about satisfaction on the project concept.

87.5% were very satisfied with the new concept and would
definitely come back to dine in the new virtual environment.
8.3% would probably come back and 4.2% was unsure that
they would come back to dine with the new experience they
had. None of the responders was dissatisfied with the new
experience they had (Figure 11). The responders mostly like
the concepts of providing a safe environment in a situation
like covid19 with less contact between customer and staff,
knowing the total bill from the virtual menu itself, being able
to see the portion and size, being able to know the ingredients
and interactive menu with 3D effects; which we provided
them through our project.

The majority of people visit five-star restaurants for wed-
dings (87.5%) and get-together parties (53.2%). 41.7% visits
five-star restaurants for family gatherings, 37.5% for birthday
celebrations and 29.2% for business meetings/conferences.
Majority of 58.3% indicated 5-10 minutes as the waiting time
till the ordered dish arrive. 12.5% replied 10-15 minutes and
16.7% as 15-20 minutes. 8.3% of people responds that they
have received their meal in less than 5 minutes.
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83.3% of the responses chats with friends during the wait-
ing time, 70.8% of responder’s check out the restaurant envi-
ronment, 50% rechecks the menu, and 66.7% surf in social
media. 75% of responders are very satisfied with the project
concept to keep them entertained meanwhile wait for the dish
to arrive and the other 25% were moderately satisfied with
the entertaining video concept. None of the responses was
dissatisfied with the concept of the project.

Most of the responses 79.2% indicated that restaurants
rarely ask for feedback on Food and service. According to
the responders, the majority of restaurants get feedbacks ver-
bally (50%) and through forms (45.8%). 29.2% acknowledge
the feedback method as email/online surveys. Most of the
responders (58.3%) are willing to give feedback after they
finish their meal.

Nine out of the total responders would tell the Restau-
rant Manager/Staff of their dissatisfaction if they were not
satisfied with the service. 16 out of 24 are less likely to
express their dissatisfaction. 45.8% of the responders would
definitely like a system that will automatically measure their
satisfaction rather than to personally give feedback. 29.2 %
probably like the idea, where else 12.5% are unsure of it.
8.3% of the responders don’t like to be a part of an automated
customer satisfaction monitoring system.

V. CONCLUSION

In the case of restaurants, customer satisfaction is a prop-
erty of it’s image, customer interests, dining environment,
quality of food and the price to be paid. Customer dissat-
isfaction leads to lower profits, which in turn, leads to the
downfall of a business, also affecting the business reputation.
Therefore, service providers are interested in implementing
strategies to enhance the quality of customer experience to
reduce customer turnover or churn rate. In this research
work, we proposed a novel scheme that analyses customer
interests through a customer expression-based deep learning
network and makes an impact on customer satisfaction in
smart restaurants through spatial augmented reality. 87.5%
responded that they were very satisfied with the new concept
and would definitely come back to dine with the new virtual
experience. 79.2% indicated that restaurants rarely ask for
feedback on Food and service. 45.8% definitely like a sys-
tem to automatically measure their satisfaction rather than to
personally give feedback. Therefore, the qualitative results of
the survey show that the proposed SAR virtual menu concept
has a high level of user satisfaction and customers are most
likely willing to see it deployed in restaurants (Figure 12) and
prefers an automated satisfaction monitoring system rather
than to personally give feedback.

Perception of the quality of food is also enhanced by the
recreation of the live environment on the preparation of the
menu ordered, utilizing the waiting time after each ordering
session. Majority of 58.3% indicated 5-10 minutes of wait-
ing time till the order arrives. 75% of responders are very
satisfied with the project concept to keep them entertained
in the waiting time and the other 25% were moderately
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TABLE 3. Statistical analysis of test results using chi-square test.

a b c d e f g h i
Ambient &  Chi Square 55.9 127.24 44464 37.66 260.69 15495 410.59 244 79.91
RGB 4E-
@Table P Value 3E-05 O 0 0.009 0 0 0 0 09
DOF-20 ISignliﬁcanCC sk ok ok ok o ok ok *okk *kk k%
eve
. a b c d e f g h i
Amblen' & ChiSquare 19563 19213 27.1 19142 12635 47.93 21389 23475 100.9
patterns P Value 0 0 0.132 0 0 0.0004 0 0 Elﬁl?:}
@Table —
DOF_20 lselfélllﬁcance skeksk sksksk sksksk sksksk sksksk skskok skkok skeksk
. a b c d e f g h i
f,‘(‘)‘;i‘gf)‘: & “ChiSquare 1392 1206 641 373 75 78 1191 1244 67
P Value 0.9 0.9 1 1 0.15 0.11 0.99 0.99 1
@Table
DOF - 64 Significance
level
a b ¢ d e f g h i
Ambient & Chi Square 5499 5453 41.84 3782 5696 4205 7624 75.68 35.56
RGB @EYE P Value 4E-05 4E-03 0.002 0.009 2E-05 2E-03 1E-08 2E-08 (1)125_
DOF - 20 .
IS1gnllﬁcance *okk *okk *k ok Hokk w3k ok ok ok
eve
Ambient & a b c d e f g h i
Height Chi Square 31.22 4272 4232 37.14 23.12 20.6 27.16  37.35 37.05
@RGB on P Value 0.05 0.002  0.0025 0.01 0.282 042 0.13 0.01 0.012
]223{E DOF - 1Signliﬁcance « s % % o «
eve
. a b c d e f g h i
éﬁl‘:‘r‘;‘g & ChiSquare 6805 8739 2427 8099 6425 33.03 7833 113.04 47.09
patterns  PValue  3E-07 2E-10 023  2E-09 1E06 3E02 TE-09 SEIS oL
@EYE DOF ——
220 1S1gnllﬁcance sk o o o o o o ek
eve
Ambient & a b c d e f g h i
Height Chi Square 27.37 3853 37.68 3195 29.61 33.16 2207 39.32 39.86
ontrast alue . . . . . . . . .
C P Val 0.12 0.007 0.009 0.04 0.07 0.03 0.33 0.006  0.005
;))I:)l;le“ ISignliﬁcance * % * % * * *% * ok
- eve
*p<0.05  **p<0.01 ***p<0.001 DOF — Degree of freedom

satisfied. Post-processing results of the analytical-model
provides environmental knowledge-based dynamic capabil-
ities to the human-centered dining environment, which is
also utilized as an input to logistics 4.0 replenishment and
business-processes. Overall, the research outcome proposed a
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comprehensive scheme to monitor, analyze and enhance cus-
tomer satisfaction with the marketing and logistic extensions,
utilizing spatial augmented reality for smart restaurants. This
study can be a pioneering work that shows the usefulness of
emerging technologies in practical application scenarios.
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FIGURE 12. User ratings about satisfaction levels to see project deployed
in restaurants.

FUTURE WORK

Further research on interactive display with Kinect
depth-sensing cameras is in progress to develop a touch
and gesture-based interaction system. Improvements in the
scoring system based on facial expression and logistics
management model are being carried out to implement a
user-friendly interface for easy use of business processes.
For a better estimate of emotions, it is important to take into
account other contextual cues, such as the task the person is
doing, the environment they are in, what they are saying, and
their body’s physiological cues.

APPENDIX
See Table 3.
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