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ABSTRACT This paper is concerned with the H∞ filtering for Lipschitz nonlinear systems under aperi-
odically sampled measurements. The developed filter is a hybrid system, whose states undergo a change
or reset at sampling instants. The resulting filtering error system is then modelled as a kind of nonlinear
impulsive systems. By introducing a time-varying Lyapunov functional candidate, a sufficient condition for
the existence of desired filter is derived to ensure the filtering error system asymptotic stability and guarantee
an H∞ performance. The optimal H∞ performance and corresponding filter gain matrix can be obtained by
solving a convex problem with linear matrix inequalities (LMIs) constrains. Two examples are given to show
the effectiveness of the theoretical results, and our results are less conservative than existing ones through
comparisons.

INDEX TERMS Lipschitz nonlinear systems, sampled-data filtering, H∞ performance, impulsive system
approach.

I. INTRODUCTION
As one of essential problems in control and signal processing
fields, filtering (or estimation) issue has gotten extensive
concern in the past few decades [1]–[3]. Given a system
disturbed byGaussian random noise, the well-knownKalman
filtering scheme [4] is a powerful tool to handle the state
estimation problem, and it has a wide application in many
fields, such as aerospace [5], [6], robot vision [7], [8] and
networked systems [9]–[11]. In reality, however, the priori
information of external noises is always not available, and
the celebrated Kalman filtering theory will no longer be valid.
Three filtering schemes have been developed for the case of
non-Gaussian noise: L1 filtering [12]–[14], L2−L∞ filtering
[1], [15]–[17] and H∞ filtering [2], [18]–[22]. More detailed
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descriptions of the above three filtering techniques can be
found in [23].

At the computer times, digital processor is always respon-
sible for the realization of filtering or control algorithm [24],
[25]. In fact, the sampled-data system is indeed a class of
hybrid systems, which is composed of both continuous-time
dynamic systems and sampled-data filters/controllers with
discrete-time (or sampling) behaviors. There have been fruit-
ful research results (see e.g. [19], [20], [22], [26]–[30])
in the area of sampled-data filtering for various types of
dynamic systems, such as linear system [22], [27], [28],
[31], stochastic systems [29], T-S fuzzy systems [19], [20],
[30] and time-varying system with finite discrete jumps [21].
Up to now, three main methods have been developed for
the issues of sampled-data filtering from the modeling
technique perspective [32]: discrete-time system approach,
impulsive/hybrid system approach and time-delay system
approach. 1) discrete-time system approach [28], [31], [33]:
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Given a fixed data-rate setting, a discrete-time equivalent
system is devised, and then the theory in the framework
of discrete-time systems has its place in dealing with the
filtering issue of sampled-data systems. One limitation of
the discrete-time system method is that the sampling period
should be fixed. Another is that discretization loses the
information about the inter-sampling behavior [32]. 2) impul-
sive/hybrid system approach [20], [21], [26]: The main fea-
ture of this method is that the impulsive behavior is used
to represent the sampling characteristics. The advantage of
this approach lies in that it provides a natural time-domain
based framework to deal with the sampled-data filtering
issue [34], [35]. 3) time-delay system approach [27], [36]:
The sampled-data filtering error system is modeled as a
time-delay system, and the time-delay system theory is ready
to use. Unfortunately, as mentioned in [29], [36], the main
shortcoming of time-delay system method is that the value
of the integral terms of the constructed Lyapunov functional
may increases suddenly if the jumping behavior of sam-
pled signal occurs. In addition, the input of sampled-data
filter designed by the time-delay system method is usually
a piecewise continuous rectangle signal, which means that
the process of signal reforming by a zero-order hold (ZOH)
device is necessary.

Lipschitz nonlinear system is a class of common nonlinear
systems, and now has been used to describe lots of real pro-
cesses, such as robotic systems [37] and circuit systems [38],
[39]. The H∞ filter design for Lipschitz nonlinear systems
with periodically sampling was addressed in [33], in which
an Euler approximate model approach was proposed. Unfor-
tunately, the authors merely take the external disturbance into
account, failing to consider the measurement noise which is
unavoidable in practice. In addition, the discrete-time system
approach used in [33] is often suitable to the case of periodic
sampling and appears powerless to the case of non-uniform
sampling. In our knowledge, there few reports on the issue
of aperiodic sampled-data filtering for Lipschitz nonlinear
system disturbed by both external interference and measure-
ment noise. In addition, designing a sampled-data filter with
ZOH free is believed to be a significant attempt from the
perspective of simplifying the hardware circuit. Those issues
will be addressed by the proposed impulsive system method.
In this work, we develop a ZOH freeH∞ filter for Lipschitz

nonlinear systems with aperiodically sampled measurements.
We follow an impulsive system approach, that is to say,
the filtering error system is modeled as a class of nonlinear
impulsive differential systems. We employ a time-varying
Lyapunov function to analyze the stability and H∞ perfor-
mance of the filtering error system. A sufficient condition
for the existence of desired filter is formulated in terms of
LMIs. Two numerical examples are exploited to demonstrate
the effectiveness of the main results. The first one is used to
compare with the existing time-delay system approach [27].
In the second example, the designed sampled-data filter is
utilized to estimate the states of a Chua’s circuit system. In
summary, the main contributions include: 1) An H∞ filter

FIGURE 1. General diagram for filtering problem based on sampled-data.

is designed for Lipschitz nonlinear systems that is based on
aperiodically sampled data and ZOH free. 2) In comparison
with [27], our results are less conservativeness.

The remainder of this paper is organized as follows. The
problem formulation of sampled-data filtering is introduced
in Section II. The main results are given in Section III.
In Section IV, two numerical examples are given, and con-
clusions are drawn in Section V.
Notation: The sets of non-negative real and natural num-

bers are denoted by R+ and N. The identity matrix will be
denoted by I . The notion P > 0 (or P < 0), for P ∈ Rn×n,
means that P is symmetric and positive (or negative) definite.
The notation f (θ−), for any given θ ∈ R+, indicates the
limit of f (t) as t goes to θ from the left. In symmetric block
matrices, we use ‘‘?’’ as an ellipsis for the terms that are intro-
duced by symmetry. The space of square-integrable vectors
functions over [0,∞) are denoted by L2[0,∞), and l2[0,∞)
are the set of square summable series on {0, 1, 2, . . .}.

II. PROBLEM FORMULATION
Consider the following system:

ẋ(t) = Ax(t)+ Gf (Hx(t))+ Bωω(t)

y(tk ) = Cx(tk )+ Dνν(tk )

z(t) = Ex(t) (1)

where x(t) ∈ Rn is the state; y(tk ) ∈ Rm is the discrete-time
measured output; z(t) ∈ Rp is the signal to be estimated;
ω(t) ∈ Rl and ν(tk ) ∈ Rq are the external disturbance
and measurement noise respectively, satisfying that ω(t) ∈
L2[0,∞) and ν(t) ∈ l2[0,∞); A ∈ Rn×n, G ∈ Rn×g,
H ∈ Rg×n, Bω ∈ Rn×l , C ∈ Rm×n, Dν ∈ Rm×q and
E ∈ Rp×n are known real constant matrices; f (·) : Rg

7→ Rg

is assumed to be an Lipschitz nonlinearity with an Lipschitz
constant β > 0, i.e.,

‖ f (x)− f (y) ‖≤ β ‖ x-y ‖, ∀x, y ∈ Rg (2)

A typical filtering framework for system (1) based on
sampled-data is shown in Fig. 1. In Fig.1, tk is the sampling
point of time, and the sampling sequences are donated as
{tk} which are monotonically increasing with lim

k→+∞
tk =

+∞, k ∈ N. The sampling period is assumed to be
time-varying and satisfies the following Assumption 1.
Assumption 1: Two adjacent sampling instants are

bounded by 0 < τ1 ≤ tk+1 − tk ≤ τ2, which is denoted
as tk ∈ T (τ1, τ2), k ∈ N.
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To estimate the signal z(t), the following sampled-data
based filter is considered.

ẋf (t) = Axf (t)+ Gf (Hx(tf ))

xf (tk ) = xf (t
−

k )+ F(y(tk )− Cxf (t
−

k ))

zf (t) = Exf (t) (3)

where xf (t) ∈ Rn is the filter state; y(tk ) ∈ Rm is the
filter input which is also the measured value at the instant tk ,
k ∈ N; zf (t) ∈ Rp is the filter output (or an estimate of z(t));
A ∈ Rn×n, G ∈ Rn×g, H ∈ Rg×n, C ∈ Rm×n and E ∈ Rp×n

are the samematrices as the system (1); F ∈ Rn×m is the filter
gain matrix to be determined.
Remark 1: Unlike the traditional sampled-data based fil-

ter (i.e., the filter input is generally realized through a ZOH,
like [22], [27], [29], [33], [36]), filter (3) is a class of impul-
sive systems. It just makes use of the discrete-time measured
value and can save the ZOH device.

Define xe(t) = x(t)− xf (t) and e(t) = z(t)− zf (t), then the
filtering error system can be represented by

ẋe(t) = Axe(t)+ G∆f (t, x, xf )+ Bωω(t)

xe(tk ) = (I − FC)xe(t
−

k )+ (−FDν)ν(tk )

e(t) = Exe(t) (4)

where ∆f (t, x, xf ) = f (Hx(t))− f (Hxf (t)).

A. APERIODIC SAMPLED-DATA H∞ FILTERING PROBLEM
Given system (1) and assume tk ∈ T {τ1, τ2}, design a filter
(3) such that the filtering error system (4) is asymptotically
stable, and for all nonzero ω(t) ∈ L2[0,∞) and nonzero
ν(tk ) ∈ l2[0,∞), k ∈ N, the following H∞ performance is
achieved.∫
∞

0
eT(t)e(t)dt ≤

∫
∞

0
γ 2ωT(t)ω(t)dt

+

k=∞∑
k=1

γ 2νT(tk )ν(tk ) (5)

III. MAIN RESULTS
The following lemma is useful in deriving the main results.
Lemma 1 (Schur Complement Lemma [40]): Given a sym-

metric block matrix S, the following conditions are
equivalent.

(i) S =
[
S11 S12
? S22

]
< 0; (6)

(ii) S11 < 0, S22 − ST12S
−1
11 S12 < 0; (7)

(iii) S22 < 0, S11 − S12S
−1
22 S

T
12 < 0. (8)

A sufficient condition for the existence of filter (3) is
provided by the following theorem.
Theorem 1: Given scalars γ > 0 and β > 0, there exists a

filter (3) such that the filtering error system (4) is asymptot-
ically stable with a guaranteed H∞ performance (5), if there
exist real matrices Pi > 0, F̄ and scalars εij > 0, i, j = 1, 2,

satisfying the following LMIs:

5ij =

5(11)
ij PiG PiBω
? −εijI 0
? ? −γ 2I

 < 0, i, j = 1, 2 (9)

−P1 0 P2 − CTF̄T

? −γ 2I −DT
ν F̄

T

? ? −P2

 < 0 (10)

where

5
(11)
ij = ATPi + PiA+

1
τj
(P1 − P2)+ εijβ2 HTH + ETE

In this case, a desired filter gain matrix F in (3) can be
given by F = P−12 F̄ .

Proof: Define two piecewise linear functions
ρ(t), ρ1(t) : [t0,∞)→ R+:

ρ(t) =
tk+1 − t
tk+1 − tk

, ρ1(t) =
1

tk+1 − tk
,

t ∈ [tk , tk+1), k ∈ N (11)

It is obviously that there exists a function ρ2(t) ∈ [0, 1]
such that

ρ1(t) =
1− ρ2(t)

τ1
+
ρ2(t)
τ2

(12)

Inspired by [41], we consider a time-varying Lyapunov
functional as following

V (t) = xTe (t)P(t)xe(t) (13)

where P(t) = ρ̃(t)P1 + ρ(t)P2, Pi > 0, i = 1, 2, ρ̃(t) =
1− ρ(t).
When t ∈ [tk , tk+1), k ∈ N, in view of (11) and (12),

the time derivative of V (t) along the trajectories of filtering
error system (4) is given by

V̇ (t) = ẋTe (t)P(t)xe(t)+ x
T
e (t)Ṗ(t)xe(t)+ x

T
e (t)P(t)ẋe(t)

= xTe (t){A
TP(t)+ P(t)A+ ρ1(t)(P1 − P2)}xe(t)

+2xTe (t)P(t)G∆f (t, x, xf )+ 2xTe (t)P(t)Bωω(t)

(14)

By using (2), it is easy to check that the following inequal-
ity holds.

ε(t){β2 xTe (t)H
THxe(t)−∆f T(t, x, xf )∆f (t, x, xf )} ≥ 0

(15)

where ε(t) = ρ̃(t){ρ̃2(t)ε11 + ρ2(t)ε12} + ρ(t){ρ̃2(t)ε21 +
ρ2(t)ε22}, εij > 0, i, j = 1, 2.
Combining (14) and (15), it yields

V̇ (t) 6 ϕT(t)5(t)ϕ(t)− eT(t)e(t)+ γ 2ωT(t)ω(t) (16)

where

ϕ(t) = col{xe(t), ∆f (t, x, xf ), ω(t)}

5(t) =

5(t)(11) P(t)G P(t)Bω
? −ε(t)I 0
? ? −γ 2I


94400 VOLUME 9, 2021
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5(t)(11) = ATP(t)+ P(t)A+ ρ1(t)(P1 − P2)

+ε(t)β2HTH + ETE

Considering inequality (9) and by using the convex com-
bination technique, it can be verified that

5(t) = ρ̃(t){ρ̃2(t)511 + ρ2(t)512}

+ρ(t){ρ̃2(t)521 + ρ2(t)522} < 0, (17)

and then there holds

V̇ (t) < −eT(t)e(t)+ γ 2ωT(t)ω(t). (18)

Integrating both sides of (18) with respect to t over the time
interval t ∈ [tk , tk+1), k ∈ N, we have∫ t−k+1

tk
V̇ (t)dt = V (t−k+1)− V (tk )

<

∫ t−k+1

tk
(−eT(t)e(t)+ γ 2ωT(t)ω(t))dt. (19)

At the instant: t−k+1→ tk+1, k ∈ N, we can obtain

V (tk+1)− V (t
−

k+1)

= xTe (tk+1)P(tk+1)xe(tk+1)− x
T
e (t
−

k+1)P(t
−

k+1)xe(t
−

k+1)

= ζT(t−k+1, tk+1)4ζ (t
−

k+1, tk+1)+ γ
2νT(tk+1)ν(tk+1),

(20)

where

ζ (t−k+1, tk+1) = col{xe(t
−

k+1), ν(tk+1)},

4 =

[
411 412
? 422

]
,

411 = (I − FC)TP2(I − FC)− P1,

412 = −(I − FC)TP2(FDν),

422 = −γ
2I + (FDν)TP2(FDν).

Setting F̄ = P2F for inequality (10), by using the Schur
Complement Lemma 1, it can be verified that4 < 0. Further,
the following inequality can be easily obtained by (20).

V (tk+1)− V (t
−

k+1) < γ 2νT(tk+1)ν(tk+1). (21)

Combining (19) and (21), one has

V (tk+1)− V (tk ) < γ 2νT(tk+1)ν(tk+1)

+

∫ tk+1

tk
(−eT(t)e(t)+ γ 2ωT(t)ω(t))dt. (22)

When ω(t) ≡ 0 and ν(tk ) ≡ 0, inequality (22) is simplified
into

V (tk+1)− V (tk ) < −
∫ tk+1

tk
eT(t)e(t)dt ≤ 0, k ∈ N (23)

Due to V (tk ) > 0, k ∈ N, so inequality (23) implies that
limk→∞ V (tk ) = 0, that is limt→∞ ‖xe(t)‖ = 0, whichmeans
that the filtering error system (4) is asymptotically stable.

Calculating
∑k=∞

k=0 for both sides of (22), we have, under
the initial condition xe(t) = 0,∫
∞

0
(−eT(t)e(t)+ γ 2ωT(t)ω(t))dt + γ 2

k=∞∑
k=1

νT(tk )ν(tk )

> V (∞)− V (0) ≥ 0, (24)

which means that theH∞ performance (5) is achieved and the
proof is completed. �
Remark 2: When P = P1 = P2, the utilized

time-varying Lyapunov function (13) reduces to the common
Lyapunov function V (t) = xTe (t)Pxe(t). This means that the
time-varying Lyapunov function (13) is a generalization of
the common Lyapunov function, and thus can potentially
reduce the conservatism of the obtained results.
Remark 3: Note that conditions in Theorem 1 are LMIs

and can be efficiently solved by using interior-point. The com-
putational cost is proportional to N 3

varNrow with the number
of scalar decision variablesNvar and the total row sizeNrow
of the LMIs. As for Theorem 1, the values of Nvar and Nrow
are n(n+ 1)+ nm+ 5 and 4n+ 4(2n+ 1)+ q respectively.
Remark 4: The optimal H∞ performance γ ∗ and corre-

sponding filter gain matrix F∗ can be obtained by solving the
following optimization problem:

(γ ∗,F∗) = arg inf
P1>0,P2>0,F̄,εij>0,i,j=1,2

(γ 2)

s.t. (9), (10) (25)

Constrains in (25) are LMIs, hence they are easy to solve
by using the existing LMI Toolbox.

When G = 0, nonlinear systems (1) reduce to an linear
system. In this case, Theorem 1 reduces to the following
corollary.
Corollary 1: Consider the filtering error system (4)

(G = 0) and assume time sequences tk ∈ T {τ1, τ2}, k ∈ N.
Given a scalar γ > 0, there exists a filter (3) (G = 0) such
that the filtering error system (4) (G = 0) is asymptotically
stable with a guaranteed H∞ performance (5), if there exist
real matrices Pi > 0, i = 1, 2 and F̄ satisfying (10) and the
following LMIs:

5ij =

[
5

(11)
ij PiBω
? −γ 2I

]
< 0, i, j = 1, 2 (26)

where 5(11)
ij = ATPi + PiA+ 1

τj
(P1 − P2)+ ETE.

In this case, a desired filter gain matrix F in (3) can be
given by F = P−12 F̄ .

Proof: The proof is omitted since it is quite similar to
that of Theorem 1. �
Remark 5: For the case of linear system (i.e., G = 0),

the optimal H∞ performance γ ∗ and corresponding filter
gain matrix F∗ can be obtained by solving the following
optimization problem:

(γ ∗,F∗) = arg inf
P1>0,P2>0,F̄

(γ 2) s.t. (10), (26) (27)
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TABLE 1. Results of the comparison with time-delay system approach.

FIGURE 2. Sampling instant and sampling interval distribution.

IV. EXAMPLES
In this section, two examples are given to demonstrate the
effectiveness of the proposed filter design method. We first
consider the linear system case and compare the proposed
method with the result in [27].
Example 1: Consider the following system given in [27].

ẋ(t) =
[

0 1
−16 −4.8

]
x(t)+

[
0
16

]
ω(t).

y(tk ) =
[
1 0

]
x(tk )+ 0.1ν(tk ).

z(t) =
[
1 0

]
x(t). (28)

To show the effectiveness of proposed method, we com-
pare it with the existing result [27] from the following two
perspectives: 1) calculating the minimum H∞ performance
under the same sampling interval (for the convenience of
comparison, we assume that 0.0001 = τ1 < tk+1 − tk < τ2);
2) comparing the maximum value of sampling interval τm
(when 0.00001 = τ1 < tk+1 − tk < τ2 = τm) with the
constraint γ ∗ < 0.2. The detailed results are listed in Table 1,
from which it is worth noticing that the proposed approach in
this paper not only achieves a better H∞ performance in the
same sampling interval, but it also can gain a longer sampling
interval with the same constraint γ ∗ < 0.2.
Remark 6: It should be noted that the proposed filter is

ZOH free. On the contrary, the filter in [27] is realized with
the aid of the ZOH device. In other words, the proposed filter
can save the ZOH device resource.
Example 2: In this example, we design a sampled-data

filter to estimate the states of the famous Chua’s circuit [38].
The system parameters of Chua’s circuit are borrowed from
[39] as following

A =

−3.2 10 0
1 −1 1
0 −14.87 0

 , G = HT
= CT

=

 1
0
0



FIGURE 3. Trajectories of z1(t), zf 1(t) and e1(t).

FIGURE 4. Trajectories of z2(t), zf 2(t) and e2(t).

FIGURE 5. Trajectories of z3(t), zf 3(t) and e3(t).

Bω =

 1
0
0

 , Dν = 1, E =

 1 0 0
0 1 0
0 0 1

 , (29)

nonlinearity function f (Hx(t)) = 2.95(|x1 + 1|−|x1 − 1|).
We assume that the sampling instant sequences satisfy

tk ∈ T {0.01, 0.15}. By solving the problem in Remark 4,
we obtain the filter gain matrix F∗ = [0.9999 0.2997 −
0.2560]T and the minimum H∞ performance γ ∗ = 3.8534.
To verify the results, assume that the external disturbance

and measurement noise are respectively ω(t) = e−0.5t and
ν(tk ) = 0.05sin(tk ). Moreover, the initial states are assumed

94402 VOLUME 9, 2021
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to be x0 = [0.2 − 0.5 0.4]T and xf 0 = 0. The sampling
instant and sampling interval distribution are shown in Fig. 2.
Figs. 3–5 depict z(t), zf (t) and estimation error e(t), and also
show the efficacy of the proposed filtering strategy.

V. CONCLUSION
In this paper, the problem of sampled-data H∞ filtering
for Lipschitz nonlinear systems is investigated by using the
impulsive system approach. A sampled-data filter as the form
of impulsive systems is introduced to estimate the states of
the considered Lipschitz nonlinear systems. By constructing
a time-varying Lyapunov functional, the criterion ensuring
filtering error system asymptotic stability and guaranteeing
an H∞ performance is derived that is expressed in term of
LMIs. Further, the desired filter parameter could be obtain by
solving a convex optimization problem. The effectiveness of
the proposed method is verified by two examples. Our future
work will consider some network-induced complexities such
as network-induced time-delays [42] and security-related
issues [43].
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