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ABSTRACT Breast cancer being major death-leading cancer demands utmost attention. Recently,
the next-generation sequencing techniques capable of capturing gene expression data have been used
successfully for the detection of breast cancer. The proposed work identifies a small set of biomarker genes
for molecular stratification of breast cancer subtypes. In this work, we have proposed Triphasic DeepBRCA -
a novel deep learning framework, for breast cancer subtype detection and biomarker discovery. In the first
phase, an autoencoder is used for extracting a compact representation of the gene expression data which
is provided as an input to a supervised feed-forward neural network for classification of breast cancer
subtypes in the second phase. In the third phase, the proposedBiomarker GeneDiscoveryAlgorithm (BGDA)
leverages the neural network classifier of the second phase to estimate the relevance of various genes.
Next, Wilcoxon rank-sum test with False Discovery Rate (FDR) Correction is applied to identify the most
differentiating genes. Using the TCGABRCARNASeq data, the proposed framework enabled us to discover
a set of 54 most-variant genes. Using 10-fold cross-validation, we obtained a mean accuracy of 0.899 ±
0.04 at 95% confidence interval. We also validated our results on METABRIC dataset. Gene Set Analysis
revealed statistically enriched pathways. Heatmap of the expression levels and t-SNE visualization reveals
that these genes have an aggregated capability to distinguish amongst the different breast cancer subtypes.
Further, the prognostic evaluation using 54 biomarkers revealed that over 30 genes out of 54 are significantly
linked to the prognostic outcome.

INDEX TERMS Auto-encoder, biomarker genes, breast cancer subtype classification, deep learning,
Innvestigate tool, TCGA.

I. INTRODUCTION
Breast Cancer is a complex and heterogeneous disorder
marked by molecular, cellular, and clinical variations result-
ing in the unrestricted growth of abnormal cells. Out of all
cancer deaths among women, breast cancer remains the pri-
mary cause [1]. It develops mainly due to somatic mutations
in certain genes [2], even though in a small fraction of cases,
the cause of breast cancer may also be hereditary. With the
advancement in medical science leading to the advent of
next-generation sequencing techniques capable of capturing
gene expression data, gene expression analysis has emerged
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as a promising tool for the detection and treatment of breast
cancer [3], [4]. However, the high dimensional nature of such
data and the availability of only small-size datasets pose a
challenge to the researchers.

Intrinsic heterogeneity of breast cancer leads to its classifi-
cation into clinically and prognostically crucial subtypes [5].
Clinically, there are different approaches for breast cancer
stratification [6]. For example, breast cancer may be labeled
as localized (also called in situ) or invasive when it invades
the basement membrane, thus having the ability to spread.
Histological grading of breast cancer is based on the extent
of deviation of the cancer cells from the normal cells in terms
of shape and size. Breast cancer may also be categorized
by TNM (Tumor Node Metastasis) staging. Another way
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of categorizing breast cancer is via Molecular classification
based on three Immunohistochemistry (IHC) markers: Estro-
gen Receptor (ER), Progesterone Receptor (PR), and human
epidermal growth factor receptor 2 (Her2). Based on these
three receptors, there are five breast cancer subtypes, Luminal
A (LumA), Luminal B (LumB), Her2, Basal-like, andNormal
subtype. LumA subtype is characterized by being ER and
PR positive, and Her2 negative with low Ki67 (proliferation
marker). Similarly, LumB subtype is characterized by being
ER and PR positive, and Her2 with high proliferation index
indicated with high Ki67. Further, Her2 subtype is ER or
PR negative with Her2 positive, and Basal-like subtype is
triple-negative breast cancer with ER, PR, and Her2 all neg-
ative [7]–[9]. Normal subtype, although somewhat similar to
LumA in terms of IHC markers bears a slightly worse prog-
nosis than LumA and corresponds to normal breast profiling.

Breast cancer heterogeneity is naturally captured by its
molecular stratification [5], [8], [10], [11]. As molecular
subtyping has turned out to be a promising approach in
devising clinical strategy [12]–[14] and subtype-specific sur-
vival prognosis of breast cancer, it has attracted the atten-
tion of several researchers [15], [16]. Supervised as well as
unsupervised machine learning techniques have been used
extensively towards this end. Several studies have approached
the problem of discovering breast cancer subtypes using
unsupervised learning methods in the hope that naturally
manifesting subtypes could be more correlated with the prog-
nostic and clinical outcomes. Hierarchical clustering has been
the most popular unsupervised learning approach for ana-
lyzing the gene expression data [17], [18]. Another set of
studies in the literature focuses on breast cancer molecular
subtype classification using supervised framework [19]–[21].
Originally breast cancer molecular subtyping was based on
immunohistochemistry (IHC) markers namely ER, PR, and
HER2 [22]. Subsequently, Parker et al. [5] developed PAM50
- a gene signature comprising a set of 50 genes. PAM50 is
widely accepted as the gold standard for intrinsic subtype
classification as it has been shown to have a significantly
better clinical prognostic outcome as compared to IHC-based
classification [23], [24]. Indeed, a vast body of literature
employs PAM50 transcriptome for breast cancer stratifica-
tion [19], [25]–[27]. Multi-omics data such as gene expres-
sion, copy number variations miRNA, and methylation have
been leveraged for breast cancer stratification [19], [26].
In addition, a lot of research is driven in the direction of identi-
fying signature genes associated with breast cancer molecular
subtypes with the intent of improved classification results.
In this paper, we aim to discover a minimal set of biomarker
genes that can differentiate between PAM50 defined molec-
ular subtypes.

Since the high-dimensional gene expression data is dif-
ficult to handle, feature extraction [28] lies at the core of
supervised learning approaches dealing with gene expres-
sion data. Several researchers have used statistical measures
such as variance analysis, Principal Component Analysis
(PCA), Linear Discriminant Analysis (LDA), T-distributed

Stochastic Neighbor Embedding (T-SNE), decision tree, and
pathways based analysis for the dimensionality reduction.
For the classification task, several traditional machine learn-
ing techniques such as logistic regression, Naive Bayes,
rule-based classification, support vector machine (SVM), and
Random Forest RF) have been employed in literature [19],
[21], [29]. In recent years, deep learning has revolution-
ized the way data is processed. In deep neural networks,
the features are discovered on the fly with little human
intervention or domain knowledge. These networks enable
us to develop highly efficient classification models that
successfully deal with the challenges of high-dimensional
data [30]–[33]. Indeed, state-of-the-art deep learning tech-
niques often surpass the outcomes produced by the con-
ventional machine learning approaches [34], [35]. Deep
learning-based models have already been developed for
tumor classification using radiography and histopathological
images [36]–[39]. Another set of deep learning techniques
have been developed for breast cancer classification using
genomic data [40]–[43]. Yet another set of deep learning tech-
niques such as D-Gex, Deep-Chrome, and DeepSEA have
been used for gene expression inference [44], [45].

The proposed work leverages the power of deep learn-
ing for breast cancer stratification. We have proposed a
three-phase framework called Triphasic DeepBRCA. In the
first phase, an autoencoder that works as a self-supervised
learning model for feature reduction is employed for dimen-
sionality reduction. In the second phase, a feed-forward neu-
ral network is used for breast cancer subtype classification
into five subtypes. In the third phase, the proposed Biomarker
Gene Discovery Algorithm (BGDA) leverages the neural
network classifier of the second phase for biomarker gene
discovery. The BGDA makes use of relevance propagation
methods available in the Innvestigate tool [46] and arrive at a
set of potentially relevant genes called AllCandidateGenes.
Next, BGDA subjects the AllCandidateGenes to rank-sum
test with False Discovery Rate (FDR) correction to dis-
cover the final set of biomarker genes. For experimentation,
we have used gene expression RNA seq data for breast cancer
from The Cancer Genome Atlas (TCGA) repository. The
TCGA repository provides gene expression profile and clini-
cal data of 1093 patients, comprising 20,530 gene expression
values for each patient. Using the aforementioned autoen-
coder, we reduce the size of the feature vector to be used
for the classification task from 20,530 to 500. The reduced
feature vector is used in the second phase for breast cancer
subtype classification into five subtypes. Finally, using the
BGDA tool, we arrived at a set of most-variant 54 genes
to be used for breast cancer stratification. SVM with RBF
kernel is used for the classification task. We validated our
results on METABRIC dataset. The set of identified genes
was used to carry out gene set pathway analysis and prog-
nostic evaluation. Figure 1 provides an overview of the
proposed work.

To summarize, we have made the following contributions
in this paper:
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FIGURE 1. Workflow of the proposed approach.

1) We have proposed a novel framework (comprising an
autoencoder, a classification network, and a biomarker
gene discovery algorithm – BGDA) that exploits the
power of deep learning for the discovery of biomarker
genes. Although we have applied the proposed frame-
work for breast cancer subtyping, being quite general,
it is applicable for subtyping other forms of cancer and
even diseases other than cancer.

2) Using the proposed framework, we are able to identify
a set of 54 differentially expressed biomarker genes that
could serve as representative breast cancer biomarkers
for the detection of breast cancer subtypes.

The remainder of the paper is organized as follows: in
the second section, we discuss the framework of the proposed
method; while we provide the experimental details, results,
and discussion in the third section. Finally, the last section
concludes the paper with a summarization of findings and the
scope of future work.

II. METHODS
This section provides a detailed description of the pro-
posed framework, Triphasic DeepBRCA(Figure 2) - a Deep

Learning Framework for breast cancer subtype classification
and subtype-specific biomarker identification. The proposed
framework leverages the inherent power of deep learning
for automatically extracting a set of complex features from
gene expression data for the subsequent breast cancer subtype
classification task. In the first phase, an autoencoder is used
for extracting a reduced representation from the high dimen-
sional gene expression data. In the second phase, this reduced
feature set representation is passed on to a supervised deep
feed-forward neural network for the classification of breast
cancer subtypes. Finally, in the third phase, the proposed
Biomarker Gene Discovery Algorithm (BGDA)leverages the
neural network classifier of the second phase to identify
the potential biomarker genes using Innvestigate tool that
enables us to estimate the relevance of various genes across
the stratified network.

A. FIRST PHASE: DESIGN OF AUTOENCODER-DEEPNN1
High dimensional nature of the gene expression data coupled
with the availability of only a small number of samples
inhibits the ability of a classifier (a neural network in our
case). In the first phase of the proposed framework, we deploy
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FIGURE 2. Overview of proposed deep learning framework triphasic DeepBRCA for biomarker gene discovery. The systematic
representation of the framework comprises three main components: Autoencoder for reduced gene-expression representation,
feed-forward neural network classifier for breast cancer subtype stratification, and analysis of neural network classifier of
the second phase for potential biomarker gene signature discovery.

an autoencoder (DeepNN1) to obtain representation in the
reduced feature space. The architecture of the autoencoder
comprises six Dense layers. The first, second, and third Dense
layer together constitute the encoder network and comprise
5000, 2000, and 500 nodes respectively. The fourth, fifth,
and sixth Dense layer comprising 2000, 5000, andNumGenes
nodes respectively together form the decoder network (Please
see Figure 3). NumGenes (=20,530) denotes the number of
genes whose expression value is available for every patient.
Further, a dropout factor of 0.2 was introduced in the encoder
to safeguard the neural network from overfitting. ReLU acti-
vation function has been employed in all Dense layers and the
output layer. To deal with the internal covariant shift problem,
the batch-normalization layer follows Dense layers so as to
normalize the values to be passed to the subsequent layers in
the encoder.

B. SECOND PHASE: CLASSIFICATION
NETWORK-DEEPNN2
The neural network in the second phase (DeepNN2) com-
prises two dense layers having 200 and 5 units respectively
(Please see Figure 3). The network employs the ReLU acti-
vation function in the first Dense layer, while the final layer
deploys the softmax activation function to facilitate the classi-
fication task. We incorporated a dropout regularization factor
of 0.20 after the input layer and 0.50 after the first hidden
layer (found to be optimal [47]) to safeguard the network from
overfitting. To deal with the internal covariant shift problem,
a batch-normalization layer is applied after the Dense layer.
Having trained the autoencoder network in the first phase,
given the gene expression data (NumGenes = 20530) for a
subject, the corresponding compact representation compris-
ing a vector of size 500 is output by the encoder network
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FIGURE 3. Deep network architectures employed in first two phases of DeepBRCA. First phase -
autoencoder architecture (DeepNN1) and second phase - deep feed forward neural architecture
(DeepNN2).

of DeepNN1. This encoded vector of size 500 is used in
the classifier network of DeepNN2 to predict breast cancer
subtype.

C. THIRD PHASE: DISCOVERY OF SUBTYPE-SPECIFIC
BIOMARKERS
In the third phase of the proposed framework, our target
is to identify the genes that have a salient contribution in
achieving the classification results. For this purpose, we have
proposed a Biomarker Gene Discovery Algorithm (BGDA)
(described in algorithm 1) that leverages the neural network

classifier of the second phase for biomarker gene discov-
ery using relevance propagation methods available in the
Innvestigate tool. We have leveraged six methods of the
Innvestigate tool for identifying the genes relevant for breast
cancer subtype classification, namely Gradient, Smooth
Grad, Integrated Gradient, Guided Backpropagation, Layer-
wise Relevance Propagation(LRP)-Z, and Layerwise Rele-
vance Propagation(LRP)-Epsilon. These methods are used
for reasoning the behavior/outcome of neural network. Given
a certain output of the neural networks, as these methods
backpropagate to mark the features (genes) that played a
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Algorithm 1 Biomarker Gene Discovery Algorithm (BGDA)
Input:

C: Trained neural network classifier of second phase (encoder trained in phase 1 and feed forward neural network trained
in phase 2).

K: Number of applicable methods from Innvestigate tool.
X: TCGA BRCA gene expression dataset of size N ×M , where N denotes number of patients andM denotes

number of genes.
p: Threshold percentage for selecting the genes from a set.

Methods used:
computeRelevanceScores(N ,X ,m): For each sample x in the dataset X, computes and returns the relevance of each

gene in assigning the specific label (Basal; Her2; LumA; LumB; Normal) to x using method m on network N.
top250(geneScoreMatrix, x): For a sample x in dataset X, returns 250 genes with highest relevance score in

geneScoreMatrix.
genesEnoughOccur(geneList, n): Returns set of those genes from the geneList that have at least n occurrences.
rankSumTestWithFDR(G, S1, S2): For the given two group of samples S1 and S2, ranks the genes given in the gene

set G based on their differential capability, using the ranksum test with FDR correction and returns the gene rank
along with its FDR value.

topFive(geneList, n): Filters genes from the geneList with p value less than n, and returns a vector of 5 genes with the
smallest p-values.

Internal vectors:
geneScoreMatrix: For each sample x in the dataset X, the matrix of size N ×M stores the relevance of each gene,

in assigning the specific label (Basal; Her2; LumA; LumB; Normal) to x.
geneSet: For every sample x in the dataset X belonging to a particular subtype, the set stores subtype specific relevant

genes for a method of Innvestigate tool.
candidateGenes: For every sample x in the dataset X considering all subtypes, the vector stores all relevant genes marked

relevant by a method of Innvestigate tool.
AllCandidateGenes: Vector comprising union of all the candidate genes marked relevant by different (seven) methods

of Innvestigate tool.
BiomarkerGenes: Vector comprising final set of biomarker genes.

Output: BiomarkerGenes: Set of biomarker genes

1) AllSubtypes← {Basal,Her2,LumA,LumB,Normal}
2) AllCandidateGenes← {}
3) for method in range(1,K), do //method refers to a method in Innvestigate tool

a) geneScoreMatrixN×M ← computeRelevanceScores(C, X, method)
b) candidateGenes[method] = {}
c) for each subtype in AllSubtypes do

i) geneSet[subtype]← {}
ii) for x in X [subtype], do //x refers to sample of a particular subtype

geneSet[subtype]← geneSet[subtype] ∪ top250(geneScoreMatrix, x)
iii) geneSet[subtype]← genesEnoughOccur(geneSet[subtype], p× len(X [subtype]))
iv) candidateGenes[method]← candidateGenes[method] ∪ geneSet[subtype]

d) AllCandidateGenes← AllCandidateGenes ∪ candidateGenes[method]
4) BiomarkerGenes← {}
5) for each subtype in AllSubtypes do

a) SelectedGenes[subtype]← rankSumTestWithFDR(AllCandidateGenes,X [subtype],X [AllSubtypes− subtype])
b) BiomarkerGenes← BiomarkerGenes ∪ topFIve(SelectedGenes[subtype], p = 0.001)

6) Result ← BiomarkerGenes

significant role in arriving at the output of the neural net-
work, thus are called backpropagation methods. For a given
subtype (say, HER2) and a given analysis method (say,
Guided Backpropagation), we selected the top 250 genes

that contributed to its classified subtype. For each sub-
class, we retained only those genes that were present in
at least 30% of patients. The sets of genes correspond-
ing to different subtypes as selected using a particular
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analysis method were merged into a single set of genes,
called candidateGenes.
For biomarker discovery, we considered AllCandidate-

Genes - the union of all the candidateGenes sets obtained for
the six methods mentioned above. The AllCandidateGenes
set was subjected to a rank-sum test (with FDR correction).
Thus, we selected the most-differentially expressed genes for
each subtype. Finally, we selected only top 5 genes for each
subtype with p-value less than 0.001.

III. RESULTS AND DISCUSSION
In this section, we present the details of the data sources
used for experimentation. We compare our results with those
of the other state-of-the-art methods. We also evaluate the
applicability of the identified biomarkers on an independent
cohort using METABRIC dataset. We also carry out the gene
set pathway analysis and prognostic evaluation in respect of
the identified genes.

A. DATA SOURCES
For the purpose of experimentation, we have used TCGA
BRCA dataset from The Cancer Genome Atlas (TCGA)
repository [48]. It comprises information about 1218 breast
cancer patients. For each patient, the available informa-
tion includes gene expression data for 20,530 genes along
with the associated clinical information. The dataset is
log2(x + 1) transformed RSEM (RNA-Seq by Expectation-
Maximization) normalized count.

PAM50 subtype labels from the TCGA repository have
been used as the gold standard for molecular stratification
of breast cancer. PAM50 classification defines five distinct
subtypes: Basal, Her2, LumA, LumB, and Normal. There are
several molecular testing assays reported in the literature such
as Mammaprint and Oncotype for the prognosis of metastasis
and recurrence risk and BluePrint for predicting the Her2,
Basal, and Luminal subtypes. However, such tools have their
own limitation, for example, BluePrint cannot differentiate
between the Luminal A and Luminal B subtypes [49]. Since
PAM50 characterizes all five subtypes, it is being preferred
and widely adapted as a subtyping standard. For evaluat-
ing the proposed framework, we confined to 956 patients
for which the PAM50 subtypes were available. Out of the
956 patients under study, 142 correspond to Basal subtype,
67 correspond to Her2 subtype, 434 belongs to LumA cate-
gory, 194 belongs to LumB category, and 119 correspond to
Normal category.

Further, for validation of the proposed framework, we used
another cohort using the METABRIC dataset (Molecular
Taxonomy of Breast Cancer International Consortium) com-
prising transcriptome information processed on Illumina
HT-12 v3 platform. The dataset is made available by Euro-
pean Genome-Phenome Archive (EGA) under the accession
number EGAS00000000083. For experimentation, we have
downloaded a normalized discovery set and validation set
comprising 997 and 995 samples. For each patient, the avail-
able information includes log2-normalized gene expression

microarray data for 24,377 genes along with associated clin-
ical information. Patients without PAM50 subtype labels are
removed from the evaluation, thus, retaining 1699 samples.

B. EXPERIMENTAL DETAILS
We have performed our experiments in Python 3.6.9 in the
Google Colaboratory Environment that uses NVIDIA Tesla
K80 GPU.

1) DATA PRE-PROCESSING
The available gene expression data was normalized by com-
puting z-scores. For operational convenience, the textual
labels ‘‘Basal’’, ‘‘Her2’’, ‘‘LumA’’, ‘‘LumB’’, and ‘‘Nor-
mal’’ were mapped to numerical values of 0, 1, 2, 3, and
4 respectively. The class imbalance problem was addressed
by applying the Synthetic Minority Over-Sampling Tech-
nique (SMOTE) [50] to the training partition. SMOTE is a
data augmentation technique used to address the class imbal-
ance problem. It operates by selecting an instance, say a of
the minority class. It then determines its k nearest neighbors
and selects one of them, say instance b. Finally, the synthetic
instances for the minority class are generated as the convex
combination of the selected two instances, namely, a and b.
To ensure the presence of a sufficient number of samples of
every class in each partition, we randomly shuffled all the
samples.

2) HYPERPARAMETERS
In all the experiments, we used Glorot - the default Keras
initializer for initializing the weights uniformly. Based on
experimentation, we set batch size = 32, and learning rate
= 0.0006 with a decay factor of 10 e − 4, and enabled
early stopping to refrain the network from getting overtrained.
Further, we used Adam optimizer for fine-tuning network
weights for each of the deep neural networks: DeepNN1 and
DeepNN2. Based on the experimentation, we arrived at the
architecture and dropout rate of the two networks mentioned
in the previous section.

3) NEURAL NETWORK CLASSIFIER RESULTS BASED ON
20,530 INPUT GENES
The encoded vector obtained as the output of the autoencoder
network DeepNN1 described in the previous section serves
as input to the classifier network DeepNN2. As mentioned
earlier, the five output classes correspond to the five breast
cancer subtypes Basal, HER2, LumA, LumB, and normal.
The proposed framework has been evaluated using 10-fold
cross-validation. For each fold, the experimentation involves
the following steps:

1) 90% of the data reserved for training is used to train
the autoencoder network DeepNN1 which accepts the
entire set of 20,530 genes as input and outputs a vector
of size 500.

2) The same 90% of the data as used for training
DeepNN1 (step 1 above) is used to train the classifier
network DeepNN2.
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FIGURE 4. Comparative analysis of the methods of innvestigate tool in terms of the size of the gene set selected, the corresponding accuracy, and overlap
amongst the gene sets selected by different methods.

3) For the remaining 10% of the data reserved for testing,
each input vector is fed to the autoencoder network
DeepNN1 (already trained in step 1 above) to obtain
the encoded representation in the form of a vector of
size 500.

4) The encoded vector obtained in step 3 above is fed to
the classification networkDeepNN2 (already trained in
step 2 above) to obtain the classification outcome as
one of the five breast cancer subtypes.

For each fold, we reserved 90% of the data for training and
10% for hold-out validation. This served as a safeguard from
overfitting while constructing themodel.We achieved amean
accuracy of 0.894 ± 0.04 at 95% confidence interval. Thus,
we conclude that the proposed framework is quite stable in
terms of classification accuracy across 10 independent folds
of the proposed framework.

C. PRELIMINARY SELECTION OF GENE SETS USING
METHODS OF INNVESTIGATE TOOL
Identification of biomarker genes is crucial for understand-
ing the biological, molecular, and cellular mechanisms.
As mentioned earlier, the methods of Innvestigate tool can
be leveraged to arrive at sets of relevant genes that con-
tribute significantly to the classification process. We have
used six relevance propagation methods of the Innvestigate
tool, namely Gradient, Smooth Gradient, Integrated Gradi-
ent, Guided Backpropagation, LRP-Z, and LRP-Epsilon for
analyzing the neural network classifier of the second phase.
Each of these methods identifies a set of candidate genes.
We evaluated the effectiveness of the identified gene signa-
tures obtained using these methods in classifying the breast
cancer subtypes. As seen in Figure 4(a), every method selects
a set of genes that yields high accuracy (>0.87) obtained

using Support Vector Machine (SVM) with radial basis func-
tion(RBF) kernel. The number of genes selected by different
methods lies in the range (151, 187). The highest accuracy
of 0.895 is obtained for the set of 161 genes selected by the
LRP-Z method. Figure 4(b) shows a Venn diagram depicting
the overlap of genes selected by these six methods. It may
be noted that all the gene sets identified by different methods
have three genes in common, namely, ‘CENPK’, ‘ERBB2’,
and ‘RGS1’.

D. SELECTION OF BIOMARKER GENES AND THEIR
CLASSIFICATION PERFORMANCE
We aim to identify a minimal set of biomarker genes having
the capability to differentiate between the five subtypes of
breast cancer. For this purpose, we aggregated the set of can-
didate genes identified by different methods of Innvestigate
tool, thus obtaining a set of 607 genes. This set of genes
is fed to the Biomarker Gene Discovery Algorithm (BGDA).
For each subtype, the algorithm selects the top 5 genes,
each having a p-value less than 0.001. In the case of LumA,
it was noted that there were two genes having exactly the
same p-value at rank 5. So, we decided to include these
genes also. Taking the union of the aforementioned gene sets,
we obtained a set of 26 distinct genes. We also experimented
with all the 607 genes, performed the subtype classification
task (one versus all), and marked the top 25% distinguishing
genes. We found, 30 genes common to all subtype classifica-
tion tasks. Including these common genes also, we obtained
a set of 54 distinct genes, to be called biomarkers, for further
analysis.

To evaluate the effectiveness of the set of 54 candi-
date biomarkers in distinguishing amongst the breast cancer
subtypes, we used different classification models, namely,
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ANN (first hidden layer with 20 neurons followed by clas-
sification layer and dropout rate being 0.5 with Adam opti-
mizer), Support Vector Machine SVM) with radial basis
function(RBF) kernel, SVMwith the sigmoid kernel, random
forest classifier, and gradient boosting classifier. We found
the classification accuracy to be in the close range [0.864,
0.899] at 0.95 confidence interval (please see Table 1).
Thus, we note that irrespective of the classification model
employed, 54 identified biomarkers carry the potential to
distinguish amongst five breast cancer subtypes. This estab-
lishes the effectiveness of the identified biomarkers in the
breast cancer subtype classification task. Since the SVMwith
RBF kernel scores over other classifiers, in the remaining
subsection, we restrict our attention to the results obtained
using SVM with RBF kernel.

TABLE 1. Comparison of different classification models for breast cancer
subtype classification (using 54 identified biomarkers and 10-fold
cross-validation) on TCGA BRCA dataset in terms of accuracy at 95%
confidence interval.

10-fold cross-validation using the 54 biomarkers discov-
ered by the BGDA algorithm and the SVM classifier with
RBF kernel yielded mean accuracy of 0.899 ± 0.04 at
95% confidence interval. Figure 5(a)) shows the number of
samples of each class that have been classified correctly.
The diagonal entries in the confusion matrix indicate the
number of samples correctly classified for each class, while
off-diagonal entries indicate the number of samples wrongly
assigned to each class. The heatmap in Figure 5(b) sum-
marizes information about precision, recall, and F1-score
metrics for 10-fold cross-validation for Basal, Her2, LumA,
LumB, and Normal subtypes. The boxplots in Figure 5(c)
depict the stability of the four evaluation metrics, namely
accuracy, precision, recall, and F-score when the 10-fold
cross-validation is carried out. Note that the proposed frame-
work is able to label almost all Basal patients correctly,
thus achieving high average values of the precision, recall,
and F1-score (≥0.979) across 10 different folds (heatmap
in Figure 5(b)). Further, the boxplot in Figure 5(c) indicates
the smallest variation in the results for the Basal subtype.
For the breast cancer subtype LumA, the framework yields
high values (greater than 0.89) of precision, recall, and F1-
measure. Similarly, for LumB subtype, the framework yields
precision, recall, and F1-measure scores of 0.80 approxi-
mately. For Her2 type, although recall score is high (0.866),
the model scores somewhat low on precision (0.744). Low
performance witnessed by the model for Her2 subtype may
possibly be because of the availability of a few samples of this
class inhibiting the ability of the model to differentiate it from
other subtypes. For Normal subtype, the model scores value

greater than 0.90 for all three metrics, i.e. precision, recall,
and F1-score. In summary, the classification results attest that
the proposed biomarker gene discovery framework is able to
identify subtype-specific features capable of distinguishing
each of the five classes.

E. COMPARISON WITH STATE-OF-THE-ART FRAMEWORKS
PAM50 molecular subtyping of breast cancer [5] has been
widely accepted as gold standard [19]–[21]. Recently, sev-
eral researchers have experimented with TCGA BRCA RNA
sequence dataset for the breast cancer molecular stratification
involving the five subtypes. List et al. [19] investigated the
gene expression and methylation data for breast cancer sub-
type classification using random forest-based classification
models. They deployed the Gini index measure for feature
selection and created threemodels, one using gene expression
data, another using methylation data, and third one using
the combined data from the aforementioned sources. The
models based on Methylation Data and RNA sequence gene
expression data resulted in accuracy of 0.753 and 0.869 (using
38 and 53 genes respectively) respectively. By integrating
methylation data with RNA sequence data, they were able to
increase the accuracy to 0.878, albeit the number of genes
required for the classification task increased from 53 to
275. Zhang et al. [20] proposed a novel feature selection
approach based on the 1-norm SVM algorithm and employed
2-norm SVM for five class subtype predictions. They exper-
imented on the aforementioned dataset and yielded an accu-
racy of 0.863 with identified gene signature of 47 genes.
Similar work using RNA sequence gene expression data was
also carried out by Gao et al. [21]. They used enrichment
score computation for feature set reduction and deployed
MXNet - a deep learning framework for classification. Using
the proposed set of 1000 genes, they were able to achieve
accuracy near around 0.80.

As compared to the above-mentioned results, we have
been able to yield a classification accuracy of 0.899 using
54 biomarker genes discovered by the BGDA algorithm.
Although our nearest competitor [19] makes use of 53 genes
(one less than what our model achieves), they achieve a sig-
nificantly lower accuracy of 0.869. Thus, while the proposed
model achieves competitive results w.r.t. the number of genes,
the results are clearly superior w.r.t. accuracy obtained using
10-fold cross-validation (see Table 2).

F. ANALYSIS OF IDENTIFIED POTENTIAL 54 BIOMARKER
GENES
Heatmaps are useful in visualizing how gene expression
intensity varies across samples belonging to different breast
cancer subtypes. Figure 6(a) shows heatmap for the gene
expression values for the identified 54 biomarker genes.
Names of these genes are displayed in the heatmap along
with their varying intensity levels. It is evident that the gene
expression values clearly segregate five subtypes. It may be
seen that the segregation of the breast cancer subtypes based
on gene expression values of 54 biomarkers that we have
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FIGURE 5. Experimentation results of classification performance in terms of 10-fold cross-validation using identified 54 potential biomarker genes.
Figures (a), (b), and (c) depict the results for five class classification (Basal, Her2, LumA, LumB, and Normal) problem.

TABLE 2. Comparison of the proposed model with the state-of-the-art techniques for breast cancer subtype classification on TCGA BRCA dataset. The
proposed model scores over its competitors in terms of classification accuracy and the number of genes used.

discovered compares favorably with the segregation achieved
using PAM50 genes(please see Figure 6(b)). It was interesting
to find that eight out of 54 biomarkers that we identified
using the proposed data-driven framework were common
with PAM50 genes, namely, ‘CCNE1’, ‘CDC20’, ‘EX01’,
‘MELK’, ‘ORC6L’, ‘PHGDH’, ‘RRM2’, and ‘UBE2T’.

Maaten and Hinton [51] proposed an unsupervised
non-linear technique, called t-distributed Stochastic Neighbor

Embedding (t-SNE), for visualization of high dimensional
data along three orthogonal axes. Figure 6(c) shows the
clustered distribution of gene expression data for 54-gene
signature for 956 patients under study along the dimen-
sions discovered by t-SNE analysis. The data distribution
shows that these genes have an aggregated capability to
distinguish amongst the different breast cancer subtypes.
It may be recalled from discussion in section III-D that while
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FIGURE 6. Visualization of gene expression and the corresponding samples for the identified 54 biomarker genes.

classifying into individual breast cancer types (against all
others), a common set of 30 genes was found to significant
for each of the five subtype classification tasks. We studied
the Pearson correlation coefficient between these 30 genes
out of 54 identified biomarkers (Figure 6(d)). It may be noted
that the 30 genes common to all five subtype classification
tasks are highly positively correlated with each other except
for one gene, namely, ‘SCN2B’ which shares high negative
correlation with others.

Figure 7 depicts Gene Ontology (GO) for the identi-
fied 54 biomarker gene set, marking three different aspects
of gene functionality, namely molecular processes, cellular
components defining the location of occurrence of molec-
ular processes, and biological process driven by regulated
molecular processes. We carried over-representation analy-
sis on the identified set of 54 biomarkers and looked for
the pathways being hit and the associated biological pro-
cesses using online WebGestalt tool [52]. We performed the

Benjamini-Hochberg (BH) test on the set of 54 biomark-
ers which revealed the enriched biological processes such
as mitotic DNA replication and cell division (Figure 8(a)).
We noted that the identified genes are related to cancer
progression. The BH test also revealed the enriched path-
ways using 0.05 as the FDR threshold. Figure 8(b), 8(c),
and 8(d) show top 30 Reactome Pathways, top 10 Panther
Pathways, and top 10 KEGG Pathways being hit respec-
tively. It may be noted that enriched pathways are highlighted
in dark blue. Statistically significant enriched pathways
include Activation of NIMAKinases (NEK9, NEK6, NEK7),
p53 signaling pathway, Activation of E2F1 target genes
at G1/S, Amplification of signal from unattached kineto-
chores via aMAD2 inhibitory signal, RHOGTPases Activate
Formins, and Activation of ATR in response to replication
stress. It may be noted that these signaling pathways are
reported as relevant in the literature in the context of breast
cancer [53]–[55].
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FIGURE 7. Gene ontology: Biological process, cellular component and molecular function categories.

FIGURE 8. Gene set analysis of 54 potential biomarker genes.

G. PROGNOSTIC EVALUATION USING IDENTIFIED
BIOMARKER GENES
We carried out prognostic analysis using the set of biomark-
ers discovered by the BGDA algorithm using TCGA RNA

Sequence dataset described earlier. For this purpose, we used
the well-established Kaplan-Meier plotter tool [56] that has
been designed to evaluate the effect of different genes on
survival for 21 cancer types including breast cancer. For each
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FIGURE 9. Kaplan-Meier curves showing survival probabilities of the two contrasting groups (based on gene expression) for twelve genes out of 30 genes
for which p-values are less than 0.05. The horizontal and vertical axes denote the overall survival time in days and the probability of survival respectively.
Hazard ratio with 95% confidence intervals and logrank P value computed using univariate cox regression analysis for these genes shows that they can
independently predict survival outcome for one group against another.
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gene, KM plotter is used to split the patients into two groups
based on the best cutoff split of the gene expression value
and plot the Kaplan-Meier curves showing the overall sur-
vival probabilities for each group. In Figure 9, we show the
Kaplan-Meier curves for the contrasting groups for twelve
genes out of 30 genes for which p-values are less than 0.05.
The horizontal and vertical axes denote the overall survival
time in days and the probability of survival respectively.

To facilitate the comparison between the two groups,
KM plotter also enables computation of Hazard Ratio (HR)
with 95% confidence intervals and logrank P-value are com-
puted using univariate cox regression analysis. It is evident
from the plots in Figure 9 that the biomarker genes discovered
by the BGDA algorithm can independently predict survival
outcome for one group against another.

H. VALIDATION OF IDENTIFIED BIOMARKERS ON
INDEPENDENT COHORT
To evaluate the strength of the biomarkers, discovered by
BGDA algorithm, in dealing with an independent cohort,
we carried out the classification of METABRIC dataset into
five breast cancer subtypes using the same set of biomarker
genes. For experimentation, we have used the discovery set
and validation set as defined in theMETABRIC repository for
training and testing respectively. Using SVM classifier with
RBF kernel, we achieved an overall test accuracy of 0.718.
The diagonal entries in the confusion matrix (see Figure 10)
indicate the number of samples correctly classified for each
class, while off-diagonal entries indicate the number of sam-
ples wrongly assigned to each class.

FIGURE 10. Confusion matrix depicting classification performance using
identified 54 potential biomarker genes on METABRIC dataset.
Figure depicts the results for five class classification (Basal, Her2, LumA,
LumB, and Normal) problem. In the given confusion matrix, while the
diagonal entries indicate the number of samples correctly classified for
each class, off-diagonal entries indicate the number of samples wrongly
assigned to each class.

Using the METABRIC dataset, Milioli et al. [57] proposed
a CM1 score metric to identify a set of 42 discriminat-
ing genes and obtained classification accuracy of 0.641 ±
0.039 even though they used the same dataset for gene
discovery and classification. In contrast, we obtained the

classification accuracy of 0.718 on the METABRIC dataset
even though we discovered the biomarker genes using TCGA
dataset. This further establishes the strength of the BGDA
algorithm in discovering the biomarkers that remain relevant
on independent cohorts.

IV. CONCLUSION AND FUTURE SCOPE
Molecular subtyping of breast cancer has established itself
as a promising approach for devising a clinical strategy,
which in turn requires the identification of a small set of
biomarker genes for molecular stratification of breast can-
cer subtypes. In this work, we have proposed Triphasic
DeepBRCA - a three-phase deep learning framework for
breast cancer subtype classification and biomarker discov-
ery. Using the proposed framework for the TCGA BRCA
dataset, we have discovered a 54-gene signature. Using
10-fold cross-validation, the identified biomarker genes are
able to classify the breast cancer subtypes with a mean accu-
racy of 0.899 ± 0.04 at 95% confidence interval. Further,
we obtained weighted average precision, recall, and F1-score
of 0.903, 0.899, and 0.90 respectively. When compared to the
other state-of-the-art works, the performance of the proposed
framework is found to be superior in terms of the classifi-
cation accuracy and the size of the gene signature. Heatmap
of the expression levels of the identified biomarker genes
depicts natural segregation of five breast cancer subtypes
based on differential expression of identified 54 biomarker
genes. Further, t-SNE visualization reveals that these genes
have an aggregated capability to distinguish amongst the
different breast cancer subtypes.

The identified potential genes were found to conform
to biological hallmarks of breast cancer including cancer
progression. Gene Set Analysis (GSA) revealed statisti-
cally significant pathways, hit by the identified genes, such
as Activation of NIMA Kinases (NEK9, NEK6, NEK7),
p53 signaling pathway, Activation of E2F1 target genes
at G1/S, Amplification of signal from unattached kineto-
chores via aMAD2 inhibitory signal, RHOGTPases Activate
Formins, and Activation of ATR in response to replication
stress. Further, the prognostic evaluation of 54 genes discov-
ered by BGDA algorithm revealed that 30 of these genes are
significantly linked with the prognostic outcome.

In summary, we have proposed a novel framework that
exploits the power of deep learning for the discovery of
biomarker genes. Using the proposed framework, we are
able to identify a set of 54 differentially expressed and bio-
logically relevant genes that enable the detection of breast
cancer subtypes. In follow up work, we aim to analyze the
coherence and/or variation in gene discovery for the Breast
Cancer subtype classification in the context of multi-omics
data. Further, we intend to dissect cancer heterogeneity based
onwhole-transcriptome sequencing data to discover new sub-
types. In the future, we also aim to study the applicability
of the proposed framework to other cancer types. Further,
the potential of identified biomarkers may be investigated for
devising drug therapy as a possible direction of future work.
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APPENDIX A
BACKGROUND
Although neural networks were invented in the forties in the
twentieth century, due to the limitations of the available com-
puting technologies, it was only in the eighties that the neural
networks found use in practical applications. At the beginning
of the twenty-first century, the availability of fast computing
GPUs made it possible to train deep neural networks. Initial
deep networks were plagued by the ills of vanishing and
exploding gradients. Pioneering works by [58]–[61] helped
resolve such issues. This enabled neural networks to learn
millions of parameters by training over voluminous data.
For example, ImageNet [60] was trained over millions of
images. Deep neural networks have found useful applica-
tions like image recognition, speech recognition, andmachine
translation [62]–[64], where its variants convolutional neural
network and recurrent neural network are put to use. In the
field of medical diagnostics too, deep neural networks have
been successfully used for various tasks such as disease iden-
tification, tumor classification, drug discovery, and tissue seg-
mentation [34], [36], [65]. Recently, gene-based analysis is
one of the prominent areas in the medical domain where deep
learning is catching attention. The high dimensional nature
of gene expression data and the automatic feature extraction
capability of deep neural networks make deep learning most
suitable for dealing with gene expression data. It is precisely
because of this reason, the technique is employed for breast
cancer subtype classification. This section presents variants
of deep neural networks incorporated in the paper, briefly
described below:

A. DEEP FEED FORWARD NEURAL NETWORKS
The neural network architecture comprises an input layer,
an output layer, and several hidden layers between the input
and output layers. Each intermediate layer is composed of
neurons that define an intermediate set of relevant features.
In a feed-forward neural network, information flow is uni-
directional i.e. from the input layer to the output layer via
hidden layers. The simplest feed-forward neural network is
the single-layer neural network comprising an input layer,
a hidden layer, and an output layer. Fig 11(a) presents the
multi-layer feed-forward network. In a neural network having
several hidden layers, the layers at the beginning (called shal-
low layers) learn simple features and the subsequent layers
learn more and more complex features. A neuron in an inter-
mediate layer is defined by applying a non-linear function,
called activation function, to a linear function of the inputs
i.e. a linear combination of the inputs plus a bias term. The
scalars in the linear function are called the weights or weight
parameters, or simply parameters, corresponding to that neu-
ron. Thus, these neural networks employ different activation
functions through which it can learn the non-linear function
of its inputs. The interconnections between layers are ini-
tialized with random weights. During the course of training
(also called learning), these weights are adapted using a
backward propagation algorithm to perform the desired goal

FIGURE 11. Neural networks.

successfully. The network computes the activations A[i] of
the ith layer by using inputs from the previous (i− 1)th layer
along with the weights and bias of the input connections
between the two layers as follows:

Z [i] = W [i− 1, i].A[i− 1]+ b[i] (1)

A[i] = σ (Z [i]) (2)

Subsequently, these activations serve as the input for the
next layer. Continuing in this manner, the result at the output
layer (say l th layer) is compared against the vector (say, Y ) of
true values to compute the error (also called loss) function as
follows:

Loss(J ) = L(A[L],Y ) (3)

In the backward propagation phase, error derivatives are
used to compute change in weights and bias values between
the current layer i and the previous layer i− 1 as follows:

W [i− 1, i] = W [i− 1, i]− α ∗ dW [i− 1, i] (4)

b[i] = b[i]− α ∗ db[i] (5)

The above process of updating the weights between the
two layers proceeds in the backward direction. The back-
ward propagation algorithm gradually adjusts weights, thus
descending towards local minimal error.

B. AUTOENCODER
While dealing with high dimensional data, successful imple-
mentation of machine learning algorithms often requires a
mechanism for dimensionality reduction. For this reason,
an unsupervised deep neural network- autoencoder is put to
use. It comprises two sub-networks: an encoder network that
codifies a compact representation of a high dimensional input
instance, followed by a decoder network that attempts to map
the compact representation back to the original representation
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of the input instance [66]. Each of these networks comprises
multiple hidden layers. The compressed representation out-
put by the encoder being lossy, given a data instance, its
representation generated by the decoder network cannot be
identical to the original representation. Figure 11(b) presents
the simplest autoencoder. The encoder learns the latent space
representation h = f (x) for the given input x using a weight
matrix W and bias b, and the sigmoid activation function as
follows:

h = σ (Wx,hx + bh) (6)

The decoder reconstructs x ′ = g(h) as an approximation
to the input x by minimizing a loss function L(x, x ′) that
measures the deviation of the reconstructed input x ′ from the
original input the input x. x ′ is computed as follows:

x ′ = σ (Wh,x ′h+ bx ′ ) (7)

The encoder and decoder are trained jointly i.e. in an end-
to-end manner using the backpropagation algorithm. As the
network processes different instances of data, the network
weights get trained so as to minimize the loss of information
in the compressed representation. Thus, given an unseen
instance of data in the high dimensional feature space, the net-
work is able to generate a concise representation in a low
dimensional feature space.
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