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ABSTRACT As the proportion of wind power in the world’s electricity generation increases, improving
wind power prediction accuracy is vital for making full use of wind energy and ensuring the safe and stable
operation of the power grid. Given the uncertainty and volatility of wind power and the weak generalization
ability of the current wind power prediction models, we propose a wind power prediction model that
combines Adaboost algorithm with extreme learning machine optimized by particle swarm optimization
(PSO-ELM). First, particle swarm optimization is used to optimize the initial thresholds and input weights
of the ELM to obtain the PSO-ELM basic prediction model. Then, combined with the Adaboost algorithm,
a series of PSO-ELM weak predictors with input weights and thresholds optimized by PSO and containing
different hidden layer nodes are composed. Finally, each weak predictor is weighted and fused into a strong
prediction model of wind power, and the final prediction results are output. In this paper, the Adaboost-
PSO-ELM model is verified by a wind turbine’s measured data in Turkey. The prediction indicators
are compared with the current wind power prediction methods including optimized neural networks and
ensemble learning models. The results show that the Adaboost-PSO-ELMwind power prediction model has
higher accuracy and better generalization ability.

INDEX TERMS Adaboost algorithm, extreme learning machine, optimization algorithm, wind power
prediction.

NOMENCLATURE
BP Back Propagation Neural Network
ELM Extreme Learning Machine
GA Genetic Algorithm
GPR Gaussian Process Regression
GWEC Global Wind Energy Council
KELM Kernel Extreme Learning Machine
LSTM Long Short-Term Memory
NWP Numerical Weather Report

The associate editor coordinating the review of this manuscript and

approving it for publication was Seyyed Ali Pourmousavi Kani .

PSO Particle Swarm Optimization
SLFN Single-Hidden Layer Feedforward Neural

Network
SVM Support Vector Machine

I. INTRODUCTION
At present, wind power has become the most mature power
generation technology in all renewable energy business
models [1]. The latest report of the Global Wind Energy
Council (GWEC) shows that the total wind power capacity
in Asia Pacific is now nearly 347 GW, making it the region
with the most wind power capacity worldwide [2]. However,
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wind power generation’s randomness poses a challenge to
the power grid’s safe dispatch and stable operation. There-
fore, accurate wind power prediction is of great significance
for reducing grid dispatching costs and improving system
performance. According to time scale, wind power predic-
tion can be classified into long-term, medium, short-term
and ultra-short-term prediction. Long-term prediction with
annual timeliness are used in wind farm planning and annual
power generation plans; mid-term prediction are time-limited
by weeks or months to determine maintenance plans. The
accuracy requirements of these two prediction methods are
not strict, and there are few studies on this aspect. On the other
hand, the short-term prediction refer to the prediction of wind
power within 3 days. And the ultra-short-term prediction
means to predict the wind power in the next 10 minutes to
4 hours [3]. They can help in the optimization of frequency
modulation and spinning reserve capacity, as well as the
economic load dispatch, which makes it a hot spot in the
wind power industry. Recent studies have mostly focused
on the prediction of the wind power time series. In [4],
Zhou et al. proposed to use K-means clustering to process
historical wind power data to acquire multiple training sets,
and then use long short-termmemory (LSTM) neural network
to predict the future wind power. Yan andWu [5] usedwavelet
transform to deconstruct the wind power time series to obtain
multiple sub-sequences, input the kernel extreme learning
machine (KELM) for prediction, and then integrate the output
results to obtain the final prediction value. Lee et al. [6] pro-
posed to integrate three ensemble learning models, including
boosted trees, random forest and generalized random forest,
to realize the prediction of wind power. Sun and Zhao [7] used
VMD method to process historical power series, and then
used LSTM to predict and fuse sub-sequences. Shi et al. [8]
proposed to use the wavelet decompositionmethod to process
the time series of wind power and then uses SVM to predict
wind power in the last day of a week. These time series-based
methods are effective in ultra-short-term prediction, but for
short-term time scale prediction, their robustness is insuffi-
cient and it is difficult to achieve satisfactory results.

Methods based on physical models and statistical models
are the mainstream methods for short-term wind power pre-
diction [9]. The core of the physical-model-based method is
to establish the dynamic and thermodynamic equations corre-
sponding to the evolution of the meteorology, and then com-
bine the actual latitude, altitude and terrain of the wind farm
to predict the wind speed to finally realize the wind power
prediction through the wind speed-power fitting curve [10].
This prediction model is more complicated, with a large
amount of calculation, and is easily affected by incorrect
initial information [11]. The statistical-model-based method
uses training samples to build a model, which can be com-
bined with the training model to obtain the predicted wind
power according to the new input measurement values [12].
Because it establishes a nonlinear relationship between the
input and the output, the model can be applied to prob-
lems with unclear internal mechanisms and have broader

applicability in the field of wind power prediction [13].
In recent years, scholars worldwide have carried out much
research on the realization of wind power forecasting by con-
structing statistical models. Among them, the two methods
of support vector machine (SVM) and neural network have
achieved satisfactory prediction results [14]. In terms of real-
izing wind power prediction based on the SVMmethod, Ning
and Liu [15] used particle swarm algorithm to optimize the
penalty factor and kernel parameters of SVM and then used
historical data as training samples to train the optimized SVM
model. In terms of realizing wind power prediction based
on neural network method, Li and Mao [16] put forward
a method using two-day historical climate data and wind
power data to train BP neural network, and then predict the
ultra-short-term wind power in the next 4 hours based on the
numerical weather forecast. Wang et al. [17] proposed to use
empirical mode decomposition to reconstruct the time series
of wind speed and input the obtained signal components into
the BP neural network optimized by genetic algorithm to
realize the prediction of future wind speed. And the wind
power prediction is achieved by fitting the wind speed-power
curve. But there are some problems with these popular meth-
ods: First, the training time of SVM is too long, and there’s
much difficulty to implement large-scale training samples;
second, the BP neural network requires many parameters and
thereby cause sample dependence, which makes it fall into
local optimality frequently.

The Extreme Learning Machine (ELM) is an improvement
to the traditional single-hidden layer feedforward neural net-
work (SLFN), and it has made much progress in recent years.
ELM randomly generates the hidden layer neurons’ threshold
and the connection weights between the input layers, which
does not need to be adjusted during training. Its structure
is not complicated and it has the advantages of fast training
speed, and better generalization ability [18] and has recently
been used in the research of wind power prediction. However,
ELM input parameters’ randomness will inevitably affect
the prediction results. To improve the prediction accuracy
of ELM, some scholars have applied different optimiza-
tion algorithms to optimize the input parameters of ELM.
Wang et al. [19] used genetic algorithm to optimize the input
weights of ELM; Zhai and Ma [20] and Tan et al. [14] used
artificial fish swarm algorithm and salp swarm algorithm to
optimize the initial input weights and thresholds of the ELM,
respectively. Although these optimization algorithms have
improved the prediction accuracy of the model to a certain
extent, in some cases, there will be over-fitting phenomena,
which will make the model fall into the local optimum and
affect the generalization ability of the prediction model [14].
The Adaboost algorithm is an integrated learning algorithm
proposed by Schapire and Freund [21]. It aims to aquire
and adjust all training samples’ weight through repeated
iterative training of the model. Each iteration forms a weak
predictor and then combines these weak predictors into a
strong predictor through weighting, thereby improving the
overall model’s performance. The Adaboost algorithm can

VOLUME 9, 2021 94041



G. An et al.: Short-Term Wind Power Prediction Based on PSO-ELM Model

be combined with a variety of learning algorithms. In [22],
Xiang et al. combined Adaboost with BP neural network
to predict the future tax; In [23], the particle swarm opti-
mization SVM was combined with Adaboost to forecast the
water inrush from the coal seam floor. Xiang and Zhu [22],
Wen and Yu [23] verified that the Adaboost algorithm
improves the generalization ability of the model and prevents
the training process of the learning algorithm from falling into
the local optimum.

Combining the Adaboost algorithmwith the extreme learn-
ingmachine, the Adaboost-PSO-ELMwind power prediction
model is proposed. Particle swarm optimization is applied
to find the best suited input weights and thresholds of the
model. And then we use the PSO-ELM model as a weak
predictor. The number of each weak predictor’s hidden layer
nodes is set in a validated interval. Then we use the Adaboost
algorithm to integrate them into a strong predictor of wind
power to further improve the model’s prediction’s accuracy
and ability of generalization. Finally, the actual data is used to
train the proposedmodel. The prediction results are compared
with the results of the existing models in order to verify the
superior performance of the proposed wind power prediction
model.

The remainder of this article is arranged as follows:
In Section II, we introduce the principles of ELM, parti-
cle swarm optimization algorithm, and Adaboost integrated
learning algorithm in detail, and the Adaboost-PSO-ELM
wind power prediction model is proposed; In Section III,
the Adaboost-PSO-ELM wind power prediction model is
trained and output prediction results based on smaller sam-
ples and larger samples, and the results are compared with
the results of several current mainstream models. Through
multi-index error analysis, the validity and applicability of
the method proposed in this article are verified; In Section IV,
we draw some conclusions.

II. BASIC THEORIES
A. WIND POWER PREDICTION METHOD BASED ON
EXTREME LEARNING MACHINE
Aiming at the traditional single-hidden layer feedfor-
ward neural network (SLFN) easy to fall into the local
extremum, with slow training speed and other problems [24],
Huang et al. proposed an extreme learning machine (ELM)
method. This method can randomly generate the threshold
value of the hidden layer neurons and the connection weight
between the input layer and the hidden layer. There is no
need for iterative adjustment during the training process, so it
possesses a faster training speed and better nonlinear fitting
ability.

In the following, the wind power prediction method based
on the extreme learning machine will be explained by tak-
ing wind power prediction through wind speed and wind
direction as an example. Given M training samples of wind
power

(
x_trainj, t_trainj

)
, j = 1, 2, . . . ,M . Among them,

x_trainj represents the input information of the training sam-
ple, including the measured wind speed and wind direction

FIGURE 1. Structure diagram of ELM.

data, t_trainj is the output data of the training sample,
corresponding to the wind power data. Suppose the network
contains L hidden layer neurons, activation function ReLU:

g(x) =

{
x, x > 0
0, x ≤ 0

. (1)

Then the output of the network model of the j-th sample is
expressed as

L∑
i=1

βig(ωix_trainj + bi), i = 1, 2, . . . ,L (2)

whereωi is the connection weight between the input node and
the i-th hidden layer node; βi is the weight between the output
node and the i-th hidden layer node; bi is the threshold of the
i-th hidden layer node.

The hidden layer output matrix of the ELM can be
expressed as:

H =

 g(ω1x_train1 + b1) . . . g(ωLx_train1 + bL)
...

. . .
...

g(ω1x_trainM + b1) · · · g(ωLx_trainM + bL)

 (3)

where β = [β1, β2, . . . , βL]T , T = [t_train1, . . . ,
t_trainM ]T The core of the wind power prediction method
based on the extreme learning machine is to solve the output
weight vector β̂, which makes∥∥∥H β̂ − T∥∥∥ = min

β
‖Hβ − T‖ (4)

whose least square solution is:

β̂ = H†T (5)

in whichH† is the Moore-Penrose generalized inverse matrix
of H .

In this way, if the short-term prediction data of wind speed
and wind direction are known, and the β̂ and H† obtained
through the training sample are combined, the short-term
prediction value of wind power can be obtained.
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B. PARAMETER OPTIMIZATION OF EXTREME LEARNING
MACHINE BASED ON PARTICLE SWARM
The particle swarm algorithm’s main idea is to initialize
each potential optimal solution of the optimization problem
to a particle with an initial velocity, position, and fitness
value. Each particle updates its speed and position based on
individual flight experience and group experience in each
iteration of the optimization process. Moreover, the fitness
value is used to judge the current position. The individual
and global optimal solutions are approximated to obtain the
final individual best solution Pbest and global best solution
Gbest [25]. The process can be described as

V k+1
i = λV k

i + c1r
k
1

(
Pbestki − X

k
i

)
+c2rk2 (Gbest

k
i − X

k
i ) (6)

X k+1i = X ki + V
k+1
i (7)

in which k = 1, 2, . . . ,K , and K is the maximum iterations
for the PSO process; λ is the inertia factor that regulates
the particle’s speed; c1 and c2 are the acceleration factors
that regulate particle speed. In the k-th iteration, rk1 and rk2
are randomly distributed in [0,1]; X ki is the position of the
particle; V k

i is the velocity of the particle; Pbestki and Gbestki
are the individual optimal position and the global optimal
position of the particle.

Considering that the weight ωi and the threshold bi will
directly affect the wind power prediction results based on the
ELM model, the PSO algorithm can be integrated with the
ELM method to achieve the global optimization of ωi and bi.
In the following, we describe the details of the process:
Step 1: Initialize the maximum number of iterations K ,

inertia factor λ, acceleration factor c1, c2 and target error
errmin.
Step 2: Initialize the population. Determine Z as the parti-

cles’ number. Assign a set of information to every particle
about the weight ωi and threshold bi of the ELM model.
The mean square error (MSE) of training samples’ predicted
value in the ELM model is taken as the fitness value ψ of
the optimization process. All particles’ fitness value in the
population is calculated, and the initial values of Pbest and
Gbest is determined by the information of the particle with
the smallest ψ
Step 3: Update the information of the population. Accord-

ing to formula (5) and formula (6), all particle positions and
velocities are updated. If the current position information of
a specific particle after the update has a smaller ψ value than
Pbest before the update, replace the position informationwith
Pbest , otherwise Pbest remains unchanged; If the best posi-
tion of the population after the update has a smaller ψ value
than the one before the update, then the position information
is replaced with Gbest , otherwise Gbest remains unchanged.
Step 4: When ψ < errmin or the number of iterations

reaches K , the iteration stops. Meanwhile, the optimized
combination ofωi and bi in the ELMmodel equals the particle
information in correspondence with Gbest .

FIGURE 2. The flow chart of the study.

C. ADABOOST-PSO-ELM WIND POWER PREDICTION
MODEL
The Adaboost algorithm is implemented by changing the
weight of the data. First, given the error threshold ϕ, the train-
ing samples are used in the weak predictors’ training. For
samples with an error greater than ϕ in the prediction result,
we increase its weight, otherwise reduce its weight. More-
over, the weight of each weak predictor is calculated accord-
ing to the sample weight, and then a strong predictor is
formed [17].

In addition to weights and thresholds, the ELM model’s
predictive performance is also affected by the hidden layer
nodes’ number L, and this effect is uncertain and nonlinear
for different sets of data. The hidden layer nodes’ number is
related to the input and output dimensions. When M repre-
sents the training samples’ number, its number must be less
than M − 1. Suppose this condition was not met. In that
case, there is no guarantee that each node corresponds to a
sample after averaging. And this phenomena may weaken the
model’s generalization ability. If there are too many nodes,
the prediction model may be overfitted. In the existing litera-
ture, L is often set to a fixed value through experience, which
has many limitations.

Besides, in the PSO optimization process, the ELM model
may still fall into the local optimum. To boost the model’s
generalization ability and avoid the PSO-ELM wind power
prediction model falling into the local optimum and over-
fitting’s risk, this paper proposes the Adaboost-PSO-ELM
wind power forecasting method. This method regards the
PSO-ELMmodel as a weak predictor. Through the evaluation
of the prediction results of the validation set, the number of
hidden layer nodes L of each weak predictor is set in the
interval with the best performance. Based on the Adaboost
method, multiple weak predictors with different weights
are obtained through repeated iterative training with a set
of training samples, and finally weighted and fused into a
strong predictor to complete wind power prediction, to further
reduce the prediction error of the ELM model and improve
the model’s generalization performance. The details are as
follows:
Step 1: Initialization. Initialize ε0 = 0, and set the error

threshold ϕ. Suppose the number of the model’s training
samples is M , set the number of weak predictors to Z , and
the weight coefficient of the training samples of the first weak
predictor is Dz(i), z = 1, 2, . . . ,Z . Initialize the distribution
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weight of the first weak predictor training sample as

D1(i) = 1/M , i = 1, 2, · · · ,M (8)

Step 2: The creation of a weak predictor. Input the M
training samples with the weight coefficient distributionD1(i)
into the first PSO-ELM wind power forecasting model, and
take it as a weak predictor. The number of hidden layer
nodes of the weak predictor is distributed in the validated
interval.Dz(i) are the weight coefficient of the samples. They
are not used as input data to participate in the training of
the PSO-ELM model. Its significance is to find the weight
coefficient az of each weak predictor.
Step 3: Determine the weight coefficient az of the weak

predictor. Input the training samples (wind speed and direc-
tion) to the weak predictor to obtain the output (wind power)
of the training samples. We compare the prediction output of
the training sample with the actual power, and the prediction
error sequence of the z-th weak predictor is calculated as:

ez(i) = ‖fz(x_traini)− t_traini‖ (9)

where i = 1, 2, . . . ,M , z = 1, 2, . . . ,Z . And fz(x_traini)
represents the predicted wind power value of the z-th weak
predictor when the x_traini of the i-th training sample is used
as input and t_traini represents the actual wind power value
of the i-th training sample.

According to the value of ez(i), the weight coefficients
of the samples whose prediction error is greater than the
threshold ϕ are accumulated, and then the weight coefficient
az of the z-th weak predictor is obtained:

εz =
∑
i:ei>φ

Dz(i) (10)

az =
1
2
ln
(
1− εz
εz

)
(11)

Step 4: Update sample weights. According to the sample
weight coefficientDz(i) of the z-th weak predictor, we use the
following formula to determine the sample weight coefficient
Dz+1(i) of the next weak predictor:

Dz+1(i) =
Dz(i)
Bz
×

{
1, e1(i) > ϕ

ε
µ
z , e1(i) ≤ ϕ

; z = 1, 2, · · · ,Z − 1

(12)

In the formula,µ is the power coefficient, the value is [26],
and set to 2; the Bz in formula (11) is the normalization factor
whose function is to keep the sum of the distribution weights
as 1:

Bz =
M∑
i=1

Dz(i) (13)

Step 5: Repeat steps 2 to 4 in a loop until the training of
the Z -th weak predictor is completed.
Step 6: Build a strong predictor. According to the Z weak

predictors and their weight coefficients, the strong predictor

function F(x) is obtained by the following formula:

F(x) =
Z∑
z=1

azfz(x) (14)

III. CASE ANALYSIS
This paper uses the wind power public data set provided
by Kaggle as the training and test data of the Adaboost-
PSO-ELMwind power prediction model. This data set comes
from a SCADA system in a wind turbine in Yalova, Turkey.
Active power (kW), average wind speed (m/s) and absolute
wind direction (◦) for all twelve months of 2018 are con-
tained in the data set recorded by the SCADA system. The
measurement interval is 10 minutes, and a total of 50531 sets
of valid data are available. The first five sets of data are as
Table 1 shows:

TABLE 1. The first five sets of data in the data set.

A. MODEL PERFORMANCE EVALUATION
In order to compare the reliability and prediction performance
of neural networks and ensemble learning models involved in
this article, mean square error (MSE), root mean square error
(RMSE), mean absolute percentage error (MAPE), mean
absolute error (MAE), mean bias error (MBE), relative mean
bias error (RMBE) and coefficient of determination (R2) are
used as evaluation indicators for model errors. The calcula-
tion formulas are:

EMSE =
1
N

N∑
i=1

(t_predicti − t_testi)2 (15)

ERMSE =

√√√√ 1
N

N∑
i=1

(t_predicti − t_testi)2 (16)

EMAPE =
1
N

N∑
i=1

∣∣∣∣ t_predicti − t_testit_testi

∣∣∣∣ (17)

EMAE =
1
N

N∑
i=1

|t_predicti − t_testi| (18)

EMBE =
1
N

N∑
i=1

(t_predicti − t_testi) (19)

ERMBE =

N∑
i=1

(t_predicti − t_testi)

N∑
i=1

t_predicti

· 100 (20)
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FIGURE 3. Measured wind speed, wind direction and wind power (7 consecutive days).

R2 =

N∑
i=1

(t_predicti − t_test)
2

N∑
i=1

(t_testi − t_test)
2

(21)

in which N represents the number of predicted samples,
t_predicti corresponds to the value of predicted wind power,
and t_testi to the value of actual wind power. The predictive
performance of the model is positively correlated with R2,
and negatively correlated with other indicators listed above.

B. SMALL SAMPLE WIND POWER PREDICTION MODEL
BASED ON EXTREME LEARNING MACHINE
To evaluate the model’s predictive performance, this paper
uses wind speed and wind direction as input data and wind
power as output data. First, samples with negative power
values in the data set are deleted. We select 1008 sets of
valid data in 7 days from August 15 to August 21 as the
data set of this model. The data set is divided into three
parts: training set, validation set and test set, and the model
construction, optimal parameter selection and performance
evaluation are realized respectively, and the ratio is 6:2:2.
The time series of wind speed, wind direction, and wind
power in 7 days are shown in Fig. 3. In order to improve
the prediction accuracy and speed up the optimization of
PSO, we use Min-Max normalization to preprocess the data,
the normalization function is

xim =
xi − xmin

xmax − xmin
, (22)

and the data is mapped to [0,1] before prediction.
The extreme learningmachine (ELM) is used to process the

data set. Through the performance of the validation set, which
is shown in Fig.4, we evaluate the prediction performance of
the ELM model under different activation functions with dif-
ferent number of hidden layer nodes. And the ReLU function
is selected as the activation function of ELM, and the number
of nodes is set to 30. The prediction results and actual values
are as Fig. 5 shows.

It is illustrated in the Fig.5 that the changing trend of
the ELM model’s prediction results is basically in line with
the actual values, but the prediction error is relatively large.

FIGURE 4. The prediction performance of ELM model with different
activation functions and hidden layer nodes.

FIGURE 5. Comparison of ELM prediction results and actual power.

The reason is that the input weights and thresholds of the tra-
ditional ELMmodel are randomly generated by the program.
Therefore, there are still some key points for research in the
optimization of input weights and thresholds.

To solve the problems above, particle swarm optimization
is used to optimize the input weights and thresholds of the
extreme learningmachine. The initial parameters in this paper
are set as follows: the number of input layer nodes is set
to 2. According to the validation results that Fig. 6 shows,
the number of hidden layer nodes is set to 95, the number
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FIGURE 6. The prediction performance of PSO-ELM model with different
activation functions and hidden layer nodes.

FIGURE 7. Fitness changes during PSO iteration.

of output layer nodes is set to 1, ReLU is selected to be
the activation function, and the maximum iterations of the
particle swarm is 100, learning factor c1 = 1.8, c2 = 1.2,
inertia factor w = 1, population size is set to 100. The ψ
(MSE) of training samples is selected to be the optimization’s
fitness function. In Fig. 6 shows the change of particle fitness
in the iterative process of PSO.

It can be seen from Fig. 7 that in the first ten iterations,
the fitness of the particles has changed significantly. In the
subsequent iterations, the changes in the fitness of the parti-
cles tend to be slight, and it starts to converge around the 90th
iteration. Substitute the ELMweights and thresholds obtained
from the PSO optimization into the ELM wind power pre-
diction model. The comparison of the ELM and PSO-ELM
methods’ predictive indicators is shown in Table 2, and the
comparison of the output results with the actual values of
wind power is shown in Fig. 10.

Table 2 shows that all indexes in the PSO-ELM wind
power prediction model involved in the table have been sig-
nificantly improved compared to the ELM model. Among
them, the MAE value, which directly represents the average
deviation between the predicted data and the actual data, has
been reduced by 79.55%, and the R2, which represents the

FIGURE 8. The coefficient of determination of Adaboost-PSO-ELM model
with different number of weak predictors.

FIGURE 9. Weights of the weak predictors.

fitting performance of the regression model, has increased
by 32.50%, which indicates that the prediction performance
of the PSO-ELM model is greatly improved compared with
ELM model, and the prediction results are more reliable.
But there are still some deviations in a small number of the
samples (20-25 sets and 90-100 sets in Fig. 10). This ismainly
due to that the PSO optimization process cannot completely
avoid the risk of the population falling into a local optimum.
In addition, the number of hidden layer nodes determined by
cross-validationmay not be optimal when predicting different
samples, which will affect the generalization performance
of the prediction model. There are still some key points for
improvement in the method of PSO optimized ELM.

To overcome these difficulties, this paper proposes
the Adaboost-PSO-ELM wind power prediction model.
As an improvement to the traditional PSO-ELM model,
the Adaboost algorithm is applied to fuse multiple PSO-ELM
weak predictors. We set the hidden layer nodes’ number
in a the interval with the best prediction performance for
each weak predictor and conduct multiple times of training
to further improve the generalization and prediction perfor-
mance of the PSO-ELM model and avoid the PSO optimiza-
tion from falling into the local optimum. After the validation
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TABLE 2. Comparison of ELM and PSO-ELM predictive indicators.

FIGURE 10. Comparison of PSO-ELM,Adaboost-PSO-ELM prediction
results and actual power.

FIGURE 11. Comparison of prediction results with optimized neural
network prediction methods.

shown in Fig. 8, the number of weak predictors Z = 16, and
the error threshold is set to the median of the absolute value of
the PSO-ELMprediction error ϕ = 40.65. To ensure the wide
applicability of the model, the number of hidden layer nodes
is distributed randomly between 70-95, where the value of R2

is the highest. The final weight distribution of the predictors is
shown in Fig. 9, and the prediction result after the fusion
of 16 weak predictors is also shown in Fig. 10.

From Fig. 10, it can be seen that in some samples where
the prediction performance of the PSO optimized model is
not satisfying (20-25 sets and 90-100 sets), the Adaboost
algorithm can modify the prediction results of these samples
by reducing the weights of them. It makes the prediction
ability of the model proposed in this paper more accurate,
and its overall prediction performance is also better than that

FIGURE 12. Comparison of prediction results with ensemble learning
prediction methods.

FIGURE 13. Comparison of prediction error box diagram with current
prediction methods.

of the PSO-ELM model. Besides, from the weight of each
weak predictor in Fig. 9, it can be seen that the prediction
performance of the model is not only affected by the number
of hidden layer nodes, but also by the results of PSO optimiza-
tion. The weight distribution of Adaboost effectively avoids
the risk of particles falling into the local optimum in a single
PSO optimization, thereby improves the overall prediction
performance of the model.

In order to further verify the performance of the
Adaboost-PSO-ELM method, several optimized neural net-
works and ensemble learningmodels including PSO-BP [27],
PSO-SVM [28], GA-ELM [29], Gaussian Process Regres-
sion, Random Forest and Bagged Trees [6] are selected for
comparative analysis. The index comparison of prediction
error is shown in Table 3. The prediction results and the error
box diagram are illustrated in Fig. 11, Fig. 12, and Fig. 13.
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FIGURE 14. Measured wind speed, wind direction and wind power in different seasons (3.5 consecutive days each).

TABLE 3. Comparison of error indexes and training time with current prediction methods.

To comprehensively evaluate the prediction performance
of the Adaboost-PSO-ELM model proposed in this article,
Table 3 lists the error indicators and training time of it and
several other prediction models. Compared with the opti-
mized neural network, the error indexes of the PSO-ELM
model are better than that of the PSO-BP, GPR and GA-ELM
models. In terms of the coefficient of determination repre-
senting the predictive performance of the model, PSO-ELM
is also the best performer, which makes it more feasible to be
combined with the Adaboost algorithm.

In the ensemble learning models, since the performance
of PSO-ELM is better than PSO-BP and GA-ELM, com-
bined with the Adaboost algorithm, the performance of
Adaboost-PSO-ELM is also better than Adaboost-PSO-BP
and Adaboost-GA-ELM. Among the three ensemble mod-
els based on decision trees, the random forest algorithm
has the best prediction performance, but it is still not as
good as the Adaboost-PSO-ELM model. Fig. 13 shows the
error box plot of all the prediction models above. It can be
seen that the boxplot of the Adaboost-PSO-ELM model is
shorter and the error distribution is closer to 0, which means
that the prediction effect of this model is better than other
models.

In addition, training speed is also an important indicator for
evaluating the performance of wind power prediction models.
From the comparison of training time in Table 3, it can be

seen that the training time of the PSO-SVMmodel is too long,
which makes it practical to be used in the combination with
the Adaboost algorithm, and it is difficult to achieve real-time
optimization and update in practical applications. In the opti-
mized neural network models, the predictive performance
and training time of GA-ELM and GPR are relatively close.
Although the training time of PSO-BP is shorter, its error
indexes are not as good as these two models. PSO-ELM
achieves the best prediction performance while controlling
the training time within an acceptable range, which also cre-
ates conditions for the further optimization of the Adaboost
algorithm. In the ensemble learning models, although the
prediction performance of random forest algorithm is not as
good as that of Adaboost-PSO-ELM, its training time is much
shorter, and it has broad application prospects in the ultra
short term prediction of wind power.

C. LARGE SAMPLE WIND POWER PREDICTION MODEL
BASED ON ADABOOST-PSO-ELM MODEL
The change of seasons will lead to changes in meteorological
conditions, which will affect the output of wind turbines. The
wind speed, wind direction, and wind power variation curves
of the training samples corresponding to the four seasons are
shown in Fig. 14. And Fig. 15 and Fig. 16 show the average
wind speed and monthly sum of wind power of the wind farm
every month in a year. It can be seen that the average wind
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TABLE 4. Comparison of prediction error indexes in four seasons.

speed in summer is the lowest, and the corresponding wind
power is also the lowest. Due to the cut-in speed of the wind
turbine, the turbine will only output power when the
wind speed is greater than the cut-in speed. Therefore, there
is a situation where the wind speed is not equal to 0 but the
turbine’s output power is 0, which brings unfavorable factors
to the prediction.

To verify the applicability to samples of different seasons
of the proposed method, in the historical data of February,
May, August, and November, 3.5 consecutive days of data
are selected each month, and a total of 2016 sets of data are
selected to be training samples. The short term wind power
data on the 15th day of the four months was used as test sam-
ple. It is verified in Section B that the Adaboost-PSO-ELM
wind power prediction model has higher prediction accuracy
and wider applicability than other optimized neural networks
and ensemble learning models in a specific set of samples.
It remains to be proved whether the Adaboost-PSO-ELM

model can maintain its superiority in the prediction of a larger
sample.

The histograms of monthly average wind speed and
monthly wind power in Fig. 15 and Fig. 16 show that the
output power of wind turbines is closely related to the level
of local wind speed. The average wind speed from April to
July is relatively low, and the corresponding monthly wind
power is also low. It can also be seen that the higher wind
power occurs in the months with higher average wind speed.
The comparison of the wind power prediction results of the
Adaboost-PSO-ELM model and several current prediction
models in different seasons is shown in Fig. 17 and Fig. 18.
To quantify and evaluate the prediction performance of vari-
ous models, the analysis of the error indexes when predicting
the four season samples in Table 4 is as follows:

(1) The rated wind speed is the wind speed when the wind
turbine reaches its rated power. When processing the samples
in May and November, the wind direction is relatively stable,
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FIGURE 15. Average wind speed in twelve months.

FIGURE 16. Monthly sum of wind power in twelve months.

FIGURE 17. Comparison of neural networks’ prediction in four seasons.

and the wind speed is between the cut-in wind speed and the
rated wind speed for most of the time, which is conducive to
the function of the regression model. Therefore, most models
performs relatively well in these two months.

(2) The coefficient of determinationR2 is an intuitivemani-
festation of the predictive performance of themodel. From the
comparison ofR2, it can be seen that the Adaboost-PSO-ELM
model maintains a better prediction performance than other

FIGURE 18. Comparison of ensemble learning models’ prediction in four
seasons.

models in the prediction of the four season samples. Due
to the fact that there are many sample points with a power
value of 0 in February, which has an adverse impact on the
prediction, the coefficient of determination of each model for
the February sample prediction is generally 2%-15% lower
than that of other months. When predicting the other three
months, the coefficients of determination of each model are
relatively balanced. But in August (autumn), it can be seen
from Fig. 14 that the wind direction changes frequently and
with a large magnitude, resulting in a lower coefficient of
determination for August than in May and November. This
influence on R2 is manifested in each model’s prediction
results of August.

(3) Mean absolute error (MAE) is the average of the
absolute value of the error between the actual and predicted
values of each sample. It represents the modulus length of
the prediction error, but does not consider the direction of the
error. If the absolute value sign is removed, the index becomes
the mean bias error (MBE), which represents the dispersion
between the predicted value and the actual value. It can be
seen from Table 4 that theMAE andMBE value of most mod-
els are similar, but theMBE value of Adaboost-GA-ELM and
Adaboost-PSO-ELM is much smaller than their MAE value,
which indicates the fluctuation of their prediction results is
closer to reality.

(4) The mean square error (MSE) represents the sum of
the squares of the distance between the predicted value and
the actual value, and the root mean square error (RMSE)
is the square root of the MSE. Since the power and aver-
age wind speed in February are the smallest of these four
months, the MSE and RMSE values of the models for the
February sample are also the smallest. Relative mean bias
error (RMBE) is the ratio of the prediction error of each
sample to the actual value. The smaller the value represents
the higher prediction accuracy. In the comparison of these
three indicators, Adaboost-PSO-ELM is the best performer.

(5) The mean absolute percentage error (MAPE) is
expressed as a percentage and not relative to the value of
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FIGURE 19. Error box diagram of prediction in four seasons.

the samples. It can be used to compare the prediction per-
formance of samples with very different values. But MAPE
is asymmetric, it is more sensitive to negative errors (when
the predicted value is higher than the actual value) than to
positive errors. This is also the reason why the MAPE and R2

value are both low in each model’s prediction of the sample
in August. Since there are sample points with a power of 0
in the samples of February, May, and November, the MAPE
value is meaningless. The MAPE value is calculated after the
data points with a value of 0 are deleted. In the comprehensive
performance of this index, Adaboost-PSO-ELMmodel is also
better than other optimized neural networks and ensemble
learning models.

Through the comparison of the several error indexes
above and the error box diagram in Fig. 19, it can be seen
that the Adaboost-PSO-ELM model is suitable for wind
power prediction under various conditions and has better
prediction performance than other models. This shows that
the Adaboost-PSO-ELM model can better adapt to sudden
changes in wind speed and direction, and has good stability
and generalization ability.

IV. CONCLUSION
Aiming at the volatility of wind power and the poor prediction
accuracy and generalization ability of existing wind power
prediction models, this paper proposes a wind power predic-
tion method based on Adaboost-PSO-ELM integrated learn-
ing model. The following conclusions are obtained through
the analysis of the measured wind power data:

(1) Using a small sample data set for training,
the Adaboost-PSO-ELM wind power prediction model per-
forms better than GPR, PSO-BP, PSO-SVM, GA-ELM,
PSO-ELM, Boosting Trees, Bagged Trees, Random Forest,
Adaboost-PSO-BP and Adaboost-GA-ELM in MAE, MSE,
RMSE, MAPE, MBE, RMBE and R2 indexes.
(2) When training on a large sample data set containing

multi-season data, the Adaboost-PSO-ELM wind power pre-
diction model can keep up with the changes in wind speed

and direction in each season and make predictions, which is
superior to other traditional models. This model’s prediction
performance proves that it has good robustness and general-
ization ability and can provide a more reliable basis for power
grid dispatch.

(3) In the current wind power prediction models, the train-
ing samples are still mainly selected based on experience.
In future work, we plan to consider reconstructing the training
samples. Based on numerical weather forecast (NWP) data,
similar days are selected according to specific indicators as
training samples for short-term wind power prediction to
further improve prediction performance.
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