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ABSTRACT Almost all of the existing approaches to determining online local community are typically
deliberated like-minded users who have similar topical interests. However, such methodologies overlook
the prospective temporality of users’ interests as well as users’ degree of topical activeness. As a result,
the consequential communities might have extremely lower active users. This research investigates how
online social users’ behaviors and topical activeness vary over time and how these parameters can be
employed in order to improve the quality of the detected local community. For a given input query, consisting
a query node (user) and a set of attributes, this research intends to find densely-connected community
in which community members are temporally similar in terms of their activities related to the query
attributes. To address the proposed problem, we develop a temporal activity biased weight model which
gives higher weight to users’ recent activities and develop an algorithm to search an effective community.
The effectiveness of the proposed methodology is justified using four benchmark datasets and compared
with four other baseline methods. Experimental results demonstrate that our proposed framework yields

better outcomes than the baseline methods for all four benchmark datasets.

INDEX TERMS Online local community, query attributes, temporal topical activeness.

I. INTRODUCTION

Information sharing and communication patterns of users
on online social networks (OSNs) platforms can lead to the
formation of online social groups or communities that consist
of users with similar interests. Discovering meaningful com-
munities in OSNs has recently occupied an overwhelming
research interest owing to its diverse applications includ-
ing online marketing, link prediction, information diffusion,
friend/news recommendations etc. OSNs can be modeled as
a graph, where social users are deliberated as nodes and
the social connections between them are viewed as edges
of the graph. One can then apply different graph clustering
algorithms [1] to discover the communities in OSNS.
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Nowadays, social networks are considered as attributed
graphs due to the availability of rich attribute data associated
with the nodes describing the properties of the nodes. A fair
amount of topic-oriented methodologies have been proposed
that consider the attributes of the users jointly with social
connections to discover general communities based on the
whole social graph [15], [34]. Another related but different
problem is community search (aka local community) where
the main objective is to ascertain the best potential mean-
ingful community that contains the query node(s) and query
attributes [2]. All these foregoing investigations did not con-
sider users’ temporal behaviour towards query attributes and
also ignore an important aspect, namely the topical active-
ness of the community members. As a result, the resulting
communities may have very low active users as well as may
have users who might not show their inclination towards the
query attributes in recent times. Hence, we are interested
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in searching for communities in many application domains,
where community members continuously pay active attention
to the query attributes at a given time period. For example,
Alex, a football lover, is a regular customer of a sports
company. Then, the manager of the company can issue a
query containing Alex as a query node and football as query
attribute on a social network, with a hope to get an active
community on football so that the people connected virtually
with Alex, can be the company’s advertising targets.

This paper introduces a novel concept of user’s temporal
activeness which indicates user’s topical degree of interest
for a certain period of time with the notion that users’ have
different degrees of topical activeness which vary widely over
time. For example, two users (A and B) who are very fans
of football sport (posts photos, messages related to football),
are more likely to be grouped together than someone (C) who
occasionally show her interest in football. However, all users
(A, B, C) related to football would like to show their incli-
nation during world cup football. The implication of these
temporal activity-oriented communities outcomes significant
quality enhancement in the detected communities. Our goal in
this work is to search query oriented activity driven temporal
active communities (ATAC), where we show how the topical
activeness of the users of OSNs can vary over time with
different query attributes.

The proposed approach is commenced on measuring the
degree of activeness for each candidate community member
with respect to the given query attributes to enhance the qual-
ity of the detected desired community. An active online local
community is considered as a connected induced subgraph in
which each node has a degree of at least k£ which indicates the
structure cohesiveness of the desired community. The main
contributions of this research are summarized as follows:

1) Propose a model that applies time-based forgetting fac-
tor to incorporate users’ temporal activeness towards
query attributes to determine communities of users who
have a similar temporal tendency.

2) Modeling and evaluating users’ degree of activeness
towards different attributes of a given query;

3) Develop a greedy algorithmic framework to search the
desired query oriented temporal active community.

4) Conduct extensive experiments to justify the efficacy
of our proposed approach using benchmark data sets.

This paper is an extended version of a conference paper
that appeared as [21]. The new contributions to this journal
version are summarized as follows.

1) We introduce time-based forgetting factor to empha-
size users’ most recent activities. The idea behind
time-based forgetting factor is that not all of a user’s
past activities are equally important and that the user’s
most recent activities can imply the most about his
or her interests. Therefore, the changes in the user’s
interests over time can be compensated by providing
more importance to the latest activities.
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2) To speed up the calculation procedure, we select the
set of active users who are within 4 hops away from
the query node instead of finding the set of active users
from the whole social graph. Consequently, we made
changes in related equations.

3) We use a Twitter! (a very popular social networking
platform) dataset. Registered users of Twitter can post
information, comments and opinions on anything by
the use of short lengthened (at most 140 characters)
message known as rweets. Being a very casual social
platform, tweets are short and often noisy. So, in order
to improve the quality of data and the performance of
the subsequent steps, we apply some pre-processing
steps on the original tweets, for example, tweets are
being normalized using a normalization lexicon.

4) Instead of considering hashtags (#), (which used in
conference version) as the representation of the top-
ics in the Twitter dataset, we apply BERTopic (topic
modeling approach) in order to identify latent semantic
topics from the processed tweets.

5) We use text clustering algorithm like K-means in both
Twitter and DBLP datasets to cluster similar topics.

6) New experiments are conducted on other social net-
works like, Flicker.

7) We add two new measures, namely Community mem-
ber frequency (CMF) and Community pair-wise Jac-
card CPJ) to study the effectiveness of the proposed
methodology. We also measure an average number of
activities related to the given query in the detected
communities.

8) We also compared our proposed approach with some
baseline frameworks.

The rest of the paper is organized as follows. Section 2
includes the relevant works of this field. We introduce some
relevant terms and the problem statement in section 3. The
approach of attribute driven temporal local active online
community is described in section 4. Section 5 covers the
experimental evaluation. Section 6 summarizes this research
and illustrates some real-life aspects of this research. Finally,
we conclude the paper in section 7.

Il. RELATED WORKS

A. COMMUNITY SEARCH IN NON-ATTRIBUTED GRAPHS
Various methods have been proposed [3], [4] in the literature
that deliberated only the structural properties of the social
graph in order to search a community for a given query node
q. Modularity [5], edge betweenness [8] and neighborhood
concepts [9] are some more examples of community struc-
ture have been proposed so far. Wang et al. proposed local
expanding procedure based on structural centers, in order to
uncover overlapping community structures effectively. They
also introduced a structural centrality and a locating strategy
to find structural centers in networks. [11]

1 https://twitter.com/
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All these approaches carried out non-attributed graphs and
ignored the valuable information of the nodes resulting in
poor cohesion in query attribute sets among the community
members.

B. TOPICAL COMMUNITY SEARCH IN ATTRIBUTED
GRAPHS

Fang et al. [2] proposed a prototype for community search
over attributed graphs designed with k-cores for a given set
of attributes and a single query node. Xin Huang et al. pre-
sented a community search model for mining a community
comprising multiple query nodes based on k-trusses [20].
Yang et al. performed spatial-aware community search
method to determine groups of people involving homoge-
neous query attributes and are also geographically close to
each other [14]. Gu et al. proposed a social community
detection scheme for mobile social networks based on social-
aware, including social attribute similarity, node interest sim-
ilarity and node mobility in mobile social networks [16].
Souravlas et al. presented a threaded binary tree approach for
community detection. To determine a user’s membership to a
community, the method tries to locate “‘stronger’ paths (with
higher similarity based on users’ interest) between the user’s
node and this community [17]. Though these frameworks
yield communities with similarity in attributes, they cannot
determine whether the community members in the resulting
communities are active or not with respect to the given query
attributes.

C. USER INTERACTION BASED FRAMEWORKS

Lim et al. have proposed an approach where interaction
pattern and frequency is considered rather than only counting
the following/follower links [23]. A temporal active intimate
community search method has been reported in which com-
munity members have active temporal interactions among
them with respect to the given set of query nodes and query
attributes [25]. Dev et al. introduced a user interaction based
community detection method considering group behaviors of
the users [26]. The proposed methods of this category focused
on the user interactions and considered the attributes of the
community members in order to find communities. They did
not consider the users’ degree of interest among the resulting
communities with respect to the query attributes.

D. COMMUNITIES OVER DYNAMIC ENVIRONMENTS
Event and role analysis in the social network to conceive
the dynamic change of network over time investigated by
Faganan et al. [35]. For the purpose of local community
formation, dynamic membership function can be used [36].
A distance dynamic model is proposed to detect commu-
nity of variable size using dynamic membership degree by
Meng et al. [37]. An incremental bottom-up community
detection model is introduced by Liu ef al. in the dynamic
graphs [38]. The frameworks of this category give real-time
communities, but, they overlook the community members’
topical activeness towards given query attributes.
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E. ACTIVE COMMUNITY SEARCH OVER ATTRIBUTED
GRAPHS

Das et al. introduced a framework which detects attribute
driven local active communities over attributed graph [21].
Anwar et. al. studied the problem of detecting attribute-driven
active intimate community where they searched for
densely-connected communities in which community mem-
bers actively participate as well as have strong interaction
with respect to the given query attributes, yet they counted
all of their previous online actions equally, even if the actions
performed a log ago. [24].

F. DEEP LEARNING-BASED FRAMEWORK FOR
COMMUNITY DETECTION

Wu et al. proposed a combined model of Auto-encoder and
Convectional Neural Network (AE-CNN) in order to detect
communities on social networks [22], however, they did
not consider neither topical interest nor topical activeness
of the yielded communities from their framework. As a
result, the connection between the users’ might be strong,
but, the falls short to detect topic oriented active communi-
ties, since the resulting communities contain the users who
are not inclined to the given query attributes. Xin et. al.
proposed a community detection approach in topologically
incomplete networks (TIN), which are usually observed from
real-world networks and where some edges are missing [27].
Dhilber et. al. proposed a deep neural network architecture for
community detection multiple autoencoders have been incor-
porated and parameter sharing is applied [28]. The works
under this class reported a different way to find communities
over social graph, yet, as mentioned earlier, the frameworks
of this class did not consider the users’ topical activeness in
the resulting communities, moreover, these methods fail to
show how users’ interest in the resulting communities varies
time to time.

However, none of these methods addresses the user’s
degree of interest towards the given query attributes. As a
result, these methods are not capable of determining the
active communities for a given query. Moreover, these cited
approaches did not contemplate how the users’ interests for
the given query attribute changes with time.

Ill. PROBLEM STATEMENT
Before defining the problem statement, some relevant con-
cepts are being introduced.

A. ATTRIBUTED GRAPH

An attributed graph is expressed by G = (U, E, A), where
U indicates set of social users (nodes), E denotes the social
connections between users and A = {ay, ..., a,} represents
the set of attributes associated with the users in U.

B. INDUCED GRAPH

Aninduced subgraph H of a graph G is another graph, formed
from a subset of the vertices of the graph G and all of the edges
connecting pairs of vertices in that subset.
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C. k-CORE

Given an integer k (k > 0), the k-core of a graph G, denoted
by C*, is the maximal connected subgraph of G, such that
Yu e Ck, degck(u) > k, where degq« (u) refers to the degree
of a node u in C*. Each node u in G has a core number which
is the maximum k for which that u belongs in the k-core of G.

D. TOPIC

A topic is a collection of most representative words for that
topic. For example, if sports is a topic, then the words of this
topic will be like football, cricket, match, wicket, goal, run,
foul, etc.

E. ACTIVITY

Each user u; performs actions (such as posting tweets in Twit-
ter, publishing research papers in coauthor network) known as
activities at different time points (#;) which may contain set of
attributes v,,,. An activity tuple (u,-, Vs tj> is used to represent
an action. An activity stream S is a continuous and temporal
sequence of activities i.e. S = {s1,s2,..., 5, ..} such that
each object (s;) corresponds to an activity tuple.

F. QUERY
An input query Q = {uy, A} consisting a query node u, and
a set of query attributes/topics A; = {ai1, ..., an}.

G. ACTIVE USER

An user u; in G is deliberated as an active user if u; has
accomplished at least y (> 1) actions associated with the A,
of Q,ie., |[{(ui, Yu;. t;)}| = y, where ¥, € Ay. The set of all
candidate active users (who are in within /2 hops away from
query node u,) is denoted by U 0,

H. TIME-BASED FORGETTING FACTOR

The idea behind time-based forgetting factor is that all the’
past activities of the user are not equally important and
that the user’s most recent activities can imply the most
about his or her interests [6]. Therefore, the changes in the
user’s interests over time can be compensated by providing
more importance (denoted as u) to the latest activities. This
research uses the logarithmic time-decay function expressed
in Equation 1 to assign lower importance to older activities
since they are less probable of corresponding to the user’s
recent interests.

1
M(”ts"l’“i’tl) 1 + logb(age(ui!d/u'vtj) + 1) ( )

The base of the logarithm in Equation 1 is denoted by b,
controls the speed of decay and agey, v, 1) 8 the amount of
time elapsed since it happened. l

I. ACTIVENESS SCORE

The activeness score (denoted by o) for each candidate com-
munity member u; € U< is computed using Equations 4
and 5, respectively where 1, € A,.This investigation delib-
erates two factors that are closely associated with the distinct
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activeness of a user u;. The first factor fi (u;, ¥,,,) specifies the
probability that u performs an activity related to Q.

> Wi i) X ACTS i, )|
IACTS (uj, %)|

where, ACTS (u;, ¥,;) represents the set of activities com-
prising the set of attributes v,, < A, performed by u; and
ACTS (u;, *) denotes the set of all the activities containing any
attribute(s) performed by user u;.

The second factor f>(u;, V) designates the participation of
user u; compared to the total number of activities related to Q
performed by U<.

(@)

fl(ui’ Wu,-) =

Z M(“is"//uistj) X |ACTS(ul’ Ipul‘)l
ZuzeUQ |ACTS (uz, Yu,)|

Then, the activeness (denoted as o) of u related to Q is

= filui, Yu) X foli, Yuy) (4)

Mui ) 5)
maxuzeUQ {)‘(Mzﬂ”uz)}

L, Yu,) =

Mui, Yy

Olui ) =

J. PROBLEM DEFINITION

Given an attributed graph G = (U, E, A) with activity stream
S, an input query Q = {uy, Ay}, two positive integers h
and k, an attributed active local community C, is an induced
subgraph that meets the following constraints.

1) Connectivity. C, C G is connected, C; must include

Ug;

2) Structure cohesiveness. Vu € Cg, degcq(u,-) > k;

3) Query cohesiveness. Yu € C,, activeness score of a

user u is o, 0) > 0, and 6, € [0, 1] is a threshold.

A social graph, G holding the core number for each node is
illustrated in Figure 1(a). Different community members can
be inferred for different query attributes and different values
of k at different time intervals according to the users’ actions
log shown in Figure 1(b). For example, at time interval 77,
when Q = {D, ap} and k =2, we getC, = {A, B, C, D}, while
for same k with the addition of another attribute a;, we see
that new members {E, F', I} are added with the existing C,
toCy = {A,B,C,D,E, F, 1} (Figure 1(c)). Again, at time
interval 73, when Q = {D, ap} and k = 2, we get C, =
{A,C,D,E,F,G,H,I}, while for same Q with an increase
value of k =3, we getC, = {A, C, D, E}.

IV. ACTIVE ONLINE LOCAL COMMUNITY DETECTION
APPROACH

The proposed framework includes three stages layout as pre-
sented in Figure 2 to search attribute driven temporal active
community (ATAC). First, the pre-processing is performed to
eliminate irrelevant data or noises from the activity stream S.
Second, topic modeling method has been applied, in our case,
we applied LDA/BERTopic (Topic Modelling Approach) to
the filtered data to recognize the latent topics from S. Then
similar topics are being clustered by employing k-means clus-
tering algorithm [7]. Finally, an algorithm is developed and
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11 12 73

a4 7 2 & 8 a
A5 6||A S5 SIIA 7 1
B 5 7|B 2 2|B 2 7
C 6 5|C 5 7|C 5 2
D6 7|D 8 6D 6 7
E 3 3|E 2 1||E 8 5
F 2 3|F 5 6||F 5 6
G 5 31|G 7 5|G 75
H 3 1|H 2 4|(|H 6 8
I 5 241 3 7|1 6 7

InTt:ellI‘l\?al Query Community(C, )
0={D, a,}, k=2 {A, B, C,D}
. 0={D, a, a;}, k=2 | {A,B,C,D,E,F 1}
0={D, a,}, k=3 {A, B, C,D}
0={D, a, a,}, k=3 {A,B,C,D,E}
0=(D, a,}, k=2 {A, C, D}
12 0={D, a,}, k=2 {A,C,D,F, 1}
0={D, a, a;}, k=2 | {A,C,D,F,G,H,I}
0={D,a,}, k=2 | {A,C,D,E,F,G,H,1}
3 0={D, a,}, k=3 {A,C,D, E}
0={D, a,}, k=2 (D,F,G,H, T}

(a) Social (the

Graph
number denotes node core
number)

(b) Action log at different time intervals

(¢) Community members in Cq4 for different values of @ and k
(v = 5 in all cases)

FIGURE 1. Active community search at different time intervals for different Q in a social graph G.

applied to the processed activity streams to detect the desired
community. The detailed description is given as follows.

A. DATA PRE-PROCESSING FOR TOPIC DETECTION

Here, we describe the first stage of our three-stage proposed
framework, the data pre-processing. As Twitter is a very
casual platform, people often post on Twitter in an infor-
mal way, like a short form of any text, or using numbers
in words to make it short which is usually not allowed in
standard writing conventions. We call these instances as noisy
contents. Moreover, tweets are informally written and often
contain grammatically incorrect sentence structures with mis-
spellings and non-standard forms of words (e.g., toook for
took, goooood for good, helloooo for hello), informal as
well as misspelled abbreviations and short forms (e.g., tmrw
for tomorrow, wknd for weekend, hlw for hello), phonetic
substitutions (e.g., 4evafor forever, 2day for today, gr8 for
great) etc. Oftentimes, the tweets also contain slang words.
The amount of non-standard words in tweets results in sig-
nificantly higher out-of-vocabulary (OOV) rates. So, in order
to improve the quality of data and the performance of the sub-
sequent steps, we need to clean the tweets using a linguistic
procedure tweets using the normalization lexicon proposed
in [18]. The remaining words are converted into a seed word
(stemming word) for example: plays, playing, etc.-> play by
using Lucene 4.9.0 Java API, Apart from that, Twitter users
often publish spam/noisy tweets which are irrelevant to their
interest. Noisy tweets must be removed from the datasets so
that we can get a more precise result. Omitting this step can
lead to a false analysis which will obviously not be a good
start for our experiment and for this it can occur significant
rate of inconvenience on the accuracy rate of the desired
result.

1 https://lucene.apache.org
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B. TOPIC DETECTION FROM SOCIAL DATA
We need to apply topic modeling approach to find the latent
topics from the user generated contents.

1) TOPIC MODELLING

Identifying latent topics from a bunch of text is called Topic
Modeling. The early Topic Modelling Approach was pro-
posed by Papadimitriou et. al. in 1998 [29]. It is an unsu-
pervised machine learning technique of classification of doc-
uments, similar to clustering of numeric data, which finds
some natural groups of items (topics). A document or a bunch
of text can be a part of multiple topics. This is usually done
by detecting patterns in a collection of documents called a
corpus, and grouping the words used into topics. It can help
in:

« Finding the hidden themes in the collection.

« Classifying the documents into the yielded themes.

« Using the classification to organize, summarize and
search the documents.

We apply this Topic Modeling approach to detect the latent
topics from user-generated contents. For a social network like
academic coauthor network consisting of authors, research
papers and coauthor network, we apply Latent Dirichlet
Allocation (LDA) model [19] to extract the topics from the
abstracts of the papers.

BERTopic [33] is a topic modeling approach which lever-
ages BERT embeddings [32] and a class-based TF-IDF? to
create dense clusters allows easily interpretable topics whilst
keeping important words in the topic descriptions. We apply
this BERTopic approach on our Twitter dataset (CRAWL and
SNAP) to get the topics to which the tweets are corresponding
to.

2https ://towardsdatascience.com/creating-a-class-based-tf-idf-with-
scikit-learn-caea7b15b858
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Activity Stream
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Pre-processing

Normalization
Lexicon

4 A

Stage 2

Cluster Topics using
k-means Algorithm

Topic Modeling
Approach (LDA/BERTopic)

N

Cleaned Activity
Stream

£

l

Stage 3

£
-
D
Z Processed =

. o Activity Stream

Community | <
N
Search >
Algorithm DDDDD
Social Network

N

FIGURE 2. Overview of proposed methodology of activity driven temporal active community (ATAC).

Afterwards, K-means clustering algorithm [31] has been
applied on the outputs yielded from the LDA/BERTopic in
order to cluster similar topics to a topic category. The input
of the K-means clustering algorithm is a set of documents.
For DBLP dataset, we got the word-to-topic assignments
from the LDA model and construct synthetic documents for
each topic. Every synthetic document corresponds to a topic
and consists of those words that are assigned to this topic.
Table 1 shows the word to topic assignment yielded from the
LDA model. Then we apply K-means clustering algorithm on
these synthetic documents to get the clusters of similar topics.
We used the word2vec [30] embedding in order to find the
similarity between those synthetic documents.

The standard K-means algorithm works as follows. For a
given pre-determined number of clusters K = 4 has been set
and a set of data objects D, where D = d1, d2, ,dy,,
first of all, K data objects are randomly selected to initialize
k clusters, each one works as the centroid of that cluster. The
remaining objects are then assigned to a cluster represented
by the nearest or most similar centroid. The centroid of a
cluster in K-means algorithm is the average of all the objects
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in that cluster, i.e., the centroid value in each dimension is the
arithmetic mean of that dimension over all the objects in the
cluster.
Let D be a set of documents. Its centroid is defined as,
- 1 -
Go=— 3 a
|D| £
wqgeD

(6)

Here, @y is are m-dimensional vector, where € W in
document d € D, over the term set W W1y .., Opy.
Each dimension represents a term with its weight in the
document. Equation 6 refers to the mean value of all the term
vectors in the set. Next, new centroids are recomputed for
each cluster and in turn, all documents are re-assigned based
on the new centroids. This step iterates until a converged and
fixed solution is reached, where all data objects remain in the
same cluster after an update of centroids.

We can clearly see from the Table 1 that the words of
Topic 1 and Topic 3 mostly relate to machine learning. Simi-
larly, Topic 2 and Topic 5 correspond to social media, Topic 4
and Topic 6 indicate natural language processing and Topic 7
and Topic 8 indicate to the data mining respectively.
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TABLE 1. Word to topic assignments yielded from LDA model.

[ Topic1 | Topic2 | Topic3 | Topic4 [ Topic5 | Topic6 | Topic7 | Topic8 |

predict online detect text colleagu semant knowledg data
machin tag train noisi friend literatur database pattern
learn user label clean tweet ontology extract context
supervis influece classif word node keyword retrive mine
model share featur dictionari post document tupl queri
unsupervis profile accuraci textual follow language inform infer

Algorithm 1 ATAC
Input: G = (U, E), Q = {uy, Ay}, activeness threshold
0,4, node core number k, h hops and activity stream S
Output: An online Active community C, containing query
node u, at time point #;
Stage 1:

TABLE 2. K-means clustering algorithm outcomes for different values of
k for DBLP dataset.

[ No. of Clusters (k) [| Clusters [[ Topics of corresponding clusters |

Cluster 1 [Topic 1, Topic 6]
Cluster 2 [Topic 4, Topic 6]

K=5 Cluster 3 [Topic 1, Topic 7]
Cluster 4 [Topic 3, Topic 8]
Cluster 5 [Topi 2, Topic 5]
Cluster 1 [Topic 2, Topic 5]

K=4 Cluster 2 [Topic 4, Topic 6]
Cluster 3 [Topic 1, Topic 3]
Cluster 4 [Topic 7, Topic 8]
Cluster 1 [Topic 4, Topic 6, Topic 8]

K=3 Cluster 2 [Topic 5, Topic 7, Topic 8]
Cluster 3 [Topic 1, Topic 2, Topic 3]

We find the best K for K-means clustering algorithm by
comparing the inter-cluster similarity measurement. Accord-
ing to our observation, the lowest inter-cluster similarity score
is produced for k = 4 for DBLP dataset. Table 2 shows
the topics of corresponding clusters for different K values of
K-means clustering algorithm. It is clearly seen from Table 2
that the clustering of similar topics has been performed best
for the kK = 4 in K-means clustering algorithm.

In Flickr, the photos are uploaded under a tag. These tags
represent what the picture is about. For example, beach,
island, mountains, forest altogether denote the topic of nature.
Again, music, paintings, books represent the topic of arts
and literature. We have considered these tags as our node
attributes/topics in flick dataset in this research.

C. TOP-DOWN ALGORITHM

This subsection describes the development of an algorithmic
framework to search the community for a given Q. This
algorithm first finds a k-core connected subgraph containing
the query node u,, and then iteratively removes nodes with
the smallest attribute score contribution.

1) ALGORITHM OVERVIEW

As mentioned before, the algorithm has activity driven
temporal active communities, known as ATAC, includes
three-fold stages. First, it pre-processes the social streams and
then normalize the words to produce cleaned social streams
(line 1-5). In the next stage, it first applies the topic modeling
approach (LDA/BERTopic) on the processed social streams
in order to get topic distribution for each topic discussed
among the social users (line 6). Next, it prepares the list that
consists the most related words from each topic and feed
this list as an input to K-means algorithm (line 7-12). The
algorithm then applies K-means algorithm to group similar
topics (line 13). In the third and final stage of the proposed
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1: for each activity tuple <u,-, Yu;» tj) € Sdo
2: for each word w; € v, do

3: perform text normalisation on w;

4: end for

5: end for

Stage 2:

6: Apply Topic Modeling approach (LDA/BERTopic) on
the cleaned social stream S from Stage 1

7: L < Array()

8: for each element ¢7,, € word-topic distribution set ®do

{Each element ¢7,, in ® contains most representative

words for topic T, }

9: for each word w; € ¢r,, do

10: L.add(wy))

11:  end for

12: end for

13: Apply K-means algorithm on word list L

Stage 3:

14: Find a set of nodes N, who are within 4 hops away
from the query node u, at time point ¢
15: Compute the induced subgraph C4 on Ny,
ie.C; = (Nu,s E(Ny,)), where
E(Ny,) = (vi,v2) 1 vi,v2 € Ny, (vi,v2) €E
16: Maintain C, as a k-core
17: for each u; € C; do
18: compute the activeness score o(y,, ),
incorporating time-based forgetting factor i 1)
19: if O(ui ;) < 6, then

20: DFS(u;)

21: Maintain C, as a k-core
22: end if

23: end for

24: Output the active connected k-core C, at time point #;.
25: Procedure DFS(u)
26: for each v € N(u, C,) do
{N(u, Cy) is the list of u’s neighborhood
27:  remove edge (1, v) from C,
28:  if degc,(v) < k then
29: DFS(v)
30: endif
31: end for
32: remove node u from C,
=0

framework, the algorithm first computes the induced sub-
graph C, from the set of nodes N,, who are within / hops
away from the query node u, (line 14-15). Next, it discovers
the k-core subgraph containing u, from C, (line 16). Then,
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it iteratively eliminates such nodes (we call them as inactive
nodes) from Cy, whose activeness score (o(y;,y,,), calculated
incorporating time-based forgetting factor as Equation 1) are
less than a given threshold 6, and preserves the remaining C,
as k-core, until no longer possible (line 17-23). Removal of
an inactive node u requires to recursively delete all the nodes
that violate the cohesiveness constraint using DFS procedure
(lines 25-32). This is because the degree of u’s neighbor nodes
decrease by 1 due to the removal of the inactive node u. This
may result into violation of the cohesiveness constraint by
some of u’s neighbors. Due to this, they cannot be included
in the subsequent social groups, and thereby we need to delete
them. Similarly, we also need to verify the neighbors at other
hops (e.g., 2-hop, 3-hop, etc.) that they satisfy the cohe-
siveness constraint. Finally, the proposed algorithm ATAC
provides the desired outputs as activity-driven temporal active
community (ATAC) (line 24).

V. EXPERIMENTAL EVALUATION

This section assesses the performance of the algorithms
on three real graph datasets. All the experiments have
been performed on an Intel(R) Core(TM) i5-8265U
1.6 GHz - 1.8 GHz, Windows 10 PC with 12 GB RAM and
240 GB SSD.

A. DATA SET

1) TWITTER DATASET

Twitter is a free and popular micro-blogging service of social
networking that enables registered users to broadcast short
messages called tweets. Through different operating systems
and devices, Twitter users may transmit tweets and follow
tweets of other multiple users. These follow-following rela-
tionships is known as connections. Cellular phone text mes-
sages, online users, or posts on the website? can be used to
post tweets and reply to them.

We conduct our experiment on a Twitter dataset named
CRAWL [10]. In this dataset, we consider the user tweets
from January, 2007 to December, 2012. We apply BERTopic
model [33] to extract 100 latent topics in CRAWL and then
cluster the similar topics into 20 categories using k-means
algorithm. We set the input query attribute as {social media,
politics, entertainment}.

We also conduct our experiment on another Twitter dataset
named SNAP [39]. SNAP contains 467 million Twitter
posts from 20 million users from June 11, 2009 to Decem-
ber 31, 2009. We choose 4,00,000 users and consider their
tweets from June 11, 2009 to July 19, 2009. In the SNAP
dataset, we set our input query attribute as {iran election,
michael jackson and social media}(same topics as conference

paper [21]).

2) FLICKR DATASET
Flickr* is an image and video hosting service, as well
as serves an online community for professional and

3 https://twitter.com/
4https://Www.ﬂickr.corn/explore

VOLUME 9, 2021

TABLE 3. Datasets.

[ Dataset | No. of Nodes [ No. of Edges [ No. of activities |

CRAWL 9,468 1,474,510 6,211,653
Flickr 581,099 9,944,548 5,588,960
DBLP 15,516 48,862 193,512
SNAP 400,000 5,357,560 573,832

unseasoned photographers. It is one of the most popular
platforms for amateur and professional photographers to
host high-resolution photos and videos. The users of this
photo-sharing platform do not need to create account to
see photos and videos uploaded previously, but, having an
account is mandatory to upload their own photo on the site.
Registration of an account also enables users to create a
profile page featuring images and videos posted by the user
and also provides the option of adding another Flickr user as
a contact, i.e. connection. They can get connected with each
other according to their own choice. As mentioned earlier,
there are different types of users in Flickr, for instance, people
can upload photos of nature, portraits, festivals, landscape,
architecture and so on. While uploading any content the user
can categorize her one by adding one or more tags with it.
It comes in both forms of the website, and mobile app for all
platforms (android, windows and iOS).

Here, for each user in the Flickr dataset, we choose 30 most
frequent tags of its associated photos as its attributes [2].
We then clustered the similar tags and choose {nature, fes-
tival, architecture } as input query attributes.

3) DBLP DATASET

DBLP? is an on-line reference for bibliographic information
on major computer science publications. It has evolved
from an early small experimental webserver to a popular
open-data service for the whole computer science commu-
nity. DBLP originally stood for database systems and logic
programming. As an acronym, it has been taken to stand for
the Digital Bibliography and Library Project. It grew from a
small collection of HTML files, started at the University of
Trier, Germany, in 1993, and became an organization hosting
a database and a huge academic coauthor network.

Our algorithm has been verified to an academic coau-
thor network dataset [13] which includes detail information
of each research paper and also the collaboration network
among the authors. This research selects the research papers
that are published within 2000 and 2014. The LDA topic
modeling [19] approach were employed to extract 30 research
topics from the abstracts of the papers and then cluster similar
topics into 10 categories. In DBLP dataset, the input query
attribute is set as {data mining, natural language processing
(NLP), social network analysis (SNA) }.

Table 3 shows the statistics of our experimental data.

B. COMPARISON METHODS

We compare our proposed ATAC algorithm with four other
methods. We select ACQ method, proposed by Fang et al. [2],

5 https://dblp.org/
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FIGURE 3. Performance comparison on CRAWL dataset in time interval T1 (01/01/2009 to 31/12/2010) and T2 (01/01/2011 to 31/12/2012) (in all cases,

k=8,h=3,y=150,0=0.5).

for community search over attributed graphs based on
k-cores. The key distinction with our work is ACQ doesn’t
consider users’ topical activeness as well as ignore the
prospective temporality of users’ interests. Again, ACQ
doesn’t take into account similar topics. Furthermore,
we compare our method (ATAC) with the framework pro-
posed by Das et al. [21]. Finally, we consider a baseline
solution (k—core) which forms communities based on only
k-core i.e. focusing only the structural cohesiveness, and
another framework proposed by Wu et al. [22], where they
considered no topics, instead they took only connections in
order to form communities.

C. EVALUATION METRICS

We vary the length of query attributes |4yl to 4,1 = 1,
2, 3, 4 and use three measures of CMF, CPJ and average
number of activities to assess the quality of the communities.
Let us first define two measures, namely CMF and CPJ [2],
for evaluating the attribute cohesiveness of the communities.
Let N(Cy) = {C1,Ca,...,C} be the set of £ communities
returned by an algorithm for a query node u; € U.

1) COMMUNITY MEMBER FREQUENCY (CMF)

This is inspired by the classical document frequency measure.
Consider an attribute a of query attribute set A, If a appears
in most of the nodes(or members) of a community C;, then
C; can be considered to be greatly cohesive. The CMF mea-
sures the number of occurrences of query attributes in C; to
determine the degree of cohesiveness. Let n; , be the number
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of nodes of C; whose attribute sets contain the p-th attribute
of Ag. Then, "c’—fl is the relative occurrence frequency of this
attribute in C;. The CMF is the average of this value in overall
attributes in Ay, and all communities in N(C,) :

£ 1Al

|Aq ;Zw (7

It is to be noted that the value of CMF(N(C,)) ranges
from O to 1. The larger its value, the more cohesive is a
community.

CMF(N(C,)) =

2) COMMUNITY PAIRWISE JACCARD (CPJ)

This is established on the similarity between the attribute sets
of any pair of nodes of community C;. This research employs
the Jaccard similarity, which is commonly used in the IR
literature. Let C;; be the j-th node of C;. The CPI is then
the average similarity over all pairs of nodes of C;, and all
communities of n(Cy) :

L ICil ICil
_ R [A4Cipl N |~Aq(Ci,k)|:|
crInCn= ; Cil? [Z”; |Ag(Cip)l UIALCio)l
®)

The value of CPJ(N(C,)) ranges from 0 and 1. A higher
value of CPJ(NV(C,)) indicates better cohesiveness.

D. COMMUNITY QUALITY EVALUATION
Figure 3 shows the community quality evolution among the
five methods on CRAWL dataset for two-time intervals.
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ATAC always performs the best, in terms of CMF and CPJ
(Figure 3(a), (b), (d) and (e)). The reason is that each commu-
nity member has to perform a certain number () ) of activities
related to .Aq to become an active user. As a result, most of
the community members have to show their high degree of
inclination towards multiple query topics. In the framework
of Ref. [21], they did not consider time based forgetting
factor, so all of the users’ all activities were equally counted.
Consequently, there were some users who did not perform
any online actions on a respective query attribute in recent
times, but long ago. In the case of ACQ, there are many low
active community members who don’t have an interest in
most of the query topics. So, the coverage of query topics
within the communities is not that much better as in ATAC.
For the same reason, the average number of activities are
also low in ACQ comparing with ATAC. On the other hand,
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the values of CMF, CPJ and an average number of activities in
k—core and Ref. [22] are very poor as it ignores users’
association with the query topics while forming a community.
As aresult, most of the community members have no interest
in the given query topics.

For the same reasons, the result of ATAC outperforms the
other four methods in SNAP dataset for both time inter-
vals. The results of three evaluation measures are shown
in Figure. 6

Figure 4 shows the results on effectiveness among the five
methods on Flicker dataset. Similar to the Twitter dataset,
ATAC achieves better results in all cases due to the con-
sideration of the certain degree of topical activeness among
the community members. This dataset doesn’t contain the
temporal information associated with users’ activities and so
we consider the entire time period as one-time interval.

93985



IEEE Access

B. C. Das et al.: Attribute Driven Temporal Active Online Community Search

0.80 0.80 15
B Ref. 22 B Ref. 22 Frameworks
=3 k-core =1 kecore —8— Ref. 22
3 ACQ I AcQ
0.64 1 = ref. 21 0.64 1 = Rer. 21 12 —%- k-core
B ATAC B ATAC o ®- ACQ -
5 Ref2l | T
0.48 4 0.48 - 2 94— ATAC T
w = 5 |
: : L —
0.324 0.32 ® 61 LT e "
e | YT T e
9
<
0.16 1 0.16 3
0.00- T T T 0.00- T T T 0-— T T
1 2 3 1 2 3 1 2 3
Number of query attributes (|Aq|) Number of query attributes (|Aq|) Number of query attributes (|Aq|)
(a) CMF (T1) (b) CPJ (T1) (c) Average number of activities (T1)
0.80 0.80 q
B Ref. 22 B Ref. 22 15 Frameworks| *
=3 k-core =3 k-core —8— Ref. 22 ,.,-"'
I AcQ 3 AcQ -#- kcore | _=
0.64 = rer. 21 0.64 1 = per.21 124 : iéme AAAAA
B ATAC E ATAC ] Q 7
5 Ref. 21 P
0.48 0.481 2 g~ ATAC L
w Iy H =4
g ] 5
0.32 0.32 * 6
°
H
0.16 0.16 3
0.00- T T T 0.00- T T T 00— T T
1 2 3 1 2 3 1 2 3

Number of query attributes (|Aq|)

(d) CMF (T2)

Number of query attributes (|Aq|)

(e) CPJ (T2)

Number of query attributes (|Aq|)

(f) Average number of activities (T2)
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(k-means) and in all other cases, k = 4 (k-core), h =3,y =5,6 = 0.5).

Figure 5 shows the community quality evolution among
the five methods on DBLP dataset for two-time intervals.
We see that ATAC outperforms the other four methods in all
cases. In DBLP dataset, most of the users within a community
have very similar research interests. As a result, the coverage
of the query topics within a community is better than the
other three datasets. Again, the number of activities (i.e.
publishing research papers) in DBLP are very low comparing
with other datasets. So, we see that the performance of ACQ,
Ref. [21] and ATAC improves significantly.

Larger values of |4, result more number of users having
activeness in one or more query attributes as we see that the
values of all the measures in every dataset are higher as .4l
goes high for all the methods.

E. A CASE STUDY

This research investigated a local community in DBLP
dataset which includes Jie Tang (as query node), who is
one of the prominent researchers in the data mining area,
to observe the distinctions in the community members for
various values of y and A, depicted in 7. Here, we considered
non-overlapping time intervals.

Figure 7(a) demonstrates the yielded community for the
query Q as {data mining, NLP} and y =2 in 2008-2010 time
interval. After adding one more attribute {SNA} in the same
query in same time interval and y = 2, the community size
gets increased as 7(b). Then we show the community layout
after setting the query Q as {data mining, NLP, SNA}, y
= 3 and time interval as 2008-2010 and show that some
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members of the community got deduced from the previous
one after making y = 3 7(c). Now, shifting the time interval
to 2011-2013, for the same consecutive query settings, our
proposed framework produces the output as 7(d) for input
query {data mining, NLP} and y=2. Then we included one
more topic SNAin the query set keeping the y same, we got the
output community as 7(e), Finally, in 7(f), we have illustrate
the layout of the community after setting the query as {data
mining, NLP, SNA} and y = 3. For all six cases we kept the
value of k, h and 6 as 3, 3 and 0.5 respectively. It is easily
noticed that as we increase the number of topics i.e., query
attributes the size of the community gets bigger. Our obser-
vation is that the value of k, y and 6 can balance the trade-off
between activeness and cohesiveness of a community.

VI. DISCUSSION

This research investigates the issue towards how the ropical
activeness of the members of a certain community varies over
different time intervals and over different query attributes.
In the real world, time is considered as the most significant
factor that impacts on user activities [12]. We proposed a
time-based forgetting factor in order to discount the weight
of the users’ past activities since those actions do not exhibit
the current topic of interest to them. Equations have been
formulated to calculate the degree of activeness of the users
against different attributes of a given query. In this research,
we have conducted an extensive experiment on four bench-
mark datasets including two Twitter datasets named CRAWL
and SNAP, and other two are DBLP and Flickr. First of
all, the prepossessing step has been performed in order to
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remove noisy and irrelevant parts of the activity stream S.
Then, the topic modeling approach (LDA/BERTopic) to find
the latent topic from the bunch of text, e.g. the topics from
the abstracts of research papers. After that, we employed
k-means clustering algorithm [7] to cluster the similar topics.
A greedy algorithm ATAC has been introduced to find the
attribute driven temporal local active community with respect
the given query Q, containing the query node u, over k-core
connected subgraph, within 4 hops.

At the evaluation stage, we justify the efficiency of our pro-
posed framework with three evaluation metrics, Community
Member Frequency (CMF), Community pairwise Jac-
card (CPJ), and Average Number of Activities. The com-
parison has also shown with four previously proposed meth-
ods: Wu et al. [22], k—core, ACQ [2], and Das et al. [21]
The performance of our proposed framework ATAC is better
than all other methods for all four datasets, as we considered
topical activeness with time based forgetting factor of the
community members with respect to the query attributes
(IA4]). It can be seen clearly that the number of community
members varies when we make some changes in the query
attributes. (Figure: 7 (a), (b)). It has also demonstrated that
the members will also change if we set the query in a dif-
ferent time interval keeping all other attributes same, e.g.
(Figure: 7 (a), (d)). Then talking about the efficacy of
our proposed method, ATAC outperforms the two baseline
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frameworks for two different non-overlapping time intervals
in all the cases and for all three datasets.

If we set a large value of k for k—core, then the number of

community members will decrease depending on the dataset.

There is a wide range of important implications of this

framework in real-life. Some of them are as follows.

« Diverse applications of viral marketing and information
diffusion.

« Anticipating the number of members of a group of target
customer according to the history of purchasing any
specific product.

o Predicting the role of any community towards any par-
ticular upcoming events analyzing their group behaviour
in likewise past events.

VIi. CONCLUSION

Through this research, we analyzed the problem of active
local community search in the attributed social graph. It has
been observed how the users’ topical activeness vary on
OSNs over time and different query attributes. We have
empirically shown that the users’ individual activeness vary
widely in different time intervals and over different attributes.
This research outlined an activeness score function for the
candidate community members in order to put more weights
on the users’ recent online actions and developed methods to
search the query oriented active community i.e. ATAC. The
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effectiveness of the proposed method has been demonstrated
over extensive experiments on three real benchmark datasets.
The efficacy of the ATAC has been illustrated through three
evaluation metrics (CMF, CPJ and an average number of
activities) for all the datasets in two different time inter-
vals. It can be clearly noticed that our proposed framework
ATAC outperforms the other two baseline methods in all the
cases. Afterwards, We have also shown a case study over the
DBLP dataset keeping the query node Jie Tang, for different
query attributes over two non-overlapping time intervals to
exhibit our claim graphically. At the last section of the paper,
we discuss different real-life implications and aspects of this
research. In future, our plan is to work on dynamic network
and user interactions in order to detect real-time attribute
driven local active community. We are also planning about
to apply k-Truss and k-clique to extract subgraph from large
networks.
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