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ABSTRACT The article considers the problem of image recognition in computer vision systems. The results
of the development of the method for image classification, using a structural approach, are presented. The
classification method is based on calculating the values of statistical distributions for the set of description
descriptors. The distribution vector for a fixed set of classes is based on the calculation of the degree of
similarity with the integral characteristics for the descriptions of the etalon base. Two options for constructing
the classifier on the principles of object – etalon and object descriptor – etalon, which differ in the degree of
integration of the solution, are proposed. The median for the set of vectors describing the etalon is used as
the aggregate characteristic of the etalon descriptions. The experimental evaluation of the effectiveness of
the developed classifiers in terms of verification of performance and evaluation of the probability of correct
classification according to the results of processing of applied images based on three etalons are carried
out. The values of precision and completeness indicators for the method object descriptor – etalon, which
has demonstrated the significant advantage over the integrated approach, are given. At the same time, both
proposed in the experiment methods classify the set of etalons without error. The methods of mathematical
statistics, intellectual data analysis, image recognition, the apparatus for calculating the relevance of the
system of the features, as well as simulation modelling, are used in this research. Based on the study and the
experiment, it was found that the processing time of the images for the developed method is approximately
7 times less than for the traditionalmethod, without reducing the accuracy. The perspective of further research
is to study the interference immunity of the developed methods and evaluate their applied effectiveness for
three-dimensional image collections.

INDEX TERMS Component distribution, computer vision, description relevance, descriptor, image classi-
fication, keypoint, median set, ORB detector, precision of classification, structural description.

I. INTRODUCTION
The implementation of statistical methods as an apparatus of
the intellectual data analysis for the construction of classifiers
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for images of visual objects in computer vision systems is
aimed to achieve results during solving the applied tasks.
This realization is performed on the basis of studying the
content, structure and properties of etalon data, as well as
on the basis of implementation of this knowledge to the
classification process [1]–[6]. An element of the image space,
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when using structural recognition methods in the vector data
environment, is a finite set of descriptors of keypoints of the
image [1], [7].

Recently, statistical distributions have become the primary
mean for data analysis in the image recognition sys-
tems [1]–[4], [8]. If the description of a recognizable visual
object is given by a set of multidimensional vectors, then the
statistical apparatus becomes a key workable way to decide
on the class of the object [9]–[11]. Probabilistic distributions
of structural description components in the system of blocks
for keypoint descriptors have shown their high efficiency
in terms of quality of classification and processing speed.
In [3], [4], [12], [13] the procedure of calculating descriptors,
construction of probability distributions on their set and some
methods of classification on the basis of distributions are
considered in detail. There is the urgent need to implement
the apparatus of distributions in the general form for the set of
multidimensional descriptors of the description in accordance
with the defined data classes, which are determined by the
given etalon database [1], [4], [8], [12].

During the classification process, the training the classifier
within the fixed database of etalons images is as the way to
transfer information from lower (etalon descriptions as a set
of descriptors of keypoints) to the upper levels of the data
hierarchy (classification), that allow to generalize knowledge
of lower levels [3], [5], [6], [14]. This principle of investiga-
tion emphasizes the effectiveness of the hierarchical method
of data processing in the proposed methods.

The aim of the article is to develop and study the properties
of the image classifier on the basis of constructing the ensem-
ble of distributions for the composition of the components of
the structural description. The use of integral and independent
models for making the classification decisions is proposed.
This approach provides the effective classification in the
image space as the set of keypoint descriptors.

The objectives of this research are:

• To construct the classification models in the newly cre-
ated space of statistical characteristics;

• To analyze the parameters that affect the efficiency of
the implementation of classification models;

• To evaluate experimentally the efficiency of classifiers
by means of software simulation.

The article proposes and demonstrates:

• Formal statement of the classification task (Section III).
The main components are given to describe the required
elements. The stages of the classifier construction are
analyzed in detail. The implementation of the repre-
sented ideas provides the universality and significant
effectiveness of the classification;

• The process of calculating the values of the distributions
for the components (Section IV). The logical processing
of input data is discussed in order to eliminate possible
interference by means of analyzing the values of dis-
tances or the degree of proximity of the descriptor value
to each of the classes;

• Classifier models (Section V). The methods for con-
structing the classifier are considered with the definition
of the object class according to the integral distribu-
tion of components and the determination of the object
class according to the number of component voices. The
way to increase the efficiency of ensemble classification
methods by adapting to existing data is described. It con-
sists in selecting the subset of elements that are within
the given distance from the center, or forming the fixed
number of elements closest to the center of the descrip-
tion. The developedmethod of classification on the basis
of statistical distributions of components of descriptions
is based on the principle of division of data components
in accordance with the classes. Mathematical models for
definition of precision and completeness of the given
modifications are presented;

• Results of computer simulation (Section VI). Software
models have been developed for the implementation
of the proposed classification methods in computer
vision systems. Testing is performed on the basis of
real images. The method of classification on the basis
of statistical distributions of the components of the
descriptions according to the results of experiments
has confirmed its efficiency and effectiveness for the
images classification. Using the concentrated part of the
description data allows to improve its distinction with
other descriptions.

The article presents the method of constructing the classifi-
cation models in the synthesized data space, which confirmed
the quality of the detected modifications of data analysis on
the examples of images.

II. RELATED WORKS
The formal formulation of the classification task using the
description of the image as the set of descriptors of key-
points is formulated in [1], [2]. These scientific articles also
research the features of the model of image representation as
the set of multidimensional vectors and also the advantages
of applying transformations of structural description to the
feature space in the form of statistical distributions. One of the
effective statistical method is cluster representation [15] and
granulation using the apparatus of fuzzy sets [3]. However,
the effectiveness of these methods depends significantly on
the composition of the data; in addition, they require addi-
tional computational costs at the classification stage.

The use of more universal methods of statistical classifi-
cation based on etalon information contributes not only to
the generalization of image representation, but also to a more
detailed identification of the degree of consistency of the ana-
lyzed and etalon images [1], [3]. Statistical approaches allow
to solve one of the key problems during the implementation of
structural methods – to reduce a sufficiently large amount of
computational costs during the processing of bulk vector sets.

The powerful mean of reducing the dimensionality con-
cerning the classification task is the use of method of data
aggregation based on the definition of description centers,
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usually in the form of the average value or median [2], [5],
[16], [17]. Despite some conventionality of these character-
istics, especially in multidimensional space, the use of data
centers significantly reduces the processing time, it has been
confirmed by the experimental results [17], [18].

Taking into account the structure of the analyzed data in
the form of the vector set, the use of ensemble processing
means looks naturally promising [2], [3], [16]. In this case,
the resulting classification solution is made on the basis of
the set of local solutions for individual descriptors. Arti-
cles [3], [5], [6], [19], [20] contain models for constructing
ensemble solutions and evaluating the effectiveness of clas-
sification systems based on simple classifiers for individual
components. Such important advantages of ensemble solu-
tions, as resistance to distortions of individual components
and ensuring higher accuracy of data analysis or training, are
discussed.

Some works are of particular scientific interest with deep
applied content [21]–[23], but they do not contain universal
statistical application, in particular, in terms of the use of
existing statistical distributions.

On the other hand, the works [24], [25], devoted to the
solution of problems of recognition by means of structural
analysis, are based on a priori given distributions of data,
while the use of nonparametric methods of intellectual anal-
ysis of data can provide the more accurate result.

The material of this study is not directly related to
the approaches that evaluate textural features (patterns,
etc.) [26]–[28], although it uses the apparatus of keypoint
descriptors that reflect the local features of the images. Our
investigation is concerned with assessing the significance of
individual combinations for descriptor sets, which is intended
for more universal data analysis and aims to highlight real
objects.

III. FORMAL STATEMENT OF THE CLASSIFICATION TASK
Let’s consider the multidimensional space Bn of any binary
vectors of dimension n, where we will construct images of
the object and etalons. Let’s present the multiset of vectors
Z ⊂ Bn, Z = {zv}sv=1 as the description of the image of the
visual object in the space of sets of descriptors of keypoints.

Let’s consider the database of etalons E = {E1, E2, . . . ,
EN } of dimension N , Ei = {ev(i)}sv=1, s = card Ei – the
number of descriptors in the set Ei, i – the number of the
etalon in the database E [1]. The features of the object and
etalons are vectors zk ∈ Bn, the finite set of which creates the
description.

Let’s specify ∀(zk , zτ ), zk ∈ Bn, zτ ∈ Bn the distance
ρ : Bn × Bn → [0,∞] in the vector space Bn. The
example is the Hamming metric. For binary data of the given
dimension, the range of values of this metric is fixed – [0, n].
Distance is the fundamental criterion of equivalence for the
set of descriptors. It reflects the visual similarity of the
pixel boundaries of keypoints for the image brightness func-
tion, which is showed by the descriptor [18]. Equivalence
zk ≡ zτ for two descriptors is determined on the basis of

some threshold δρ for the value of the metric:

zk ≡ zτ : ρ(zk , zτ ) ≤ δρ . (1)

In the base of etalons E = {E1, E2, . . . , EN }, each fixed
etalon description Ei represents the separate class for the
classifier and takes the form of the finite set of descriptors
of keypoints with Bn.

The objective of the research is to build the classifier K :
Bn→ [1, 2, . . . , N ] based on the construction of the system
of statistical features according to the learning outcome based
on the material of the etalon set E = {E1, E2, . . . , EN }.

The idea of classifier construction is as follows:
• For each descriptor of the recognized object or etalons
we specify the degree of belonging to the existing classes
in the form of the statistical distribution;

• On the basis of the formed system of component dis-
tributions we create the integrated ensemble measure of
relevance of the description of the analyzed object and
each of the etalons;

• We apply the created measure for the classifier using
optimizing the value of relevance in the class system.

On the basis of the available base of descriptions of etalons,
the new space of images of component data as a part of values
of their probabilistic measure of belonging to classes is cre-
ated through training. The implementation of this approach,
based on the use of the solution of the ensemble of compo-
nents, provides the universality and significant effectiveness
of the classification.

IV. CALCULATION OF DISTRIBUTION VALUES FOR
COMPONENTS
Let’s calculate some center of description α(i) = F(Ei) – an
aggregate vector that reflects the properties of the set Ei [1],
[2], [18] on the basis of the etalon description Ei = {ev(i)}sv=1
from the base E in n-dimensional vector space

α(i) = (α1(i), α2(i), . . . , αn(i)). (2)

The center of the description α can be determined, for
example, by calculating the average value or median for the
fixed set of vectors [5], [16]. In this case the vectors α(i) are
as the statistical characteristics for each etalon, they are the
base of classification.

The separate vector zv ∈ Z , v = 1, s of etalon and object
can be formally considered as the element of the ensemble of
n-component vectors

zv = (zv,1, zv,2, . . . , zv,n). (3)

For the etalon Ei each component in (3) is associated with
the number i.

Let us consider the range of analyzed data in terms of
assigning the component of the description to the system of
etalon classes on the base of the definition of some member-
ship function with values from the range 0. . . 1 [18], [19]:

µ : Bn→ [0, 1], µ(zv, i) ∈ [0, 1], (4)
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the arguments of the function µ are the descriptor of the
description and the class number.

The membership function µ is determined on the basis of
a basic characteristic in Data Science – the ratio of the values
of measures that reflect the number of favorable cases (sim-
ilarity η(zv, i) to the particular class) and the total number of
cases N (sum of similarities to all available classes) [1], [19]

µ(zv, i) =
η(zv, i)∑N
i=1 η(zv, i)

. (5)

The total number of cases is specified by the number N
of classes. The degree of similarity η(zv, i) of the element
to the class can be specified through the distance ρ in the
vector space to the center of the class, for example, through
the Manhattan metric

ρ(zv, i) =
∑n

k=1

∣∣zv,k − αk (i)∣∣. (6)

For the case where α(i) ∈ Bn, zv ∈ Bn instead of (6),
we can apply the Hamming distance χ (zv, i) (number of
mismatched bits) in space Bn, then the similarity η(ev, i) can
be defined as

η(zv, i) = n− χ (zv, i). (7)

For each element zv using expression (5) let’s calculate the
value of the vector d of its statistical distribution according to
the set N of classes

d = (d(1), d(2), . . . , d(N )),

d(i) = µ(zv, i),
∑N

i=1
d(i) = 1. (8)

From the statistical point of view, the vector d , defined
for the random descriptor of the etalon or object, reflects the
degree of proximity of the value of the descriptor to each of
the classes.

Let’s consider the matrix D = {{dk (i)}sk=1}
N
i=1 that, sim-

ilarly to the fuzzy representation, specifies the value of the
measure of belonging (5) for all components of the analyzed
description [3], [18]. The value of s means the number of
descriptors in the etalon set, and the value of s is the same for
all etalons and the input image. The row of the matrix D is
the distribution by etalon classes for descriptor of the input
image. The sum of the values for each row is equal to 1.
We believe that this calculation of distributions is close in
meaning to the values of the membership function on the set
of etalons in the image space.

In fact, the matrixD determines the distribution of data sets
according to the priori defined classes.

The values of the matrix D allow the case to introduce log-
ical processing of input data to remove possible interference
(i.e. false descriptors) by analyzing the values of distances (6)
or values (8) using the threshold. At the same time, this
analysis can be directly implemented in the classification
process.

V. CLASSIFIER MODELS
Based on the matrix D, let’s construct the classifier K that
implements the reflection for the structural description of the
random object

K : D→ [1, 2, . . . , N ] (9)

from the set of distributions of the ensemble of data compo-
nents to the set of classes.

At the initial stage, let’s construct and apply the
distribution (8) according to the data classes directly for the
set Ei of database etalons to verify the operability. It is clear
that for each representative Ei ∈ E the classifier K should
receive number of the corresponding etalon, as the solution,
which description transmits to the input of the classifier. This
is the primary principle of the adequacy of the functioning
of the classifier, which must confidently distinguish descrip-
tions from the set of etalons (training sample). For example,
in the data distribution for the 1st etalon (1st column of
the matrix D), the first component must dominate over the
others. Similarly, for the 2nd etalon, the dominant element of
distribution should be the 2nd element, etc.

Let’s consider some ways to construct the classifier
(Figure 1).

1. Determining the class of the object according to the
integral distribution of components.

Let’s define the column of the matrixDwith the maximum
sum of elements

K : j = argmax
i

∑s

v=1
dv(i), (10)

which integrally specifies the class j of the object through
aggregation of the distributions of each of the classes (the
separate column of the matrix D) for the whole set of com-
ponents of the description. Classification (10) corresponds to
the most plausible solution, as it is based on adding the values
of the same type of distributions [1]–[5]. In general, the clas-
sifier (10) implements the principle of analysis object – etalon
based on the aggregation of data of the entire description.

2. Determining the class of the object according to the
number of voices of the components.

Let’s calculate the maximum value for each row of the
matrix D

cv = arg max
i=1,...,N

{dv(i)}, (11)

that is, we define separately for each descriptor of the descrip-
tion of the most important class according to the distribution
vector that corresponds to the mode parameter [4], [8], [16].

For each descriptor zv of the description Z we increment
the number hi of voices of the i-th class elements which is
corresponding to the value cv finding by the expression (11)

hi =

{
hi + 1, cv = i,
hi, cv 6= i.

(12)

According to the result of definition (12) for the whole
set of descriptors of the description Z we obtain the vector
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FIGURE 1. Classification scheme in two ways.

of the voices

h = (h1, h2, . . . , hN ), (13)

on the basis of which we determine the class number

j = argmax
b
hb, (14)

which has gained the maximum value among the whole set
of voices of object descriptors. This is the method of voting
on the set of descriptors, where the class is determined on the
basis of the distribution mode [5], [20].

The classifier (11)–(14) implements the principle of anal-
ysis object descriptor – etalon, where the class is predefined
for each component of the description.

The considered variants (10), (11)–(14) of the construction
of the classifier can naturally be interpreted within the frame-
work of the theory of ensemble models [4], [8], [9], [20]. Due
to the creation and aggregation of feedbacks of component
classifiers (local solutions), the strong classifier with guar-
anteed higher efficiency of decision-making is synthesized.
The most considered approaches correspond to the boosting
model [9], [20].

According to research, the ensemble of classifiers in most
cases provides better accuracy of data analysis or training.
However, it requires solving a number of problems, such as
increasing time and computational costs, the complexity of
the results interpretation, justification and choice of ways
to combine local solutions [2], [20]. In our case, the set of
local classifiers consists of basic models of the same type,
i.e. is homogeneous. The ensemble classification solution 2
can be represented as the combination of a finite set of local
solutions θv

K : j = arg opt
i
2[{θv(dv(i))}sv=1]. (15)

Note, that in ensemble models of image analysis in order
to take into account only significant local solutions we often
use a system of threshold parameters [1]–[4]. It provides
separation of interference and is generally aimed at increasing
the reliability of operation. For example, in the modification

of the classifier (11)–(14) the class dm = max
i=1,...,N

{dv(i)}

for the local solution is determined only if the condition is
met, which compares the value of the optimum dm with the
threshold δd or with the nearest local optimum dm−1:

dm > δd or dm > λdm−1, (16)

where λ is the numerical coefficient.
In the proposed approach, the probabilities of belonging

to all existing classes are calculated explicitly. It allows
performing the further logical processing of their values to
identify and take into account significant differences between
classes for elements of the description.

Note, that the threshold δd can be specified on the base of
the results of training with a teacher on the set of descriptors
for etalons. The obtained value of mode must be not less than
its value for their etalon. This analysis at the stage of training
the classifier must be done for all etalons. As the threshold δd
we have to choose the largest mode among all the obtained
modes [2], [17].

One of the means to increase the effectiveness of ensemble
classification methods by adapting to existing data is, on the
base of introduction of logical procedures, to select some con-
centrated (ormost informative) subset of elements, whichwill
be the basis for the classification decision [2], [17], [29], [30].

Regarding the description as the set of keypoint descrip-
tors, such a procedure may consist in selecting the subset of
elements within a given distance from the center, or forming
the fixed number of elements closest to the center of the
description.

If Z ⊂ Bn is the description, s = card Z – its power, then
let’s introduce procedure L of compression

L(Z )→ Z∗,Z∗ ⊂ Bn, card Z∗ = s∗, s∗ � s. (17)

The use of the filtering method (17) along with the signifi-
cant reduction in computational time often contributes to the
improvement of classification indicators [17], [31]. Compres-
sion L should be directly aimed at selecting the informative
part of the description. It is implemented at the stage of pre-
processing, so it does not affect the time of classification.

92968 VOLUME 9, 2021



Y. I. Daradkeh et al.: Methods of Classification of Images on Basis of Values of Statistical Distributions

FIGURE 2. Etalon images of butterflies Chimera, Machaon, and Davis.

FIGURE 3. Examples of selected of keypoints coordinates by the ORB descriptor (Chimera, Machaon, Davis).

According to the results of pre-processing of the whole
database E of etalon data (the set of all etalon descriptors)
on the basis of the distributionmatrix, it is possible to evaluate
the effectiveness of the proposed classification methods on
the set of etalon descriptions.

For example, the precision Prec of classification can be
estimated by the ratio of the total number TP of descriptors
of the etalon base, for which the class is correctly defined,
to their total number in accordance with the model [5], [20]

Prec =
TP

TP+ FP
. (18)

The index of completeness Compl (frequency of truly pos-
itive results) can be estimated as the number of descriptors
correctly referred to the class (etalon)

Compl =
TP

TP+ FN
. (19)

Indicators (18), (19) are often used in machine learning
systems [5], [32], [33].

VI. RESULTS OF COMPUTER SIMULATION
The simulation has been performed in PyCharm 2020
using the OpenCV library and the Python 3.6 programming
language [1], [34]–[36]. An ORB keypoint detector [35],
[37], [38] of n = 256 dimension was used to determine the
descriptors of keypoints.

The developed classifier models have been implemented
on the example of images of butterflies from the database
Leeds Butterfly [34], [39]. The size of the images is

600× 600 pixels. The classes of etalon images (Figure 2)
and the coordinates of the formed of keypoints (Figure 3)
are illustrated. The number of calculated descriptors in the
description of each of the etalon is s = 500.
By counting the number of 1-bits in each digit of the

description of each of the etalons, vectors α(i), i = 1, 2, 3
have been obtained, which were logically reduced to the
binary form for further implementation of the Hamming met-
ric. The centers α(i) were actually determined by averaging
the values of the description descriptors. The calculated val-
ues of the distances between the centers of the etalons were
56, 72, 72. This result indicates the significant their proximity
in this aspect (28% of the maximum distance). After all,
the values of the Hamming distance between the two vectors
of the analyzed data are in the range 0, . . . , 256.

In accordance with the classification model (10), the val-
ues of the sum vectors in expression (10) were obtained as
follows:
• For the 1st etalon (Chimera) – (173.01; 165.44; 161.51);
• For the 2nd etalon (Machaon) – (165.45; 170.94;
163.65);

• For the 3rd etalon (Davis) – (164.97; 163.69; 171.18).
According to the method (10) all etalons are classified

correctly (the maximum is observed in the corresponding
component), but the difference between the maximum of
the integrated distribution and the nearest value is rather
insignificant (within 3.5%–4.5%). This indicates the signifi-
cant similarity of images in the formed space of features using
the model (10).
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According to the classifier model (11)–(14), three accu-
mulated maximums of descriptor voices (h1, h2, h3) were
obtained for each of the etalons: (281, 111, 108), (144, 249,
107), (140, 86, 274).

From the obtained numerical values, we see that this
classifier more confidently performs image recognition. The
difference between the maximum of voices and its closest
competitor exceeds 42%, and for some etalons (Chimera,
Machaon) reaches 60%. This indicates the stronger perspec-
tive on the application of object descriptor – etalon classifica-
tion models compared to the integrated analysis model (10).

Our experiments have confirmed that the proposed proce-
dure for data analysis largely depends on the method of center
formation α(i). The separate research has been carried out
to determine the centers according to the median value for
the set of detectors of the description [1], [17]. The distance
between the medians of different etalons varies in the wider
range than the distance between the centers-average values.
In our experiment, there was a deviation from the maximum
distance for the median of etalons in the range of 16%. . . 46%.
Thus, it turned out that the median for the set of descriptors
is more sensitive to the content of the description than the
average value.

In the process of research for the method of integral anal-
ysis (10) the experiments have been carried out to select the
informative subset (fixed number) of description descriptors
closest by Hamming’s distance to the formed center in the
form of the median using the model of logical processing
(17) [17]. This action must be performed for the etalon
descriptions and for the recognized image. With such a trans-
formation, the values of the median and distributions for
the components do not change, which means that additional
calculations consist only in the formation of the compressed
informative description (17).

The mentioned above compression significantly reduces
the processing time in proportion to the reduction in the
number of descriptors. Experimentally modified descriptions
of etalons obtained in this way by selecting 50, 100 and
200 descriptors from a total number of 500.

The research has showed that using the proposed modifi-
cation of compression, all etalon descriptions are classified
correctly, and the calculated weight values {d(i)}Ni=1 of the
classes for the images of the etalons to some extent are
improved with the decrease in the number of components.

With the decrease in the number of descriptors in the
description, there is a corresponding concentration of values
of the distributions around the centers, which contributes to
the increase in indicators that correspond to the correct class.
This, in turn, improves the effectiveness of the classification,
as the class of the object is determined more confidently.

The difference between the maximum value of the distri-
bution and the nearest value increases for different etalons
from 3% for the complete description (500 descriptors)
to 15% (200 descriptors), 21% (100 descriptors) and 25%
(50 descriptors) for the modified description. Further com-
pression of the analyzed descriptions according to the

model (17) leads to the loss of informativeness of the data
composition.

Note, that for general reasons, the effectiveness of the
classification decision depends entirely on the available base
of etalons and the set of input images, i.e. the content of
the applied task. It is possible that for some applications,
where there are significant differences between the images of
the etalons, the most effective method may be the integrated
method (10), based solely on the median values.

For the purpose of comparative analysis, experiments have
been performed where the compressed subset of the descrip-
tion of 200–300 descriptors was selected by random selection
and using specialized procedures for the analysis of the set of
vectors [32]. It is confirmed, that such methods of data filter-
ing do not have the perspective of application in the research
approaches, as the effectiveness of method (10) significantly
deteriorates, the indicator of correct classification, even for
input etalon images, is reduced.

Let’s now evaluate the effectiveness of the classifier object
descriptor – etalon (11)–(14) according to the precision and
completeness indicators (18), (19). Table 1 contains quantita-
tive characteristics of the number of descriptors separately for
each of the three etalons referred by the developed classifier
to the corresponding class. In this case, all three etalons (the
number of descriptors is equal to 500 for each etalon image)
are classified correctly.

Table 2 contains the calculated values of Prec and Compl
according to the Table 1.

Tables 1 and 2 are obtained directly for method 2 (classifi-
cation by the number of votes of the components) as more
promising in practice. The etalon images as input images
were submitted to the classifier (the test set was taken from
the Leeds Butterfly database). Table 1 contains the number
of correctly and incorrectly classified descriptors as a result
of testing the software model. Table 2 provides traditional
indicators of precision (18) and completeness (19) for a set
of descriptors. Based on the learning outcomes, the centers
(medians) of the etalon images were calculated. The set of
etalon image descriptors was used as a test set.

The average value of both indicators among the three
analyzed etalons of the basewas approximately 0.536. As you
can see from Table 2, for the considered images the values of
performance indicators are not high enough, as they are not
close to 1, as it was obtained in our research [2] from the
calculation example. This can be explained by the significant
similarity of the researched objects visually (Figure 2) and in
the constructed space of features. In addition, it is clear that,
the accuracy naturally decreases with increasing number of
classes.

According to the calculation according to Table 1 for
truly negative results, which correspond to the fact of correct
recognition of descriptors of other classes, the indicators Prec
and Compl are much more significant: their average value
is 0.768, and theminimumvalue is 0.716. This confirms suffi-
ciently high effectiveness of the developed approach. Indeed,
even in the presence of the high level of similarity of the

92970 VOLUME 9, 2021



Y. I. Daradkeh et al.: Methods of Classification of Images on Basis of Values of Statistical Distributions

TABLE 1. Classification results.

TABLE 2. Values of Prec and Compl indicators for truly positive results.

researched objects, the number of identified different descrip-
tors for different descriptions is still actually much higher,
which has been confirmed by experimental calculations.

Given the undoubted influence of the multidimensionality
factor of the data used (descriptor size is 256 components,
number of description descriptors is 500), it can be considered
necessary for providing reliable recognition of images of
similar content in databases to apply the reduction of dimen-
sionality (compression or concentration) of descriptions by
introducing clustering or hashing procedures [1], [15], [32],
which can contribute to obtain more significant indicators of
the effectiveness of the classification.

The essence of the study is to developmethods of structural
classification based on descriptions from a set of descrip-
tors of keypoints. It is clear that the effectiveness of any
classification method directly depends on the base of etalon
images. The key idea of the paper is to study and check the
efficiency of classification using the apparatus of distribution
of descriptions for etalon classes.

The figures in Table 2 are not impressive, but they only
show the evaluation results for the specific descriptors of the
description.

At the same time, in the experiment all etalon images
are classified correctly by both proposed methods, that is
the actual precision and completeness of the classification
in terms of the description of the input image is 1. This
classification model corresponds to boosting [5], [12], [20].

The key result of the analysis is that in this case, despite the
not very high performance of each of the components of the
description, their common classification solution provides a
guaranteed high performance of the classifier (14), (15).

Testing showed that on many etalons the proposed method
worked without errors, therefore, the accuracy of classifica-
tion is equal to 1.

The speed of classification compared to the traditional
approach of descriptor voting, where linear search is used,
improves proportionally number of etalons. For the test
example, the processing time was approximately 5 seconds
(developed method) and 34 seconds (traditional), which cor-
responds to a gain of approximately 7 times. The main reason
for the gain is that in the developed method the input descrip-
tors are metrically compared only with the centers of etalon
descriptions.

The article does not set the task of obtaining efficiency
higher than all knownmethods; we are just beginning to study
a promising method.

It is clear that with increasing number of etalons in the
applied database Leeds Butterfly the accuracy of classifica-
tion for this method may decrease. This can be explained by
the significant similarity of the shape of objects (butterflies)
in the database. At the same time, for other image databases
where there is insignificant similarity, the accuracy may be
maintained at a high level. Construction of the classification
accuracy curve depending on the number of classified etalons
or other undesirable effects (noise, interference, background
images) may be a prospect for further research in the imple-
mentation of the developed method.

VII. CONCLUSION
The developed method of classification on the basis of sta-
tistical distributions of components of descriptions is con-
structed on the principle of separation of data components
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according to the classes. According to the results of exper-
iments this method confirms its efficiency and effective-
ness for the image classification. Its effectiveness for
three-dimensional image databases can be enhanced by the
adapted choice of metrics or similarity measures, by the
choice of way to form centers for etalon descriptions,
by the introduction of logical processing or compression
of the structural description. More confident experimental
results of classification have been shown by the model which
has an optimum in the vector of distributions for some
descriptors (distribution mode). The use of the concentrated
part of the description data allows to improve its distinction
with other descriptions.

For the case of multiclass classification, the uncertainty in
decision-making increases with increasing number of classes.
As a result, the precision decreases, as it is difficult to ensure
that the new etalons do not resemble existing ones. The
solution is to make a decision about each class separately,
or ranking according to the confidence indicator.

The scientific novelty of the research is the development
of the effective method of image classification based on the
introduction of the apparatus of statistical distributions for
the components of the description. It implements in-depth
analysis in the data space and ensures the effectiveness of
the classification even for similar images. The classifier is
implemented in the variants of integration of component
distributions according to the classes and on the basis of mode
analysis for distributions of individual components. The use
of the median as the center of description has the advantage
over the average value.

The practical significance of the research is:
• Construction of classification models in the synthesized
data space;

• Confirmation of the efficiency of the proposed modifi-
cations of data analysis by the examples of images;

• Development of softwaremodels for the implementation
of the proposed classification methods for the computer
vision systems.

The perspective of the development may be related to
the research of the interference immunity of the developed
methods and the evaluation of their applied performance in
relation to three-dimensional image collections, where the
distribution coefficients can take small absolute values.
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