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ABSTRACT Understanding the relationship between driving behavior and visual information is impor-
tant for holistic understanding of driving behavior. However, the analysis of the cognitive behavior for
steering/throttle control has been only conducted under a special simulator environment. Therefore, in this
study, we aimed to develop a convolutional neural network (CNN) with human physical characteristics to
analyze the driver’s cognitive behavior and to validate that the machine learning methods can be an analytical
method for understanding driver behavior. We obtained the driving data in a simulator experiment to train the
proposed CNN model. The region where the visual field influences drivers’ steering behavior was analyzed
using the results of the feature maps generated by the trained CNN model and the driver’s gaze behavior. The
results indicate that the driver performs steering control using the information within 20 degrees from the
gaze point. This shows that the results obtained from our proposed method can reproduce the same results
as previous findings. We also validated that the results are not uniquely obtained depending on the proposed
model and environment but are also influenced by the driving behavior such as the gaze point and the steering
control. We analyzed the dataset generated by the mathematical control model, called the driver model,
which performs different behaviors from the driver. The analysis results generated by the driver model were
different from the results of the human data. Therefore, the results generated by the machine learning-based
analysis are influenced by the driving behavior. Consequently, these results imply that machine learning

methods have the potential to become analytical methods for understanding driver behavior.

INDEX TERMS Cognitive behavior, convolutional neural network, human vision, steering behavior.

I. INTRODUCTION

Humans use their visual system to operate a car skillfully
through the processes of perception, cognition, decision-
making, and operation [1]. Understanding these processes of
driving behavior is important not only from a scientific point
of view, such as understanding human behavior, but also from
the engineering point of view, such as safe vehicle design.
To understand holistic driving behavior, it is not enough
to understand only one aspect of this behavior; examining
all behavioral phases is important. In recent decades, driver
behavior has been analyzed mainly through psychological
experiments to verify each aspect of drivers’ characteristics.
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For example, while researching perception, many methods
have elucidated the information perceived by the driver by
measuring the driver’s gaze points [2]. The gaze points are rel-
atively easy to estimate using measuring devices such as eye
trackers, and lately, gaze points can be measured accurately
using area of interest (Aol) [3] as the method of analysis, and
optokinetic nystagmus (OKN) [4]. The drivers’ gaze behavior
has been analyzed not only on relatively simple roads, but
also in many situations such as intersections where driving
is more difficult [5]. Regarding research on decision-making,
a mathematical model called a driver model is often used [6].
Driver models with various perceptual information and struc-
tures are compared to the data obtained from the experiment
to elucidate the decision-making process for the operation.
Several models such as the preview control model [7] and
the two-point steering control model [8] have been proposed.

94239


https://orcid.org/0000-0002-9547-3681
https://orcid.org/0000-0001-9826-0078
https://orcid.org/0000-0002-7258-272X
https://orcid.org/0000-0002-4518-8903
https://orcid.org/0000-0002-7542-4356

IEEE Access

Y. Okafuji et al.: Machine Learning-Based Approach

As more meta-decision-making research, the task of classi-
fying driving behaviors such as following and lane changing
has also been studied vigorously [9]. These are also applied as
control methods for automated driving that considers human
characteristics [10]. Research on operation has been validated
for a very long time. By analyzing easily observable data such
as the driver’s steering and throttle operation, the characteris-
tics of individual drivers can be analyzed. Various operating
behaviors have been verified, such as differences in steering
torque performance [11], vehicle running path [12], and dif-
ferences in the operation input between general and racing
drivers [13].

While each behavioral phase has been examined as
described above, cognitive behavior has also been analyzed.
Cognitive behavior has various aspects, of which is atten-
tion often examined. Attention as an aspect of driving is
defined as the process of bringing an object to awareness [14].
In terms of attention studies, based on the notion of a useful
field of view (UFOV), the regions of central and peripheral
vision are often analyzed depending on the difference in
reaction time [14]. Extending the concept of UFOV, there are
many verifications of attention during driving. For instance,
the attention to age difference [15], in specific environments
such as intersections [16], and the object recognition rate
rather than reaction time [17] have been analyzed in previous
studies.

Meanwhile, studies on cognitive behavior for decision-
making, and steering/throttle control aim to clarify the kind
of information and the region the visual field drivers use for
their operations. For the kind of information used for control,
road edges and retinal flow are used for steering control [18],
[19]. For the region in the visual field used for the control,
two regions, the far and near regions from the vehicle position
as the two-point steering control model [8], predominantly
affect steering behavior [20]-[22]. In these studies, cogni-
tive behavior has been commonly analyzed by intentionally
hiding information about a specific region, such as the far
and near regions, in simulator experiments. However, this
analytical method has some limitations like the discussion of
the generality from driving behavior obtained under unusual
conditions, although it can provide an understanding of use-
ful driver behavior. This is different from other analytical
methods of analyzing perception, decision-making, and oper-
ational behaviors. There are no general analytical methods
to elucidate the cognitive behavior of steering and throttle
control. Therefore, analytical methods beyond the framework
of conventional psychological experiments are required.

In recent years, the concept of attention has been widely
used in machine learning techniques for classification and
regression tasks in image processing. The attention mech-
anism visualizes the image region affecting the tasks. This
visualized region is called a feature map. The feature map in
the classification task is related to the output location of the
recognized object in the image [23]. Moreover, the regression
task is often used in the field of automated driving. The
feature maps visualized in the input image strongly influ-
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ence the computation of output in a steering model with
imitation learning of human driving behavior [24]-[26]. This
visualized image allows debugging to clarify the decisions
of automatic systems. The attention mechanism of machine
learning is not only used for inference in black-boxed deep
learning models, but also beginning to be applied to the analy-
sis of human behavior. For instance, the results of attention as
machine learning have been applied to an analytical method
to analyze attention as the driver’s cognitive behavior [27],
[28]. This means that there is a possibility of applying this to
the analysis of cognitive behaviors related to driving behavior
itself, such as steering and throttle control.

This study aims to develop an analysis method for cog-
nitive behavior with a focus on steering control based on
machine learning techniques. In particular, the main focus of
analyzing cognitive behavior is to clarify the region of the
visual field that drivers use for their operations. However,
it is unclear that the results obtained from the machine learn-
ing method are really interpreted as features of the driver,
as machine learning is often considered to have black-box
features. Therefore, in this study, we follow the steps below
to validate whether the results obtained from the machine
learning method can reflect driver behavior. This allows us
to validate that machine learning methods have the poten-
tial to become analytical methods for understanding driver
behavior.

1) Development of a convolutional neural network (CNN)
model with human physical characteristics

2) Analysis of driver behavior obtained in the simulator
study using the proposed model

3) Assessing the validity of results as cognitive behavior
using driver models

The contributions of this study are as follows:

o« We propose a machine learning method including
human physical characteristics to analyze the region of
the visual field where drivers use for their steering opera-
tion. This method does not require any special simulator
environment such as intentionally hiding certain areas,
which has been conducted in previous studies [8], [19],
[20], [22].

« We verify that the proposed model can reproduce driving
behavior and have the same results in previous stud-
ies. In addition, we show that the results generated by
our proposed model can reflect the driving behavior
of the measured participants, with an analysis using
the driver model. These analyses imply that machine
learning methods have the potential to become analytical
methods for understanding driver behavior.

In this paper, in Section II, the development of the pro-
posed CNN with human physical characteristics is described.
Section III provides an overview of the dataset generated by
the simulator experiments. Section IV describes the analy-
sis results of the proposed model. In Section V, we vali-
date the results obtained from machine learning techniques,
which can be interpreted as the cognitive behavior of the
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driver. Section VI and VII provide the limitations and con-
clusions of this study, respectively.

The preliminary research for this study was presented at a
conference and published in its proceedings [29]. We reported
the comparison of the fundamental theoretical frameworks
suitable for analyzing driver data of only one participant in
this preliminary study. The current paper has been refined
accordingly, and provides a detailed analysis in Section IV
and describes validation results in Section V.

Il. PROPOSED ANALYSIS MODEL

In this study, we use PilotNet as the machine learning method
for analyzing the driver’s cognitive behavior [24], [25]. Pilot-
Net is one of the CNN models, and a model that calculates the
steering output from the image input in front of the vehicle.
We consider PilotNet to be suitable for this study because
it works very well as an automated driving controller that
imitates driver operations, and has a structure to visualize
feature maps that influence the operations. However, there are
several inadequacies in using PilotNet as an analysis method
for human cognitive behavior. For instance, humans have
various structural delays from perception to the operation
process. As PilotNet was developed for automatic driving,
there is no human-like structural delay in the computation
of inputs and outputs. This structure is significantly different
from the physical characteristics of humans, and is, therefore,
insufficient to analyze a driver’s cognitive behavior. Hence,
in this study, we propose a CNN model for human analysis
that considers the physical characteristics of humans.

As explained in the introduction, various driver models
have been proposed to analyze the characteristics of drivers
(e.g., [30]). The driver model considers human physical char-
acteristics such as time delay and feedback systems. There-
fore, in this study, we propose a CNN-based driver model
(FB-Delay-PilotNet) that introduces these time delays and
feedback system to PilotNet to represent the cognitive process
of the driver (Fig. 1). The proposed model includes two
types of human-like time delays: the processing time delay,
in which sensory information is transmitted to the human
brain; and the neuromuscular dynamics, when the brain out-
put uses nerves to move muscles. Accordingly, we imple-
ment the dead time system as a processing time delay and a
first-order control system simulating neuromuscular dynam-
ics into FB-Delay-PilotNet. The coefficients T and t in the
dead time and first-order control systems are 40 ms and
100 ms [30], respectively. For the feedback system, the steer-
ing angle, one step before the current state, is added to the
output layers. Such a feedback system can be interpreted
as the process of calculating the adjustment output for the
current steering angle state.

FB-Delay-PilotNet is composed of 11 layers, as shown
in Fig. 1: a normalization layer of the input image, five
convolutional layers, a dropout layer, three fully connected
layers, and an output layer. The size of the input image is set
to 295 x 800 pixels, depending on the dataset. The difference
between the original PilotNet and our proposed model, except
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TABLE 1. Details of layers in FB-Delay-PilotNet.

Layers Output Size  (Channel, Kernel, Stride)  Activation Function
Convolution 1 (146, 398) (24,5,2) ELU
Convolution 2 (71, 197) (36,5,2) ELU
Convolution 3 (34,97 (48,5,2) ELU
Convolution 4 (16, 48) (64,5,2) ELU
Convolution 5 (7,23) (64,5,2) -

Layers (Input Size, Output Size) Activation Function

Fully Connected 1 (103040, 1000) ELU
Fully Connected 2 (1000, 250) ELU
Fully Connected 3 (250, 50) -

Output (51, 1)

for the structure representing the human physical character-
istics, is the size of each layer associated with differences
in the size of the input images. The details of the layers in
FB-Delay-PilotNet are shown in Table 1. The loss function
L(x) (MSE: mean square error) to simulate driver steering
behavior is represented by (1):

M

L(x) = ]\il > (re — 80w

m=1

2

ey

where x represents the input image, 8.(x) denotes the
value inverted from the observed steering angle through the
first-order control system, and Sc(x) indicates the estimated
value calculated from FB-Delay-PilotNet. M is the batch size
(128), and m means the element of each value included in
the mini-batch. The optimized algorithm was set to Adam
(learning rate: 0.0001).

To improve the interpretability of PilotNet after training
the dataset, VisualBackProp (VBP) has been proposed in
a previous study [25]. The VBP can visualize the regions
in the input image that have a large effect on the output
using weights in the convolutional layers. The overview of
the VBP algorithm is that the average and deconvolutional
feature maps in each convolutional layer are multiplied until
the result becomes the same size as the input image, as shown
in Fig. 1. In this study, we also apply the VBP algorithm
to the proposed FB-Delay-PilotNet. Then, we can analyze
the specific regions in the input that are associated with the
steering performance of the human driver.

The FB-Delay-PilotNet proposed in this study has been
compared to the original PilotNet in our preliminary
study [29]. The result shows that the proposed model can sim-
ulate the driver’s steering behavior with higher accuracy than
baseline PilotNet. Thus, we apply the FB-Delay-PilotNet for
a human cognitive analysis in this study.

Ill. DATASETS OF HUMAN DRIVER

In this section, we analyze the cognitive behavior responsible
for the driver’s steering operation, using the proposed model.
This study aims to establish an analysis method for cognitive
behavior using machine learning techniques. Thus, in the
first step, we conducted a simulator experiment, to ensure
easy control of the environment, and collected data. Then,
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FIGURE 1. Structure of proposed FB-Delay-PilotNet and visualization method.

we show that the results obtained from our proposed method,
trained by collected data, can reproduce the same results as
previous findings, which imply that the machine learning
method could be an analysis method for driving behavior.

A. ETHICS

This study was approved by the Research Ethics Com-
mittee of Ritsumeikan University (Reference number:
BKC-JinI-2019-021). It complied with all the guidelines in
the Declaration of Helsinki.

B. PARTICIPANT

The sample consisted of three University students (3 males,
20,22, and 21 yrs) who took part in this study. All participants
had normal vision and had held a driving license for one year.
The participants signed informed consents, which allowed
for the use of the collected data for scientific purposes and
publication. The participants received 1,000 JPY per hour for
their participation.

C. APPARATUS

The driving simulator used in our experiment is shown
in Fig. 2. The virtual environments were generated using
the Vizard 5.0 (WorldViz) software on a PC (Intel Core i7-
8700 CPU), and projected (BenQ TH671ST). The projection
size was 2.435 m x 1.36 m; the participant sat 1.6 m from the
screen; and their eye height was 1.5 m; thus, the field of view
was 74.5 x 46.1 deg. The steering wheel was controlled using
a Logitech G29 wheel (Logitech). The simulation was run at
40 Hz. To collect the gaze data, the participant wore Tobii Pro
Glasses 2 (Tobii Technology K. K.) sampled at 50 Hz.

D. EXPERIMENTAL DESIGN

Real-world driving lanes inherently have various straight and
curved sections that induce natural driving. In this study,
32 road shapes were used; these were extracted from a
real-world map and depicted as 3 m wide in the driving
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o Steering Wheel G29

FIGURE 2. Driving simulator. Eight augmented reality (AR) markers were
set on the screen to calculate the driver's gaze.

simulator (e.g., Fig. 3). These 32 courses were duplicated
and inverted (a total of 64 running courses) to balance the
number of left and right curves. The velocity of the vehicle
was constant (45 or 90 km/h); thus, only the steering could
be manipulated by the participant in this study. Within the
course, 34 lanes had large curvatures and were used for the
45 km/h condition, and the remaining 30 had small curvatures
and were used for the 90 km/h condition. The average running
times for the 45 and 90 km/h conditions were approximately
215 and 150 s, respectively. As the seat position influences
driving behavior [3], [32], [33], the simulated seat position
was set at the center of the vehicle. The participant was
instructed to drive on the center of the road with smooth
and accurate steering. Before the experiment, the participants
practiced for approximately 7 minutes on the training course
to get used to the driving simulator environment. The experi-
ment was conducted in two sessions over two days to reduce
the participants’ fatigue.

E. GENERATE DATASET
The vehicle information (position, orientation, velocity, and
angular velocity), input steering angle, and gaze points on the

VOLUME 9, 2021



Y. Okafuji et al.: Machine Learning-Based Approach

IEEE Access

o 2000 4000 6000 8000 10000

J 7 X [m]

ﬂ_/HuLh o [Map data © 2020 Google

FIGURE 3. Example of a driving course. The left figure shows a map
retrieved from Google Maps, and the right figure is a road simulating the
real-world maps.
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FIGURE 4. Average value of the loss function in training/validation data
for Participant 1’s dataset.

screen were obtained in the experiment. To calculate the gaze
points on the screen, we used Tobii Pro Glasses 2 and AR
markers on the screen (Fig. 2). The calibration method and
precision of Tobii Pro Glasses 2 are described in the official
document [34]. All measurement data were resampled to
60 Hz, and the measurement time was synchronized. The
simulation screen images that excluded information unre-
lated to steering behavior (AR markers and sky information)
were captured and used for training the proposed FB-Delay-
PilotNet. The size of the training image was 295 x 800 pixels.
The FB-Delay-PilotNet was trained by using a combination
of the input screen images and steering angles as outputs.

IV. EXPERIMENTS AND RESULTS
A. ACCURACY OF LEARNING MODELS
In this study, the proposed FB-delay PilotNet is performed
for training and validation using data from 58 out of 64 trials
conducted in the experiment. The remaining six trials, with
medium- and high-speed conditions, are used as test data.
Additionally, when training the proposed model, 90% of
the 58 trials of training data are used for training, and the
remaining 10% are used for validation.

Fig. 4 shows the average values of training and validation
losses through 30 epochs for Participant 1’s dataset. More-
over, to show the accuracy to represent steering performance

VOLUME 9, 2021

45km/h (MSE: 9.28 deg?)

—-—- FB-Delay-PilotNet
100 l —-—- Observed Value
7 o
S so0f " i b
2 1 L)
: AR Y L)
] [ 1 H
g OA'HJ\J!.E:': ﬁtr’ [’ !’\j'\;f”
g o Ek |i
2 I
& 50 Al ill‘ ! i
1: | ' |
|
—=100 1
6 2‘5 5‘0 7‘5 160 1é5 1%0 1%5
Time [s]
90 km/h (MSE: 0.80 deg?)
—-—- FB-Delay-PilotNet []
301 —-- Observed Value i
[
Fol At
r i J V)
2 10 { |
< t | i § i
3 i |-
z o | 5 i | il
R howto
& -101 u i ,,l"d ".,'Mu' !
g H
—20 4 I ‘

T T T T
0 20 40 60 80 100 120 140
Time [s]

FIGURE 5. The results of the observed steering angle (red line) and
steering angle produced by the FB-Delay-PilotNet (blue line) in test data
of Participant 1.

TABLE 2. MSE results for all participants.

Participants | MSE deg? in 45km/h  MSE deg? in 90km/h

1 9.28 0.80
2 7.60 1.35
3 14.61 0.33

in detail, Fig. 5 indicates the plots of the steering angle for one
course in each velocity within the test data of Participant 1.
Table 2 shows the MSE results for all participants at different
velocities. From these results, it can be confirmed that after
training, the FB-Delay-PilotNet accurately represented the
driver’s steering performance.

B. VISUALIZING IMPORTANCE BY VISUALBACKPROP
After training the FB-Delay-PilotNet, we visualize an impor-
tant area in the input images, which influences the steering
performance, using the VBP algorithm. Fig. 6 shows an
example of the result of the feature map using the VBP in
test data of Participant 1. Regions with higher weights, which
are associated with steering behavior, are shown on the road
edges and the textures in the area close to the vehicle.

94243



IEEE Access

Y. Okafuji et al.: Machine Learning-Based Approach

Left Curve

Right Curve

Input
Image

FB-Delay-
PilotNet

.

FIGURE 6. Examples of feature map by VisualBackProp (VBP) in test data of Participant 1. Pixels with
higher values in the image have a strong influence on the steering performance.
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FIGURE 7. Example of a histogram of weight in the feature map for one
frame in 45 km/h.

In the VBP analysis, the distribution of weights in the fea-
ture maps among all frames differs according to the road and
vehicle state. Accordingly, to evaluate the weight importance
through all driving data with the same criteria, we first depict
the properties of the frequency of occurrence of weights
in each frame. Fig. 7 shows an example of a histogram of
weight in the feature map for one frame in the medium-speed
condition. This histogram has a shape similar to the Gaussian
distribution. Therefore, the threshold processing represented
in (2) is performed to equalize the pixels with important
weights between all the frames.

W(h, w)
0, (W(h,x) < u+ no)

= : (2)
W(h,x) — (u+no), (otherwise),

where the average of the weights obtained in each frame is u,
the standard deviation of the weights denote o, the weight of
(h, w) pixels in the feature maps by the VBP is represented as
W (h, w), and n indicates a threshold parameter.

Fig. 8 shows an example of the feature map with threshold
process when n = 0, 1, 2, 3 in (2). Areas in the image except
for with weight O strongly influence the steering performance.
If we assume the weight histogram shown in Fig. 7 as a
Gaussian distribution, n = 0, 1, 2, 3 means extracting the top
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50.0 %, 15.9 %, 2.3 %, 0.1 % of important information in the
input image, respectively. From the results in Fig. 8, when n
increases, only the importance of information regarding the
road edges are included in the feature maps.

C. GAZE DISTRIBUTION

Fig. 9 shows the distribution of gaze points of Participant 1 on
the screen in both speed conditions, which is the same image
size as the feature maps. This result shows that the distribution
of gaze points in the medium-speed condition is wider in
the horizontal direction than that in the high-speed condition.
Meanwhile, in the high-speed condition, the gaze points are
concentrated towards more distant areas. Comparing with
Fig. 6, it can be confirmed that the gaze points are distributed
near the center of the road, and the only difference between
the speed conditions is in the gaze distance.

In our previous study [35], we show a detailed analysis of
the driver’s gaze behavior using the driving data measured
in this experiment. The results show that drivers’ gaze was
influenced by the vehicle’s state. When their vehicle tracking
control was stable, drivers tended to fixate towards the center
of the road at farther areas. Whereas, when lane-keeping
control was strongly required, drivers tended to fixate at
points closer to the road edges at nearer areas.

D. RELATIONSHIP BETWEEN FIXATION AND FEATURE
MAPS
This study aims to investigate drivers’ cognitive behavior.
This purpose can be verified by comparing the feature maps
shown in Fig. 8, which indicates which areas of the input
image are important for steering performance, and where the
participant gazes at the feature maps. First, instead of (2),
we recalculate the important areas in the original feature maps
that affect the steering performance as follows:
W(h, w) = 0, (W(h, x). < U+ no) 3)
1, (otherwise).

Second, we superimpose the gaze point on the recalculated

feature maps, and calculated the visual angle between the
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FIGURE 8. Example of feature maps by the VBP with threshold process in 45 km/h.
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FIGURE 9. Gaze distribution of Participant 1.

Screen

FIGURE 10. The method to calculate the visual angle between the gaze
point and each important pixel on the screen. The figure to the right
shows the ratio of important pixels (green) to the area (light blue).

gaze point and all pixels with high importance (left fig-
ure in Fig. 10). Additionally, when the visual angles for all
important pixels are divided by every two degrees, we cal-
culate the weight ratio, which is the number of important
pixels (green pixels in Fig. 10) to the area of the divided
regions (light blue area in Fig. 10). Finally, the weight
ratio in each divided region is calculated through all frames
in one test course, and the average and standard devia-
tion of the weight ratio for each visual angle is calculated
accordingly.
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Fig. 11 shows the results of the weight rate for all partici-
pants for each test course in both 45 and 90 km/h. The results
except 90km/h for Participant 2 show that the important
weights of the feature map exist around 0-20 degrees from the
gaze point, regardless of the difference in speed. Moreover,
the weight ratio decreases from more than 20 degrees of the
visual angle. Furthermore, as the threshold of n increases,
the overall ratio decreases, especially at the visual angle of
about 10-20 degrees. In the 90 km/h results for Participant 2,
the weight rates below 10 degrees are reduced forn = 1 and 2.
However, for n = 3, we can see that the weight rates above
10 degrees are especially reduced. In other words, the trend
with increasing n is the same as the other results.

The results can be discussed in relation to the characteris-
tics of human vision. Human vision can be broadly divided
into the fovea, central vision, and peripheral vision [31].
The range of the fovea is often determined to be within two
degrees from the gaze point, while the range of central and
peripheral vision varies depending on the task. For exam-
ple, in low-dimensional tasks such as measuring reaction
time, the central vision is often considered to be within
20-30 degrees from the gaze point [31]. Therefore, the def-
inition of the central vision in this study is also considered
20-30 degrees. Fig. 11 shows that for n = 1, the important
information is concentrated in the region of the central visual
field, and for n = 3, the information close to the fovea region
becomes more important. Therefore, the proposed model can
be considered to show the performance of eliciting charac-
teristics close to human vision. Thus, this result implies that
the machine learning method could be an analysis method for
driving behavior.

Meanwhile, the results of this study do not show any
difference between speed conditions. This can be attributed
to the simple simulator environment. In this study, the sim-
ulator environment had only the road edges and texture to
generate optical flow. In contrast, in a typical driving envi-
ronment, where there are many cars and pedestrians, more
speed-dependent driving behavior is induced [38]. Therefore,
the cognitive behavior of the driver depending on speed is not
observed in this study.
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V. VALIDATE VISUALIZATION PERFORMANCE BY
DRIVER MODEL

In the previous section, an analysis method of the driver’s
cognitive behavior is proposed by comparing the driver’s
gaze point and the feature maps generated by the trained
FB-PilotNet. This analysis method assumes that the results
of the feature map are influenced by the driver’s gaze point.
However, we cannot guarantee that the feature maps are
dependent on driving behaviors, such as the gaze point and
driving style. Regardless of the driving behavior, the feature
maps may always show the same result. Hence, it could
be an incorrect method of analysis of the driver’s cognitive
behavior.

Therefore, in order to validate whether our proposed model
could reflect the driving behavior of the measured partici-
pants, we generate a new dataset using a mathematical model
called the driver model. The FB-Delay-PilotNet is retrained
to compare the new results and the results described in the
previous section. The driver model refers to a point different
from the participants’ gaze point and performs a different
control style depending on the reference point. Then, the
FB-Delay-PilotNet trained by the new dataset outputs the
new results of the feature maps. If the results of the feature
maps between the driver model and the participants are the
same, it means that the results presented in the previous
section coincidentally correspond to human characteristics.
Whereas, if the results between the driver model and the par-
ticipants are different, the results of the FB-Delay-PilotNet
can be considered to reflect the participants’ driving behavior.
In other words, the results of the previous section can be
interpreted as one of the results of human cognitive behavior.
Thus, we can validate that the machine learning method could
indeed be a method of analysis for understanding driving
behavior.

A. DRIVER MODEL

The two-point visual control model [8] is a famous driver
model that can reproduce human-like steering behavior. This
model refers to the far and near regions and uses visual angles
between the vehicle direction and the reference points in
the far and near regions for steering control. In this study,
we use a simplified control method of the two-point model
with only one reference point for dataset generation, as shown
in Fig. 12. A point on the center of the road, at a constant
distance of 8.3 m from the vehicle, was used as the reference
point. The steering controller is represented as

$ =Ky + Ki 9. )

where § represents the steering angle, ¢ denotes the visual
angle between the vehicle direction and the reference point,
and K, K; are the control gains.

We use this model to generate a new dataset by
running the vehicle automatically in the same simula-
tor environment (course and velocity) as described in
Section III.
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FIGURE 12. Control method referring to only one point. A point on the
center of the road, 8.3 m away from the vehicle, was used as the
reference point.

0 1

FIGURE 13. Example of feature maps with a threshold process generated
by driver model. Yellow points depict the position of the reference point.

B. VISUALIZING IMPORTANCE

We retrain the FB-Delay-PilotNet on the new dataset and
output the feature maps of the input image by the VBP
algorithm on the test course. Fig. 13 shows an example of
the feature maps with n = 0,1 in (2) in medium-speed
condition. Comparing Fig. 13 with Fig. 8 generated by the
driver data, we confirm that the trends of the feature maps
are different. In Fig. 8, the important weights are clustered on
the road edges, especially in the regions far from the vehicle.
However, in Fig. 13, the important weights are clustered on
the texture in the region close to the vehicle. The reason why
the important weights are dispersed from the reference point
is that a point on the invisible center of the road was set as the
reference point of the control model. Therefore, a clear ref-
erence point cannot be estimated. From these results, we can
confirm that the important weights are clustered in the region
around the reference point in Fig. 13, as well as, and that the
important weights are also clustered around the gaze point
in Fig. 8.

C. RELATIONSHIP BETWEEN REFERENCE POINT AND
FEATURE MAPS

Finally, by superimposing the results of the reference points
and the feature maps, as in Section IV-D, the results of the
weight ratio of important weights based on the reference
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FIGURE 14. Important weight ratio based on the reference point according to the threshold value.

points in the medium-speed condition are shown in Fig. 14.
Comparing Fig. 14 with Fig. 11 generated by the driver data
reveals that the trends of the weight ratio are also different
because the visualization performance is different. In partic-
ular, as the threshold n increases, the difference increases.
In the driver data, as the threshold value increases, the impor-
tant weight is concentrated in the region close to the gaze
point. However, in the driver model data, the ratio of impor-
tant weights decreases in the regions closer to the reference
point. Thus, these results show a difference between human
and driver model data.

When the proposed method is trained on a dataset gener-
ated using a driver model, the results are completely different
from those shown in Section IV. This is because we use a
driver model that is different from the driver’s gaze point
and steering behavior. This means that the results obtained
from the FB-Delay-PilotNet are influenced by driving behav-
iors, such as gaze point and steering controller. Therefore,
the results described in Section IV are not uniquely obtained
depending on the proposed model or environment but are
influenced by the characteristics of the participants. This
implies that the machine learning method could be a method
of analysis for understanding driving behavior.

VI. LIMITATION
We consider that this study has several limitations.

o First, we do not confirm whether similar results can be
obtained in more complex environments. In this study,
the dataset is generated in a simulator environment with
only road edges and texture. In Section IV, we explain
that there is no difference in speed conditions because
the environment is too simple. Human driving behavior
is dependent on the surrounding environment [38], this
study did not reproduce those driving characteristics in
this regard. Thus, we need to examine whether the pro-
posed method can be used as a general-purpose analysis
method by validating it in a more complex environment.

« Second, in Section IV, the proposed model is trained
by only three participants; and a large difference in the
results could be observed between participants. There-
fore, the driver model is used to verify whether differ-
ences in driving behavior would cause differences in the
results of the model as cognitive behavior. In future stud-
ies, as individual driving behavior differs greatly in com-
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plex environments, individual differences in cognitive
behavior need to be verified in complex environments.

o Third, the proposed model does not completely
reflect human physical characteristics. For instance,
the FB-Delay-PilotNet proposed in this study used only
RGB images as input information. However, humans
use input information such as optical flow for steering
control [19], [36], [37]. Moreover, some studies consider
the feedback torque from the steering wheel to accu-
rately introduce the physical structure of the driver [30].
In the future, it will be necessary to consider the extent
to which these human characteristics need to be taken
into account in the analysis model.

« Finally, it is necessary to evaluate to the extent to which
the results of this study reflect human cognitive behav-
ior. In Section V, we verify that the obtained results
are not uniquely obtained depending on the proposed
model and environment but are influenced by the driving
behavior. In Section IV, we also interpret the results by
comparing them with the knowledge about the visual
angle obtained from a previous study [31]. However,
to verify the validity of the results regarding the cogni-
tive behavior of individual drivers, we consider it neces-
sary to conduct psychological experiments. For exam-
ple, in the simulator experiment, we need to confirm
that the steering behavior changed when the information
in the region with important weights obtained from this
study was hidden, or whether the steering behavior did
not change when the information in the region with
unimportant weights was hidden. Thus, it is necessary
to verify in detail the extent to which the machine
learning-based approach for driver analysis can be used
generally.

VIl. CONCLUSION

This study aims to develop a machine learning approach to
analyze a driver’s cognitive behavior for steering control and
to validate that machine learning methods can be an analytical
method for understanding driver behavior. We propose a
CNN with human physical characteristics and analyze the
driving data generated in the simulator study. The results
show that the feature maps that are strongly associated with
the steering performance are concentrated around the gaze
point. The results suggest that drivers perform the steering
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action using the information within approximately 20 degrees
from the gaze point. In particular, the area that more strongly
affected the steering is within 10 degrees. This shows that
the results obtained from our proposed method can repro-
duce the same results as previous findings. Next, we confirm
that these results are dependent not only on the proposed
method and environment, but also on the characteristics of the
participants. We analyze the dataset generated by the driver
model, which is based on the different driving behaviors of
the driver. In the section where we validate this, the results
generated by the driver model show a different trend from
the results of the human data. Therefore, this validation result
shows that the results obtained from the proposed model can
indeed reflect the characteristics of drivers. Consequently,
these results imply that machine learning methods have the
potential to become analytical methods for understanding
driver behavior.

The results of this study show the possibility that machine
learning methods can be used as a new approach to ana-
lyze human cognitive behavior. In previous studies, cognitive
behaviors for operations are analyzed by intentionally hiding
information in a simulator environment [8], [19], [20], [22].
However, these methods have various limitations, such as the
inability to use similar experimental methods in real environ-
ments. Whereas, the present approach does not require such
a special environment. Additionally, the present study shows
the results reflecting cognitive behavior that depends on the
driving behavior. Therefore, this study shows the possibility
of a new analytical approach to psychological experiments,
and is expected to overcome the limitations of conventional
psychological experiments. Moreover, although this study
focused on the analysis of cognitive behavior of drivers,
the machine learning-based method of analysis can be applied
to the analysis of not only driving behavior as a whole, but
also to the analysis of general-purpose human characteristics
that are not confined to driving characteristics.
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