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ABSTRACT Translatorship attribution deals with accurately attributing a translation to its translator. The
task is challenging because several factors can confound the attribution such as the original author’s style,
genre, and topic of the text. The attribution and the identification of the translator’s style could contribute to
fields including translation studies and forensic linguistics. In this paper, we pose translatorship attribution
as a multiclass classification problem and employ machine learning algorithms. To address the problem of
confounding, we use corpora of English translations of the same source material (parallel corpora) to identify
the translators’ personal style.We propose two novel feature sets in this task: i) a list of cohesive markers with
and without their surrounding punctuation and ii) syntactic n-grams to capture real syntactic information.
We employ χ2 feature selection and, using 10-fold cross-validation, assess the accuracy of several classifiers
trained with our proposed features and with word, punctuation, POS, and POS-punctuation n-grams. The
results show that the proposed features yield comparable and even higher accuracy results than the reported
in the literature on the same corpora and prove that POS-punctuation n-grams are an effective feature set for
this task. We also recover the most distinctive features and provide examples of stylistic interpretations of
them for each translator. Finally, using insights from causal inference, where confounding is well-defined
and studied, we provide a novel explanation for the accepted need of using parallel and contemporaneous
corpora on this task and for the different results among types of features.

INDEX TERMS Computational linguistics, translator style, stylometry, machine learning, causal inference.

I. INTRODUCTION
Attributing a piece of text to a certain author (i.e., author-
ship attribution) is a well-established task in computational
linguistics (for example, see [1]–[4]). However, attributing
a translated document to its translator (we might call it
translatorship attribution) is a task studied and reported only
in a few papers and with only a subset of them reporting
positive results.

Results for this problem can contribute to, for exam-
ple, the fields of translation studies, education, intellectual
property, and forensic linguistics. In these fields, it might
be important to solve controversies regarding the original
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translatorship of a given text or to determine if a translation
was plagiarized.

Translatorship attribution can be traced back to the seminal
paper of Baker [5]. In it, she proposed an outline of a frame-
work to study the style of a translator or a group of translators.
‘‘Style’’, as she referred to it, ‘‘is a matter of patterning: it
involves describing preferred or recurring patterns of linguis-
tic behavior, rather than individual or one-off instances of
intervention’’ [5, p. 245].

This definition of style would include both conscious and
unconscious choices made by the writer and, as in the cur-
rent case, the translator. Thus, the style of a translator has
more ‘‘room’’ to emerge when there are different options to
choose from. Some of the unconscious elements of transla-
torial style are, for example, the influence of the target and
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source languages, the education and idiolect of the translator,
and the use of high-frequency function words as outlined
in [6, p. 180].

We can see the task as twofold: on the one hand, accurately
perform the attribution, and, on the other hand, recover the
unconscious features (i.e., the style) useful for the correct
attribution. Baker [5] suggested exploring whether the trans-
lator’s style might be manifested in the preferences of using
‘‘specific lexical items, syntactic patterns, cohesive devices,
or even style of punctuation’’ [5, p. 248]. Despite this sug-
gestion, up to this day the published research addressing
the problem has used features typically used in automatic
authorship attributionwithmixed results and none has studied
the influence of different kinds of features on the attribution.

In this paper, we see the translatorship attribution task as a
multiclass classification problem. Following Baker’s sugges-
tions, we propose to use cohesive markers and punctuation
as well as syntactic information as features to be used along
with machine learning techniques.

Cohesive markers work at the linguistic level of discourse.
Discourse is the ‘‘study of units of language and language
use consisting of more than a single sentence, but connected
by some system of related topics’’ [7, p. 388]. In general,
discourse markers relate to textual cohesion, working as tex-
tual linking devices [8, p. 17]. Cohesion and coherence are
two often confused and closely related discourse phenomena.
Cohesion is a property of text, whereas coherence pertains to
discourse and is derived within the process of instantiation of
the interpretation potential of a text. In other words, cohesion
fosters coherence by means of cohesive devices that guide the
reader in the processing of text [9, p. 11].

Cohesive markers satisfy functions within the text such as
elaboration, contrasting, and summarization. Since different
natural languages have a different set of cohesive markers,
they are a good place for the free choice of the translator
to emerge. We gathered a list of English cohesive markers
and used a bag-of-items model of them to represent each
document in a vector spacemodel. In other words, we counted
the number of occurrences of each cohesive marker in each
document to model the document as a vector. We repeated
this procedure with the same list of cohesive markers but this
time including the surrounding punctuation marks to have
a representation that uses these discourse markers plus the
punctuation the translator chose to introduce them in the
text.

In order to consider actual syntactic information, we used
syntactic n-grams (as described in [10]) to represent the
documents using a bag-of-items model. Syntactic n-grams
are n adjacent elements within a sentence traversing the
dependency tree. Thus, the documents must be parsed first.
Parsing tends to be computation-intensive. However, modern
tools allow performing this analysis in a personal computer
with no special hardware requirements very fast. To provide
an example, the parsing of our over onemillionwords corpora
(see Subsection III-A) took less than 15 minutes in a modern
laptop.

We also represented the documents with word, POS,
POS-punctuation, and only punctuation n-grams so we could
compare the performance of our proposed features. We car-
ried out classification experiments for each kind of feature set
using four ‘‘classic’’ machine learning algorithms and used
accuracy as a metric (since the corpora are balanced among
classes) to assess the performance of each feature set and
each classification algorithm combination. The election on
the classifiers as well as of the corpora used was based on
the state of the art to ease comparison (see Subsection II-B).
The goal was to assess whether our proposed features could
compare with the ones used in the literature and not so much
on beating the performance accuracy, which is already high
on the state of the art for the corpora we used.

Additionally, as we had already mentioned, we see transla-
torship attribution as twofold: attribution and personal trans-
lator’s style. Therefore, the use of classic machine learning
classifiers (such as Logistic Regression) allows us to recover
the features that proved most distinctive for each translator.
We provide a stylistic interpretation of these features (see
Section V). Therefore we excluded the use of more modern
machine learning techniques (such as Deep Learning) and the
use of feature extraction techniques (such as Principal Com-
ponent Analysis) that lose the human-interpretable quality of
the features [11, Ch. 9].

Given the nature of the task, many variables can bias the
results. For this reason, it has been suggested to use parallel
and contemporaneous corpora (see [5], [6], [12]) to disentan-
gle the translator’s style from these other confounding vari-
ables such as the original author’s influence, source and target
languages, textual genre, topic, and period of the translation.

Causal inference provides a formal and graphical frame-
work for studying confounding (see [13, Ch. 7]). Using
insights from causal inference, we propose a causal diagram
for explaining the apparent need of using parallel and contem-
poraneous corpora in translatorship attribution and provide a
justification for using some features even when the corpus is
not parallel or contemporaneous.

Summarizing, in this paper we propose a novel set of fea-
tures to use in the understudied task of translatorship attribu-
tion: cohesive markers along with punctuation. Additionally,
we use syntactic n-grams (as proposed in [10]) as features in
order to capture syntactic information to perform the trans-
lator attribution for the first time in this task. Furthermore,
we recover the most relevant features for the attribution and
provide a stylistic interpretation for different sets of features.
Lastly, we propose a causal explanation for the difference in
performance for different kinds of features and the nature
of the corpus recommended for the task (i.e., parallel and
contemporaneous).

The rest of the paper is structured as follows: in Section II,
we review related research in translator stylometry; in
Section III, we describe the corpora used to carry out our
experiments, the preprocessing, processing, and classifica-
tion steps as well as the methodology followed to recover the
most distinctive features for each translator—their stylistic
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‘‘fingerprints’’; in Section IV, we present the results of our
experiments and compare them with the results in the state of
the art, which used the same corpora; in Section V, we discuss
the results for each corpus and present a causal explanation
for using parallel and contemporaneous corpora in this task
as well as the differences in performance we found for some
features; lastly, in Section VI, we give our conclusions and
plans for future work.

II. RELATED WORK
In this section, we will first describe earlier research done
on translated text, followed by the most recent works on
translator stylometry on which we based our research.

A. PREVIOUS WORK ON TRANSLATED TEXTS
As we mentioned in Section I, Baker [5] drew attention to the
problem of going after an individual translator’s style. It is
worth mentioning that, as part of her research, she and her
team built a corpus containing around ten million words of
English text translated from several source languages, called
the Translational English Corpus (TEC).1 From this corpus,
she extracted English translations of two translators for her
paper: six texts (one from Portuguese and the remaining five
from Spanish) of one translator and three texts from Arabic
of the second translator.

With those texts, she compared the variation in type/token
ratio (using a moving average of 1000 words), average sen-
tence length, and reporting structures (realizations of the
reporting verb say) finding differences between the trans-
lators and consistencies across their individual production.
Later, she proceeded to give plausible explanations for the dif-
ferences and concluded hinting possible directions to develop
further the methodology for such a study in order to try to
fix or control for more variables by ‘‘comparing different
translations of the same source text into the same target
language, by different translators, thus keeping the variables
of author and source language constant’’ [5].

Other work around the same time as Baker’s paper posed
the question of whether translators have ‘‘stylistic finger-
prints’’ [14]. In this regard, results were not conclusive since
the translations were more similar to the original works than
among different translations by the same translator.

More recently, other works dealt with translated texts
(see [15]–[18]) finding that the translators leave behind traces
on the texts. In particular, [18] provided an explanation
for the discrepancies found in earlier work trying to find
the translator’s style. Lee [18] proposed that the structural
distance of the pair of working languages influences the
room the translator has to showcase their creativity and
tested his hypothesis using English translations of French and
Korean novels.

Lastly, Covington et al. [19] analyzed several biblical pas-
sages translated into present-day English using as features
mean sentence length, vocabulary diversity (as the moving

1https://genealogiesofknowledge.net/translational-english-corpus-tec/

average of type/token ratio), and idea density (number of
propositions divided by the number of words) in order to
perform a clustering analysis. Their results show that the
translations cluster by the intention of the translation (e.g.,
preserve wording of King James Version, smooth reading,
and elegant literary style). These clusters mirror the literary
history of the translations and show another application of
stylometric analysis of translations.

B. STATE OF THE ART ON TRANSLATOR STYLOMETRY
The two most recent works, which are also closer to what we
attempt here, are [20] and [21]. The authors of both papers
use the methodology suggested by Baker [5] of using parallel
corpora—same source text translated by different people into
the same target language. Also, both teams employ machine
learning algorithms and deviate from the use of most frequent
words and/or Burrows’ Delta and its modifications such as
Eder’s Delta [22] as their primary approach as it had been
prevalent in the works discussed above in Subsection II-A.

Lynch and Vogel [20] decided to use two corpora. The
first one comprises seven works by Norwegian playwright
Henrik Ibsen translated into English by two translators. One
play, Ghosts, was translated by both translators, and the
researchers used it as a parallel corpus in their first exper-
iment, which consisted in training several Support Vector
Machine (SVM) classifiers with the ten most distinctive
words, ten most distinctive word bigrams, and ten most dis-
tinctive Part-of-Speech (POS) bigrams. The most distinctive
features of each type were obtained using the χ2 statistic.
Later they tested this method on the remaining six plays
(a nonparallel corpus) and lastly they trained other machine
learning classifiers (Naïve Bayes, Decision Tree, and Logistic
Regression) using 18 document level features such as aver-
age sentence length, type/token ratio, average word length,
among others.

The second corpus is composed of ten works from Russian
writer Anton Chekhov translated into English by two female
translators. Out of the ten, six were translated by both. They
repeated their methodology on this corpus. By the end, they
show a clustering analysis using a modification of Burrows’
Delta [22] with the 100 most frequent words and with the ten
most distinctive words on both corpora. Only using the ten
most distinctive words they achieve a perfect clustering by
translator instead of by work, which confirms the usefulness
of said set of distinctive words in the classification task.

In the second work, El-Fiqi et al. [21] also used two
corpora: the last six (out of 30) parts of seven translations
into English from Arabic of the Quran and three translations
into English from Spanish of the two parts of the novel Don
Quixote by Miguel de Cervantes. After obtaining negative
results using the methods in [14], they use network motifs
(repeated subgraphs on the word adjacency network), which,
they argue, capture some syntactic patterns in the writing of
each translator.

This latter approach gives them a higher accuracy in
the classification task after they performed feature selection
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FIGURE 1. Workflow. In order to obtain the accuracy of each feature set, the translations were preprocessed,
processed, modeled as bag-of-words (BoW) to then perform a 10-fold cross-validation with χ2 feature selection.

by ranking. It is worth mentioning in order to contrast their
results against ours, that, as part of their data preprocessing,
they cleaned and lemmatized the text leaving only alphanu-
meric characters (thus removing punctuation). Contrasting
with [20] and even though they did use a feature selection
technique by ranking, El-Fiqi et al. [21] did not present
the network motifs most distinctive for each translator nor
provide a stylistic interpretation of their results.

III. METHODOLOGY
This section details the corpora and the steps carried out to
perform the experiments (see Fig. 1) to assess the accuracy
of the attribution as well as the procedure to recover the most
distinctive features for each translator. We used the Python
programming language2 in all the steps of the process. Addi-
tionally, we employed spaCy, a library for natural language
processing (NLP) [23]; scikit-learn, a library for machine
learning [24], and pandas, a library for data analysis and
handling [25], [26].

A. CORPORA
We experimented with one corpus from each of the twoworks
reviewed in Subsection II-B: the Ibsen corpus from [20]
and the Don Quixote corpus from [21]. We downloaded the
Ibsen plays (translations of theater plays fromNorwegian into
English) from the Project Gutenberg3 website. This corpus is
detailed in Table 1. Regarding the three translations of the

2https://www.python.org
3https://www.gutenberg.org

TABLE 1. Number of words per play in the Ibsen corpus.

TABLE 2. Number of words per chapter in the Don Quixote corpus.

two parts of Don Quixote (three translations of the famous
novel from Spanish into English), we retrieved the texts from
Professor Hussein Abbass’ website.4 This corpus is summa-
rized in Table 2 and was already segmented by chapter and
by translator.

On average, the Ibsen corpus has 130,000 words per
translator whereas the Don Quixote corpus has around
405,000 words per translator. In addition, note that in the
Ibsen corpus, only one play, Ghosts, was translated by both
translators meanwhile the other six plays were translated

4http://www.husseinabbass.net/translator.html
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three by one translator and the other three by the other.
We treated these texts as two subcorpora: one parallel (i.e.,
the play Ghosts) and one nonparallel (i.e., the remaining six
plays in Table 1).

B. PREPROCESSING
For the two corpora mentioned in detail in Section III-A,
we replaced the special characters with their plain counter-
parts (e.g., ë for e); removed numbers between brackets, used
for footnotes, and replaced all white space, including carriage
returns with only one simple white space. In particular, for the
Ibsen corpus, we removed Project Gutenberg’s front matter
and legal information and segmented the plays into 5 kB
chunks as in [20] in order to have more (albeit smaller)
samples for each play. In addition, all square brackets were
replaced with parentheses since one translator used exclu-
sively parentheses whereas the other used square brackets for
stage directions rendering the classification trivial when using
punctuation.

C. PROCESSING
With the text files already clean and segmented (per chapter
for theDonQuixote corpus and in 5 kB segments for the Ibsen
corpus), the translations were processed using the specialized
NLP Python library spaCy for tokenization, POS-tagging,
and dependency parsing. This library comes with avail-
able Convolutional Neural Network (CNN) language models
trained on different sources for POS-tagging, dependency
parsing, and named-entity recognition (NER) for a variety of
natural languages.

D. FEATURES
We used different feature sets to represent the documents in
a vector space model using a simple bag-of-items representa-
tion with raw counts for each feature in each file:
• Word n-grams for n ∈ {1, 2, 3} transforming every
character to lowercase and replacing all proper nouns
with the POS-tag ‘‘PROPN’’ to avoid the identification
of the translator by idiosyncratic choices on characters’
names

• POS n-grams for n ∈ {2, 3} ignoring punctuation marks
• Punctuation n-grams masking all words with the
character ‘‘*’’

• POS-punctuation n-grams for n ∈ {2, 3}
• Cohesive markers—mainly taken from Professor David
O’Regan’s website5—with and without the surrounding
punctuation marks

• Syntactic word n-grams for n ∈ {2, 3} using the meta-
language described in [10] and once again masking all
proper nouns with their POS-tag ‘‘PROPN’’

In Table 3, we can appreciate the intuition behind using
cohesive markers and punctuation marks (our novel pro-
posal). The differences in choices of cohesive markers and

5http://home.ku.edu.tr/~doregan/Writing/Cohesion.html
Last accessed on March 15, 2021

TABLE 3. Two translations of the same excerpt from Chapter 12 of the
first part of Don Quixote.

punctuation between two translations of the same excerpt of
Don Quixote are in boldface. The cohesive markers satisfy
a function at the discourse level, such as exemplification,
summarization, contrast, etc., and the inventory varies among
natural languages as well, giving freedom to the translator to
choose a particular marker at the discourse level and not at
the lexical one.

The bag-of-words representation for each text file along
with the corresponding label for its translator for all files in
each corpus was saved to disk to JSON files—one JSON file
per corpus and kind of features. We used these JSON files to
train the machine learning classifiers.

E. CLASSIFIERS
We chose four machine learning classifiers: Support Vector
Machine Classifier (SVC) with a linear kernel, Naïve Bayes
(NB), Decision Tree (DT), and Logistic Regression (LR).
Additionally, we employed k-fold cross-validation as a val-
idation technique to compute the accuracy of each classifier.
The choice of using these four classifiers is driven by two
criteria.

The first is that these are the algorithms used in the state
of the art (see Subsection II-B) and therefore it is easier to
assess the impact of using different feature sets if we are using
the same corpora and the same algorithms.

The second criterion is that we are particularly interested in
recovering the most distinctive features for the attribution to
each translator to provide a stylistic interpretation.We explain
below in the next subsection how we recovered the most
distinctive features for each translator.

Given these two criteria, we did not consider using more
modern machine learning techniques, such as Deep Learn-
ing or ensemble methods since they are not so easy to
interpret [27].

We used the classifiers’ default values in scikit-learn. One
default setting important tomention is the strategy for training
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the classifiers when we have a multiclass classification prob-
lem (also called multinomial [28, Ch. 8]) and a binary classi-
fier; the version of scikit-learn we used (0.21) has a one-vs-all
strategy for default in which a classifier is trained per each
class (see [29, Ch. 3] for a detailed description).

As part of the pipeline of the SVC and the LR, we standard-
ized the values of the features to have a standard deviation
of 1. We did not subtract the mean in order to not break the
sparse representation of the data, which is an efficient way
scikit-learn uses to represent sparse matrices (matrices with
many zeros) in memory.

Lastly, we need to mention that the inherent high dimen-
sionality is one drawback of using the bag-of-items repre-
sentation we mentioned in Subsection III-D. We added to
the pipeline of each model a dimensionality reduction tech-
nique to address this issue. There are several dimensionality
reduction techniques: some transform the original features
(e.g., Principal Component Analysis or Linear Discriminant
Analysis) and others keep the form of the original features,
but choose the most useful (e.g., Variance Thresholding
or χ2) [11, Ch. 9 and 10]. To fulfill the second criterion
we just mentioned above, we employed a feature selection
technique.

Feature selection is still an open research area. For
example, recent developments use bioinspired evolution-
ary processes [30], [31] for optimizing many objectives
simultaneously (e.g., minimizing the number of features
while maximizing or maintaining accuracy or information
gain). Interestingly for the present work, there is even
research done in feature selection for text mining using causal
inference [32], where the goal is to go beyond mere associ-
ation between the occurrence of a feature and a given class
or label and find ‘‘causal’’ relationships (i.e., which features
cause a document to belong to a given class).

Nevertheless, we decided to use the simple χ2 statistic as a
feature selection technique within the cross-validation. First,
because that is the technique used in [20], which facilitates
the direct comparison between their results and ours. Second,
since the motivation of this work is to assess the performance
of some feature sets in known corpora, we decided to use a
time-tested technique in text mining.

This technique computes a statistic that measures the devi-
ation of the occurrence of a feature and a label if the two were
independent. By ranking the features by this statistic, we can
select the k features most relevant for the classification. This
technique reduces the noise from using too many features
that may not contribute to the classification and reduces the
chances of overfitting the data due to the reduced dimension-
ality [33, Ch. 13]. For all of our experiments, we selected the
k = 25 best features.

F. RECOVERING THE MOST RELEVANT FEATURES
We recover the features from the learned classifiers once we
know they are accurate. SVCwith a linear kernel, NB, and LR
allow recovering the coefficients for each feature, whereas
DT allows to recover the features (Gini) importance.

The classifier is trained with all the samples after perform-
ing feature selection. What we recovered were the n features
with the largest coefficients for each class. We used n = 10
and the LR classifier. We can see the linear combination of
the features as an expression for the log-odds for each class
(i.e., the translator) for this algorithm [27, Ch. 4].

IV. EXPERIMENTS AND RESULTS
In this section, we present the results of the different exper-
iments we performed in order to assess the accuracy of the
classification.We also compare the accuracy of our classifiers
with the results presented in the literature that used the same
corpora.

As we mentioned above in Section I, the goal of the
experiments was to assess if our proposed features yield
comparable results with the features used in the state of the
art. To assess it, we performed individual experiments for
each of the feature sets described in Subsection III-D with
each of the classifiers presented in Subsection III-E in the
corpora described in Subsection III-A.
The order of the experiments is the following:

1) Subsection IV-A presents the results of the experiments
performed on the Don Quixote corpus. We contrast
them with the results in [21].

2) Then, in Subsection IV-B, we present the results for the
experiments on the Ibsen parallel corpus (i.e., the two
translations of the playGhosts) and compare them with
the results on the same corpus of [20].

3) Next, in Subsection IV-C, we show the results for the
Ibsen nonparallel corpus (i.e., the remaining six plays)
and again we compare them with the results in [20].

4) Lastly, in Subsection IV-D, we present the results of
two sets of experiments. We train on the Ibsen paral-
lel corpus and test on the nonparallel and vice versa.
Again, we compare our results with the results of the
same kind of experiments in [20].

All the experiments were performed on a personal com-
puter without any special hardware requirement. In particular,
the most computing-intensive step is the representation of the
documents using syntactic n-grams since the texts need to be
parsed beforehand. The parser used (i.e., a spaCy English
model) parses both corpora (well over one million words)
in less than 15 minutes on personal computer. The results
and the code to reproduce them are available as a GitHub
repository6 with the option of using Google Colaboratory7

to reproduce the results on the Cloud.

A. EXPERIMENTS WITH THE DON QUIXOTE CORPUS
In Table 4, we present the mean accuracy of the 10-fold
cross-validation procedure with χ2 feature selection for the
best k = 25 features for each of the feature sets dis-
cussed in Subsection III-D and for each of the four classifiers

6https://github.com/ccaballeroh/translatorship-attribution
7https://colab.research.google.com
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TABLE 4. Mean accuracy results on the Don Quixote corpus using χ2

feature selection (k = 25) and 10-fold cross-validation.

mentioned in Subsection III-E for the Don Quixote corpus.
The highest results per feature set are in boldface.

As mentioned in Subsection II-B, El-Fiqi et al. used this
corpus. For this corpus, the highest mean accuracy they
obtained is 77.14% using a Support Vector Machine (SVM)
and their proposed features of network motifs. Later, they
improved their results to 94.80% for an SVM and 95.10%
for a decision tree after performing ranking of features as
a method of feature selection. Their features, they argue,
capture syntactic information [21, p. 27] although they do not
perform a syntactic analysis.

Our method of feature selection combined with word,
punctuation, and POS-punctuation n-grams yields compara-
ble and, in some instances, higher results than theirs. Impor-
tant for this work is the result using the proposed cohesive
markers along with their surrounding punctuation, which
gives a mean accuracy of 98.13% with an LR classifier,
as well as the syntactic bigrams with a 96.04% accuracy and
syntactic trigrams with 85.94%, which capture true syntac-
tic information since a dependency tree is generated before
building the syntactic n-grams.

It is worth mentioning that the results for the punctua-
tion unigrams are misleading since our POS-tagger made
some mistakes with some archaic word forms (for example,
‘‘wing’d’’, ‘‘hath’’, and ‘‘talkest’’). However, for the rest of
the feature sets, the results hold.

B. EXPERIMENTS WITH THE PARALLEL IBSEN CORPUS
The results for the parallel Ibsen subcorpus (consisting
of the translations of Ghosts) are shown in Table 5.
In Subsection II-B, we mentioned that Lynch and Vogel [20]
proposed and used the Ibsen corpus.

Using the ten most distinctive word unigrams and word
bigrams, they reached an accuracy of 91% and 93% respec-
tively. Using the same kind of features, our results are lower
than theirs with 84% and 78% respectively. One possible
explanation for the difference between their results and ours
is that their tokenization is different. For example, for them,
‘‘I’ve’’ is one token whereas for us they are two tokens.

TABLE 5. Mean accuracy results on the Ibsen parallel corpus (i.e., Ghosts)
using χ2 feature selection (k = 25) and 10-fold cross-validation.

TABLE 6. Mean accuracy results on the Ibsen nonparallel corpus (i.e.,
remaining six plays) using χ2 feature selection (k = 25) and 10-fold
cross-validation.

They also used POS bigrams; however, they did not report
their accuracy results. Using the 18 document-level features,
they report 75% accuracy with an SVM and 77% for an LR
classifier.

In spite of our lower results with word n-grams, using
topic-independent features (as their 18 document-level fea-
ture set is) such as POS-punctuation n-grams and punctuation
trigrams yields perfect accuracy. Punctuation bigrams also
scored high with a 98% accuracy.

Unfortunately, our proposed sets of features (cohesive
markers and syntactic n-grams) do not perform as well as
for the previous corpus. We hypothesize that the size of the
corpus and/or the genre could be behind the difference in
performance.

C. EXPERIMENTS WITH THE NONPARALLEL
IBSEN CORPUS
The results for the nonparallel Ibsen subcorpus (consisting of
the six plays that are not Ghosts) are shown in Table 6.

For this subcorpus, Lynch and Vogel report accuracies
of 97.5% and 95% for word unigrams and bigrams respec-
tively. Using the same kind of features, our results are slightly
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TABLE 7. Accuracy results of training with the parallel Ibsen corpus and
testing on the nonparallel corpus using χ2 feature selection (k = 25).

lower with 91.93% and 94.25%. On the other hand, the syn-
tactic n-grams gave a 92.52% accuracy.
Just as they point out, since the plays are different, even

common nouns would be discriminating due to the plays
having a different topic each. When they removed the com-
mon nouns, their results dropped to 84%. Among the top
10 features for unigrams and bigrams in this corpus, we get
fewer nouns than them.

When they use POS bigrams, they get a 95% accuracy. For
us, POS bigrams and trigrams yield an accuracy of 86.21%
and 87.39% respectively.

Using their topic-independent set of 18 document-level
features, they achieve an accuracy of 97%. Here, once again
the punctuation n-grams and POS-punctuation n-grams, both
sets of features being topic independent, gave higher results:
99.41% accuracy in all cases for punctuation bigrams and
trigrams, and POS-punctuation bigrams and trigrams.

Surprisingly, the cohesive markers are competitive with
83.20% and 89.02% in this scenario in contrast with the
parallel corpus.

D. EXPERIMENTS WITH BOTH IBSEN CORPORA
The results of using both Ibsen subcorpora are presented in
this subsection. Here, we present two scenarios: first, training
in the parallel corpus and testing on the nonparallel, and,
second, the opposite operation—training in the nonparallel
and testing in the parallel.

Table 7 presents the results of training in the parallel corpus
and then testing on the nonparallel corpus.

In this first case, Lynch and Vogel [20] reported an accu-
racy of 90%. They used the 18 document-level features and
found some features to be the most useful: the simple to
complex sentence ratio and the average sentence length.

In principle, we would expect that by training the classifier
on a parallel corpus, the classifier would be able to pick up the
‘‘style’’ of the translator. If that style is consistent, it would
suffice to identify the translator in other plays.

Once again, punctuation proves useful giving us higher
results than Lynch and Vogel’s. In particular, the trigrams of
punctuation give us a 98.84% accuracy.

TABLE 8. Accuracy results of training with the nonparallel Ibsen corpus
and testing on the parallel corpus using χ2 feature selection (k = 25).

TABLE 9. Top 10 word unigrams for the translators of Don Quixote.

Table 8 presents the results of the opposite operation:
training in the nonparallel and testing on the parallel.

For this set-up, Lynch and Vogel report an accuracy of
83.33% using again the 18 document-level features. Our
results are higher, once again in the case of POS-punctuation
n-grams. In fact, we achieve perfect accuracy with
POS-punctuation trigrams.

However, in neither case nor cohesive markers nor syn-
tactic n-grams prove as discriminatory as the punctuation
n-grams or the POS-punctuation n-grams.

V. DISCUSSION
In this section, we give a detailed discussion of some of our
results per corpora and then present a causal explanation of
using parallel and contemporaneous corpora in this task as
well as an explanation for the different results for each type
of feature used in the experiments.

A. DISCUSSION OF THE RESULTS ON THE
DON QUIXOTE CORPUS
Recovering the most distinctive features for each translator
as explained in Subsection III-F, we can see that there is a
marked difference in usage of some words between trans-
lators. For example, the most distinctive word unigram for
Jarvis is ‘‘answered’’; for Ormsby is ‘‘n’t’’, and for Shelton
is ‘‘hath’’ (see Table 9).
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FIGURE 2. Jarvis’ word unigrams ‘‘fingerprint’’.

FIGURE 3. Ormsby’s word unigrams ‘‘fingerprint’’.

The most relevant word unigram for Jarvis is, in fact,
a reporting verb and if we look at the ten most relevant word
unigrams for the other two translators we find the reporting
verbs ‘‘said’’ for Ormsby and ‘‘quoth’’ for Shelton. This
result is very important because gives support to the initial
intuition of Baker of using reporting verbs as stylistic marks
(see Subsection II-A).

Inspecting the rest of the ten most distinctive word
unigrams, we find ‘‘therefore’’ for Jarvis, ‘‘however’’ for
Ormsby, and ‘‘although’’ for Shelton. The three are cohesive
markers, which supports our hypothesis of using them as
features.

It is important tomention that some of the features are actu-
ally negative features (i.e, their presence is a negative indica-
tor for a specific class). In other words, in some instances,
a classifier did not learn ten features as positive indicators for
a translator. For example, Fig. 2 shows a bar chart with the
weights for each of the ten most relevant features for Jarvis.
We can see that, in fact, ‘‘worship’’ is a negative indicator
for Jarvis, whereas for Ormsby it is a positive indicator (see
Fig 3).
Furthermore, the top ten unigrams tell us more. Some of

the unigrams used by Shelton (‘‘hath’’, ‘‘quoth’’, ‘‘doth’’, and
‘‘thou’’) are archaic forms, which is consistent with the fact

TABLE 10. Top 10 word bigrams for the translators of Don Quixote.

TABLE 11. Top 10 syntactic bigrams for the translators of Don Quixote.

that his translation is the oldest. Shelton translated the novel
in the early 17th century—period of transition from Early
Modern English to Modern English. The other two transla-
tions date to the 18th and 19th centuries. Thus, the classifier
is effectively distinguishing Shelton’s period instead of his
actual personal style.

So we can conclude that the word n-grams are susceptible
to the period of the translation. This result again supports
the initial remarks of Baker that ‘‘we could argue that the
stylistic elements we identifymay be explained in terms of the
evolution of the target language’’ [5, p. 262] and is supporting
evidence for using parallel and contemporaneous corpora for
this task when using word n-grams or even word syntactic
n-grams.

Regarding the word bigrams (see Table 10), again we
find instances of reporting verbs in the ten most distinctive
word bigrams for the three translators and some instances
of cohesive markers (e.g., ‘‘in short’’ for Jarvis and ‘‘and
therefore’’ for Shelton). Interestingly enough, as we already
mentioned, two out of the ten most distinctive word bigrams
for Shelton are ‘‘that hath’’ and ‘‘he hath’’, which are telling
of the period of his translation.

When inspecting the top ten syntactic n-grams (see
Table 11), we see an overlap with the word n-grams with
the inclusion of reporting verbs for the three translators
and archaic word forms for Shelton. The last three fea-
tures for Jarvis are, in fact, negative indicators for him and
positive for Ormsby, whereas ‘‘said[PROPN]’’ is a positive
indicator for both Ormsby and Shelton, and ‘‘said[priest]’’ is
positive for Jarvis and negative for Shelton.
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TABLE 12. Top 10 punctuation trigrams for the translators of Don Quixote.

TABLE 13. Top 10 POS-punctuation trigrams for the translators of Don
Quixote.

As we mentioned in Subsection IV-A, punctuation uni-
grams picked up some features that are not punctuation due
to errors during POS-tagging (e.g., ‘‘wind’d’’, ‘‘talkest’’,
‘‘hath’’). However, for punctuation bigrams and trigrams,
the features recovered do correspond to some translatorial
preferences (see Table 12). We can see, for example, that
Jarvis introduced dialogue using colon and double quotes
(numbers 1 and 9 in Table 12), whereas Shelton made heavier
use of single quotes.

The POS-punctuation n-grams consistently provided good
results across the board. Table 13 shows the top ten
POS-punctuation n-grams. Immediately, we see some overlap
with some of the features in Table 12. Thus, POS-punctuation
n-grams are more general than punctuation n-grams with the
disadvantage that a POS-tagger is needed. Again, we could
have some stylistic interpretation of these most distinctive
features (spaCy’s POS-tagger uses Universal Dependencies;
see their website8 for a description).

Finally, our proposal of using cohesive markers yields
competitive results. For Jarvis, the most distinctive is ‘‘in
short’’; for Ormsby is ‘‘however’’, and for Shelton is
‘‘although’’. If we extend the focus to include surrounding
punctuation, the most distinctive are ‘‘; and,’’ for Jarvis;
‘‘and’’ for Ormsby, and ‘‘’ and’’ for Shelton.

All these features also have a stylistic interpretation. For
example, Jarvis was fond of the connector ‘‘in short’’ to sum-
marize ideas, and Ormsby and Shelton differed in their choice
of cohesive marker to denote contrast. Likewise, augmenting

8http://universaldependencies.org/u/pos/

TABLE 14. Top 10 word unigrams and bigrams for the translators of
Ghosts.

the markers with punctuation sheds light on the part of the
sentence in which they preferred to use them. For example,
Jarvis connected sentences with a conjunction but distance
them with a semicolon at the same time, whereas Ormsby
liked to connect themwithout the semicolon and Shelton used
the conjunction following a direct quote.

Furthermore, in order to use them, there is no need to have a
POS-tagger. A simple list of cohesive devices suffices to rep-
resent the documents, perform the translatorship attribution,
and even provide a stylistic interpretation.

As we have already pointed out in Subsection II-B,
El-Fiqi et al. [21] removed the punctuation and lemmatized
the text as part of their preprocessing step. We have shown
here that punctuation provides discriminating stylistic infor-
mation; thus it is worth keeping it. Furthermore, we used
syntactic information via syntactic n-grams, but showed that
those features capture information relative to the period of the
translation.

Theymention in [21] having used the NLTKPython library
for lemmatization. However, they did not specify whether
they took care of the archaic verb forms. If they did not,
the lemmatizer would have not identified that the base form of
‘‘art’’ is the verb ‘‘be’’, for example. Since they trained three
classifiers for each pair of translators, that would explain why
in [21, Tables 10 and 12] the accuracy results for Shelton vs.
Ormsby and Shelton vs. Jarvis are higher than the accuracy
results for Ormsby vs. Jarvis, which skews the average accu-
racy results overall.

B. DISCUSSION OF THE RESULTS ON THE
IBSEN CORPORA
Remember that the Ibsen corpus comprises two subcorpora:
one parallel and contemporaneous (i.e., the play Ghosts)
and one nonparallel but contemporaneous (i.e., six other
plays). Table 14 shows the most distinctive word unigrams
and bigrams using the parallel and contemporaneous corpus
with the boldface n-grams denoting the coincidences with the
results of [20]. Our results match partially with theirs. For
example, they also found the use of ‘‘because’’—a cohesive
marker—by Sharp to be different from Archer and the use
of contractions by Archer to be more prevalent than that of
Sharp. Interesting is the finding of the use of ‘‘tomorrow’’ as
one word by Sharp and as two words by Archer.
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TABLE 15. Top 10 word unigrams and bigrams for the translators of the
other Ibsen plays.

Contrary to Lynch and Vogel, we did not find distinguish-
ing the choosing of ‘‘pastor’’ over ‘‘mr.’’ to refer to that
character. Note, however, that our POS-taggermade amistake
not identifying ‘‘mander’’ as a proper noun.

Stylistically speaking, we can say that Archer tends to use
more contractions, for example. On the other hand, Sharp
uses more present participles for stage directions and also in
the main text—Norwegian does not have progressive tenses,
so the translator has to choose between the progressive form
in English and the simple present.

Also note that, unlike with the Don Quixote corpus, there
are no n-grams product of period differences just as we
expected since the translations are contemporary.

When we turn our attention to the other subcorpus, we find
(see Table 15) also partially matching results with [20]
(again in boldface in the table). As they point out, some
topic-related n-grams creep into the results since the corpus is
nonparallel.

For example, the n-grams ‘‘community’’ and ‘‘the commu-
nity’’ are telling of Sharp because of the topic of a particular
play. We would not say that using that specific word is part of
the style of Sharp. On the other hand, it is interesting seeing
‘‘softly’’ in Tables 14 and 15 for Archer. Also, we do see
that Sharp avoids using contractions (seen in the presence of
the verb forms ‘‘is’’ and ‘‘will’’) meanwhile Archer favors
them.

Regarding our proposed features, we found inconsistent
accuracy results. Table 16 shows a little overlap between the
cohesive markers with punctuation for each translator across
both corpora. One possible explanation is that theater plays
make less varied use of cohesive devices because it resembles
spoken language more than prose does.

What we found was a consistent excellent performance on
POS-punctuation n-grams giving us higher accuracy than the
state of the art across the board. The differences between
translators show stylistic preferences on the manner to give
stage directions and introducing dialogues for the characters.

C. CAUSAL INTERPRETATION
We have mentioned the general and accepted recommen-
dation of using parallel and contemporaneous corpora for
identifying translators’ style as suggested in [5]. The rationale

TABLE 16. Top 10 cohesive markers with punctuation for both Ibsen
corpora.

FIGURE 4. Causal directed acyclic graph (DAG) showing the ‘‘causal’’
influence of textual period (P), genre (G), and topic (T ) on the set of
features (Si ) used by translators i = 1,2 employed to train a classifier (C).

behind this recommendation is that it ‘‘enables most vari-
ables in the translation process (the author of the source text,
the source and target languages, the time of publication of the
original and the translation, etc.) to be held constant, so that
the remaining variable, the translator, and his or her style,
becomes the source of explanations for divergences between
two translations.’’(emphasis in original) [12, p. 75] as cited
in [6, p. 181].

Lynch and Vogel [20] called these variables confounding
factors and they enumerate textual period, source language,
and genre as the most common. Drawing insights from causal
inference (see [13], [34]), where confounding is well defined
and studied, we can explain the intuition and recommen-
dation of using parallel and contemporaneous corpora for
identifying the translator’s style as well as the differences
in performance observed in the results of the experiments
discussed in Section IV.

Fig. 4 shows a directed acyclic graph (DAG) which rep-
resents a causal graphical model. In such models, the nodes
of the graph are variables and the edges represent directed
and causal influences between the variables. Causality only
flows along directed paths, but association can flow along
any unblocked path (see [34, Ch. 2] for a full detailed
description).

In Fig. 4, the period (P), genre (G), and topic (T ) have
a direct influence on the set (Si) of features used for two
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FIGURE 5. Causal DAG showing variables genre (G) and topic (T )
controlled.

translators (i = 1, 2). (We could have added more variables
such as source and target languages or original author and
also more translators.) In turn, those features affect, during
training, the accuracy of a classifier (C). For example, a good
set of features facilitate learning a better (i.e., more accurate)
classifier.

This causal approach has been used previously in the more
general task of text classification (see [35]) to improve the
robustness of the learned classifier. Landeiro and Culotta [35]
posed the situation having a confounding variable Z directly
affecting both a term vector X and a class label Y . Here,
we differ the setting by having the confounding variables
affecting the set of features (or term vector to use their phras-
ing) used by each translator and only through the mediation
of those features affecting the classifier (but not directly the
class label as in [35]).

When we have a parallel corpus, we are effectively con-
trolling the effect of variables G and T (and original author
and source and target languages had we added those to the
DAG). We represent this control in the DAG with squares in
the nodes in Fig. 5. This control within levels of G and T
blocks the ‘‘backdoor path’’ from variables Si to C through
G and T . However, there is still one backdoor path open
through P, which is enough to have a bias in the learned
classifier.

We saw this effect when, in Subsection V-A, we showed
that the classifier trained for Shelton with word n-grams and
syntactic n-grams in the Don Quixote corpus picked fea-
tures that depended on the period of the translation (Shelton
used Early Modern English vocabulary). On the other hand,
when we have parallel and contemporaneous corpora we
are removing all these possible confounding variables (in
other words, there are no more backdoor paths open between
variables Si and C).

With this explanation in mind, now it is apparent that
having a parallel contemporaneous corpus is not the only way
to remove bias from the classifier. For example, we can use
a set of features that are not affected by the confounding
variables, such is the case with POS-punctuation n-grams.
Our results show that those features proved useful even when
using a nonparallel corpus (see tables 6 and 8).

Just as the POS-punctuation n-grams, the cohesive markers
and their punctuation are not susceptible to the period or the
topic either. We saw they yielded good results in the Don
Quixote corpus even when they are not contemporaneous.
However, the results in tables 5, 6, 7, and 8 for the Ibsen cor-
pora are inconsistent, with only good results in the nonparallel
corpus.

First, we had the hypothesis that since prose and drama are
different—with drama resembling more the spoken language
than prose—maybe there is not as much diversity of cohesive
markers usage in drama as in prose. But with themixed results
on the Ibsen corpora, the results point to either Ghosts being
a problematic play or that the extension of the play is not
enough to learn a good classifier. A more detailed stylistic or
linguistic analysis of the play would be necessary to provide
an explanation.

To summarize:
• The cohesive markers extended with punctuation are
cheap to find, accurate, independent of period, topic,
original author, source language, etc. On the downside,
they appear to be sensitive to genre or size of the training
data.

• Syntactic n-grams are expensive since they need a
dependency parser and those are usually available only
for natural languages with large resources. Additionally,
they are sensitive to topic and period.

• POS-punctuation n-grams proved the most accurate
across all experiments. They are not sensitive to period,
genre, or topic. Furthermore, they encompass, because
are more general, punctuation n-grams. On the down-
side, a POS-tagger is needed to build them.

VI. CONCLUSION AND FUTURE WORK
This paper addressed the understudied task of translatorship
attribution, which consists in attributing a translated text to
its translator. The task is related to the well-known task of
authorship attribution.

The followed methodology is the one proposed by Mona
Baker [5] two decades ago of using a parallel corpus of
translations. In other words, using translations of the same
work by different people.

Two recent works (i.e., [20] and [21]) followed this same
framework and used modern machine learning techniques
to approach the problem. We employed a drama corpus
from [20] and one prose corpus from [21] and proposed
a novel set of features on the discourse level to represent
the documents in a vector space model. We also proposed
to use syntactic information from dependency trees in this
task.

The proposed features are cohesive devices (a list of
them) by themselves and extended with their surrounding
punctuation. For the syntactic information, we use syntactic
n-grams [10]. We performed attribution experiments using
machine learning classification algorithms with the proposed
features and with word, POS, POS-punctuation, and punctu-
ation n-grams.
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The results for the cohesive markers are very positive for
one corpus and mixed for the other. We hypothesize that the
reason for the contrasting performance might be the differ-
ence in the genre of the texts. The translator has more ‘‘room’’
to choose a cohesive marker in prose than in drama.

However, we found the usage of POS-punctuation n-grams
to be consistently better than the rest of the features explored
in the experiments. In addition, we proposed a way of recov-
ering the most relevant features for each translator (a sort of
‘‘stylistic fingerprints’’) from the weights of a linear classi-
fier. In particular, we recovered the features from a logistic
regression classifier trained with the entirety of the examples
after having used a technique of feature selection.

Lastly, we provided a causal explanation for the rationale
of using parallel and contemporaneous corpora in this task
and proposed that using features that are not susceptible to
confounding variables provides an alternative for not using a
corpus with such characteristics. Interestingly enough, when
using a parallel corpus with word and syntactic n-grams,
the ‘‘fingerprints’’ recovered from the trained classifiers sup-
port the usage of reporting verbs and even our proposed
cohesive markers as suggested in [5].

As future work, we would like to explore extending the list
of cohesive devices (since our list is by no means comprehen-
sive) and employ these features in a different corpus including
several contemporaneous translations of works by different
authors. We would also like to perform experiments in a non-
parallel and noncontemporaneous corpus using features not
susceptible to confounding variables such as original author,
source and target language, topic, period of the translation,
etc., and assess the performance of said features.
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