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ABSTRACT Massive multiple-input multiple-output (MIMO) technology, mainly equipped with dozens or
even hundreds of antennas at transmitter and/or receiver, is one of the most important technologies in 5G/6G
era due to its capability of achieving high transmission rate. However, since each transmit antenna typically
needs a complete radio frequency (RF) chain, a large number of RF chains need to be installed accordingly,
resulting in high economic cost, high hardware complexity, and high power consumption. To resolve these
problems, architectures where a small number of RF chains are installed have been proposed in recent years,
and an antenna selection technique that activates antennas only as many as the number of RF chains has been
envisioned as one of solutions. In this paper, we study the joint antenna and user scheduling problem for the
downlink massive MIMO system over time-varying fading channels to maximize the weighted average sum
rate while ensuring users’ minimum average data rate requirements. To solve the problem, we first develop an
opportunistic joint antenna and user scheduling algorithm (OJAUS) using the dual and stochastic subgradient
methods, which makes it possible to schedule antennas and users without any underlying distributions of the
fading channels. However, it requires solving a joint antenna and user selection (JAUS) problem to maximize
the instantaneous weighted sum rate in every time slot. Thus, we additionally develop a simple heuristic
JAUS algorithm with low computational complexity, called JAUS-LCC, which is executed in every time slot
within OJAUS. Finally, through simulation results, we first show that our JAUS-LCC provides near-optimal
performance despite requiring very low computational complexity, and then show that our OJAUS with
JAUS-LCC well guarantees given minimum average data rate requirements.

INDEX TERMS Antenna selection, multiple-input multiple-output (MIMO), quality-of-service (QoS),
time-varying fading channels, user scheduling, weighted sum rate maximization, zero-forcing (ZF)
precoding.

I. INTRODUCTION
With the advent of the next generationmobile communication
era, such as the fifth generation (5G), beyond 5G (B5G),
and the sixth generation (6G), much higher user connectivity
(i.e., massive access) and spectral efficiency have become
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required [1]–[4]. In this circumstance, massivemultiple-input
multiple-output (MIMO) technology, in which a large num-
ber of antennas are generally installed at the base station
(BS), has been attracting great attention as a core technol-
ogy of future communication systems in both industry and
academia [5]–[7]. However, to freely control each antenna,
one complete radio frequency (RF) chain should be provided
for each antenna. Thus, a massive MIMO system ideally
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requires as many RF chains as the number of antennas,
resulting in high hardware manufacturing and driving costs,
high complexity, and high power consumption. Due to these
shortcomings, it is practically very challenging to implement
such an ideal massive MIMO system.

In this regard, many interesting studies have been con-
ducted over the past few years [8]–[12]. One main direc-
tion is to employ a hybrid-analog/digital-beamforming-based
architecture [8], [9], where massively many transmit anten-
nas are connected with a limited number of RF chains via
analog phase shifters, so that digital precoding and ana-
log beamforming are combined exclusively in the baseband
and RF band, respectively. Thereby, high hardware manu-
facturing costs caused by massively many RF chains can
be addressed [10]. However, in this approach, all transmit
antennas need to be always activated, so still high hardware
driving costs, high complexity, and high power consump-
tion are incurred. The other main direction is to employ an
antenna-selection-based architecture [11], [12], where only
a few of transmit antennas (usually as many as the number
of RF chains) are activated and mapped one-to-one to RF
chains. This architecture is based on the fact that, in gen-
eral, not all antennas contribute equally to performance as
they usually have different channel conditions [13], [14]. In
general, this approach has very slightly lower performance
than the hybrid analog/digital beamforming approach. How-
ever, since only a few antennas are activated, this antenna
selection approach has much lower hardware driving costs
and complexity. Thereby, power consumption and latency
can also be typically reduced. It is worth noting that the
low energy consumption and low latency are ones of the key
performance indicators (KPI) of 5G and B5G [4], which can
be addressed by the antenna selection technology. Hence,
in this paper, we focus on the antenna selection technology
that can reduce the complexity and implementation overhead
while maintaining reasonably high performance.

Recently, many studies on antenna selection have been
conducted [15]–[23]. An optimal antenna selection solution
can be obtained using exhaustive search algorithm (ES) [15],
but its computational complexity is too high to be used in
practice. Hence, a variety of heuristic antenna selection algo-
rithms with less computational complexity than that of ES
have been proposed. In [16], [17], the authors have presented
greedy-based antenna selection algorithms that select anten-
nas in a greedy manner in the direction of minimizing the
loss of their performance metrics. In [18], under a scenario
where one BS with multiple antennas serves only one user,
the authors have proposed an antenna selection algorithm
to maximize the channel capacity using the reinforcement
learning. In [19], the authors have considered a specific archi-
tecture consisting of a set of substructures in which every two
antennas are exclusively connected to one RF chain. With
such an architecture, they have developed an algorithm that
activates only one of the two antennas for each RF chain so
that the sum capacity is maximized. In [20]–[22], antenna
selection algorithms based on channel norms between

transmit and receive antennas have been proposed, which
greatly reduce the computational complexity but incur
significant sum rate losses. In [23], the authors have proposed
channel correlation-based worst-first discarding (CWF) and
channel correlation-based best-first selection (CBF) algo-
rithms for antenna selection. However, in all the above
works [16]–[23], the authors have dealt with only the antenna
selection under the assumption that either multiple users or a
single user being served are given in advance.

More recently, with recognizing the importance of user
selection in multi-user massive MIMO systems, joint antenna
and user selection (JAUS) has been studied [24]–[26]. The
authors in [24] have proposed a heuristic JAUS algorithm for
sum rate maximization, in which starting with all antennas
activated, the antennas are deactivated one by one in a greedy
manner until the number of active antennas equals the num-
ber of RF chains, while user selection is conducted using
the semi-orthogonal user selection algorithm (SUS) [27]
that selects a user subset in such a way that their channel
orthogonality becomes maximized. In [25], the authors have
developed another heuristic JAUS algorithm for maximizing
the sum rate per unit energy consumption, in which users
with superior channels are selected first, and then antennas
with the least contributions to the sum rate are iteratively
deleted until the number of active antennas equals the num-
ber of RF chains. In [26], the authors have developed a
probability-based JAUS algorithm that finds the probabilities
that each antenna and each user will be activated, respectively,
with the aim of maximizing the sum capacity. Although these
works [24]–[26] have studied the JAUS problem, there are
still several critical limitations. First, they all have considered
the sum rate as the objective function to be maximized.
Although the sum rate maximization is one of the very impor-
tant and fundamental problems, it cannot reflect the relative
importance, priority, and fairness between users. Second, they
have not considered any quality-of-service (QoS) require-
ments. Thereby, users with poor channel conditions may have
very low data rate performance (even zero) as focusing only
onmaximizing the sum rate. In this regard, it is very important
to consider the weights and/or QoS constraints in the JAUS
problem.

In addition, although there are many studies on either
antenna selection, user selection, or both, most of the existing
studies including [15]–[26] have focused on optimization
problems from a snapshot perspective. That is, the antenna
and/or user selection under fixed channel conditions has
been dealt with, rather than antenna and/or user scheduling
with considering time-varying fading channels. Accordingly,
the characteristics of time-varying fading channels have not
been able to be fully leveraged in the existing studies even
though resource scheduling with leveraging them is very
effective in increasing various system performance (such as
the network throughput, the harvested energy amount, etc.)
especially in wireless network systems [28]–[31]. Mean-
while, unlike the conventional MIMO, massive MIMO gen-
erally requires much higher computational complexity in
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performing scheduling due to the large number of antennas
and additional restrictions caused by the limited number of
RF chains. Such the complexity issue should be addressed in
scheduling in the massive MIMO system.

Motivated by the above observations, in this paper,
we study the joint antenna and user scheduling problem for
the downlink in the massiveMIMO system over time-varying
fading channels. The goal of the problem is to maximize
the weighted average sum rate while ensuring each user’s
minimum average data rate requirement. To solve the prob-
lem, we first develop an opportunistic joint antenna and user
scheduling algorithm (OJAUS) using the dual and stochastic
subgradient methods, which allows us not only to take full
advantage of the time-varying fading channels, but also to
solve the problem without knowing underlying distributions
of the fading channels. However, OJAUS necessitates solving
a JAUS problem for maximizing the instantaneous weighted
sum rate at every time slot. To the best of our knowledge, there
are many existing studies attempting to optimize antenna
selection and/or user selection for maximizing the instan-
taneous (equally-weighted) sum rate, but none to optimize
them jointly for maximizing the instantaneous (unequally)
weighted sum rate. Hence, we additionally develop a simple
heuristic JAUS algorithm with low computational complex-
ity (JAUS-LCC) to maximize the instantaneous weighted
sum rate based on the greedy algorithm. Through simulation
results, we show that JAUS-LCC provides near-optimal per-
formance despite requiring very low computational complex-
ity, and then confirm that OJAUS in which JAUS-LCC runs
internally in every time slot meets given QoS requirements
well. It is worth noting that, to the best of our knowledge,
this is the first work to jointly optimize antenna and user
scheduling to maximize the weighted average sum rate while
taking QoS constraints into account in the massive MIMO
system over time-varying fading channels.

The remainder of the paper is organized as follows. In
Section II, we provide the system model. In Section III,
we formulate the joint antenna and user scheduling problem
and develop OJAUS to solve it. In Section IV, we develop
JAUS-LCC that will be embedded in OJAUS. Simulation
results are presented in Section V, followed by the conclusion
in Section VI.

A. NOTATION
Scalars, vectors, matrices, and sets are denoted by lower-
or upper-case italic letters, lower-case boldface letters,
upper-case boldface letters, and calligraphic letters, respec-
tively. The set of complex numbers is denoted by C. The
expectation and conjugate transpose operators are denoted by
E[·] and (·)H , respectively. A vector that consists of elements
in the set {xi : i ∈ X } is denoted by (xi)∀i∈X . The zero vector
of size n is denoted by 0K , and the identity matrix of size n is
denoted by In. A diagonal matrix whose ith diagonal element
is the ith element of a vector x is denoted by diag(x). The
absolute value of a real/complex number x, the `2-norm of a
vector x, and the cardinality of a setX are denoted by |x|, ‖x‖,

and |X |, respectively. Unless otherwise specified, the base of
the logarithm is considered to be 2.

II. SYSTEM MODEL AND RATE ANALYSIS
We focus on the downlink in the massive MIMO system,
where one BS equipped with N RF chains and M antennas
servesK users equipped with a single antenna in a single cell.
We assume that N < M , and denote an index set of the BS
antennas byM = {1, 2, . . . ,M} and that of the users byK =
{1, 2, . . . ,K }. According to the literature [8], [9], the fol-
lowing two hybrid beamforming architectures are typically
adopted in the massive MIMO system: the fully-connected
architecture and the partially-connected architecture. In this
paper, we adopt the fully-connected architecture where each
RF chain is connected to all antennas since it generally
offers a higher array gain as well as higher flexibility in the
design of narrow beam, compared to the partially-connected
architecture. An illustration of the system model that we are
considering in this paper is shown in Fig. 1.

We assume a time-slotted system over block fading chan-
nels, where each channel gain changes from one time slot to
another but remains constant during a time slot.We denote the
channel gain between BS antenna m and user k in time slot t
by htm,k , which incorporates the effects of both large-scale
fading and small-scale fading. More precisely, the channel
gain is modeled as htm,k = (γk )1/2h̃m,k , where h̃m,k is the
small-scale fading and γk is the large-scale fading depend-
ing only on k . This modeling is reasonable if the distance
between the BS antennas is much smaller than the distance
between the BS and the user [32]. Then, we define the fading
process between BS antenna m and user k by {htm,k , t =
1, 2, . . .} and assume that the fading process is stationary
and ergodic. In turn, we define the channel vector for each
user k in time slot t and the channel matrix in time slot t by
htk = (htm,k )∀m∈M and Ht

= [ht1, . . . ,h
t
K ], respectively. We

assume that underlying distributions of the fading process are
unknown to the BS since it is practically challenging to obtain
such information a priori, but an instantaneous channelmatrix
is perfectly known to the BS at the beginning of each time slot,
as in [15]–[17], [33].1

We nowmodel the transmitted and received signal vectors.
The transmitted signal vector, xt ∈ CM×1, at the BS to all the
K users in time slot t is given by

xt =
∑
k∈K

wt
k

√
ptk q

t
k , (1)

1In general, channel estimation is not straightforward especially in the
massive MIMO system with a limited number of RF chains. However,
in this paper, to facilitate the study of antenna and user scheduling from a
system-level point of view, we assume perfect instantaneous channel esti-
mation. For readers interested in channel estimation in the massive MIMO
system with a limited number of RF chains, we refer to [34]–[37] and
references therein. For example, a general channel estimation problem is
dealt with in [34], angle-domain channel estimation/tracking schemes are
proposed in [35], [36], and a low-complexity channel estimation scheme is
proposed in [37]. In the same vein, we do not take into account the overhead
consumption of channel estimation in this paper, and instead, refer to [14]
for readers interested in this.
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FIGURE 1. An Illustration of the system model with transmit antenna selection.

where wt
k = (wtm,k )∀m∈M is the precoding vector, ptk is

the power allocation variable, and qtk is the unity-energy
information signal for user k in time slot t . For convenience,
the transmitted signal vector in (1) can be rewritten as

xt =WtPtqt , (2)

where Wt
= [wt

1, . . . ,w
t
K ] is the precoding matrix, Pt =

diag((pt1)
1/2, . . . , (ptK )

1/2) is the diagonal power allocation
matrix, and qt = (qtk )∀k∈K is the information signal vector
in time slot t . The transmit power is constrained by the total
transmission power budget, PT , of the BS as

E
[
(xt )Hxt

]
=

∑
k∈K

∥∥wt
k

∥∥2 ptk ≤ PT . (3)

The received signal, ytk , at user k in time slot t is given by

ytk = (htk )
Hxt + ntk

= (htk )
Hwt

k

√
ptk q

t
k︸ ︷︷ ︸

desired signal

+(htk )
H
∑
k ′∈K
k ′ 6=k

wt
k ′

√
ptk ′ q

t
k ′

︸ ︷︷ ︸
interference signal

+ ntk︸︷︷︸
noise
signal

, (4)

where ntk ∼ CN (0, σ 2
k ) is the additive white Gaussian noise

at user k in time slot t . For convenience, similarly to (2),
the received signal vector in time slot t can be expressed as

yt = (Ht )Hxt + nt , (5)

where yt = (ytk )k∈K and nt = (ntk )k∈K.
In this paper, we adopt the zero-forcing (ZF) precoding

scheme, which is one of the most popular linear precod-
ing schemes due to its low computational complexity and
interference cancellation property [38], [39]. Accordingly,
the precoding matrix,Wt , in time slot t is defined by

Wt
= Ht

[
(Ht )HHt

]−1
. (6)

We assume that Ht has a full row-rank so that (Ht )HHt is
invertible as in many literature on this field [40]–[42]. Since it

is assumed that the instantaneous channel matrix is perfectly
known to the BS at that time slot, the BS can obtain the
corresponding precoding matrix with it according to (6). The
kth column of Wt obtained by (6) corresponds to wt

k in (1),
which satisfies that (htj )

Hwt
k = 0 if j 6= k for all 1 ≤ j ≤ K ,

and (htj )
Hwt

k = 1 if j = k . Then, by plugging the obtained
wt
k ’s into (4), we have the received signal at user k in time

slot t as

ytk = (htk )
Hwt

k

√
ptk q

t
k + n

t
k =

√
ptk q

t
k + n

t
k , (7)

in which the undesired interference signals are suppressed by
the ZF precoding.

We now define a antenna selection vector in time slot t by
βt = (β tm)∀m∈M, where

β tm =


1, if the m th antenna of the BS is

selected to be activated in time slot t,
0, otherwise.

(8)

It is worth noting that the fewer antennas activated, the lower
the computational complexity and hardware driving cost can
be derived [43]. In contrast, one RF chain can support at most
one data stream, which should be transmitted to the corre-
sponding user through at least one antenna. In this regard,
we adopt a method of activating as few antennas as possible,
but at least as many as the number of RF chains. Accordingly,
we have the antenna selection constraint as∑

m∈M
β tm = N , ∀t. (9)

Similarly, we define a user selection vector in time slot t
by αt

= (αtk )∀k∈K, where

αtk =


1, if user k is selected

to be served data in time slot t,
0, otherwise.

(10)

Note that the number of users who can be served data at
the same time cannot exceed the number of RF chains in
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a general scenario where each user is provided with a data
stream independent of each other [44]. Hence, we assume that
U users (U ≤ N ) are selected in each time slot. Accordingly,
we have the user selection constraint as∑

k∈K
αtk = U , ∀t. (11)

Now, taking the antenna and user selection vectors into
account, we can tailor the transmit power constraint of the
BS in (3) as ∑

k∈K
αtk

∥∥wt
k

∥∥2 ptk ≤ PT , ∀t, (12)

and the received signal at user k in time slot t in (7) as

ytk = α
t
k
[
diag(βt )htk

]H wt
k

√
ptk q

t
k + n

t
k . (13)

From (13), the received signal-to-noise ratio (SNR), ρtk ,
at user k in time slot t is given by

ρtk =
αtkp

t
k

∣∣[diag(βt )htk ]Hwt
k

∣∣2
σ 2
k

. (14)

Note that since we have adopted the ZF precoding scheme,
the terms related to the interference signals are removed in
both (13) and (14).

Based on (14), the maximum achievable data rate of user k
in time slot t can be defined by

Rk (αt ,βt ,pt ;Ht )

= log
(
1+ ρtk

)
= αtk log

1+
ptk

∣∣∣[diag(βt )htk]H wt
k

∣∣∣2
σ 2
k

 , (15)

where pt = (ptk )∀k∈K. From (15), the average data rate of user
k can be defined by

R̄k = lim
T→∞

1
T

T∑
t=1

Rk (αt ,βt ,pt ;Ht ). (16)

We consider that each user k has its minimum average data
rate requirement, r̄k , and accordingly, we have the QoS con-
straints for all the users as

R̄k ≥ r̄k , ∀k ∈ K. (17)

III. JOINT ANTENNA AND USER SCHEDULING
In this section, based on the system model and rate analysis
developed in Section II, we first formulate a stochastic opti-
mization problem for joint antenna and user scheduling, and
then develop OJAUS to solve it.

A. OPTIMIZATION PROBLEM FORMULATION
In our study, the goal is to maximize the weighted average
sum rate while ensuring QoS constraints given in (17) via
joint antenna and user scheduling taking into account the
time-varying fading channels. Accordingly, based on (8), (9),
(10), (11), (12), (16), and (17), we formulate our joint antenna
and user scheduling problem as

P1 : maximize
αt ,βt ,pt ,∀t

∑
k∈K

ηk R̄k

subject to R̄k ≥ r̄k , ∀k ∈ K,∑
k∈K

αtk

∥∥wt
k

∥∥2 ptk ≤ PT , ∀t,∑
k∈K

αtk = U , ∀t,∑
m∈M

β tm = N , ∀t,

αtk ∈ {0, 1}, ∀k ∈ K, ∀t,
β tm ∈ {0, 1}, ∀m ∈M, ∀t,

ptk ≥ 0, ∀k ∈ K, ∀t,

where ηk is the weight factor of user k . Since the channel
fading is assumed to be ergodic, the long-term time aver-
age converges almost surely to the expectation for almost
all realizations of the fading process. Hence, by denoting a
channel matrix in a generic time slot by H and replacing the
superscript t in decision variables withH, we can reformulate
Problem P1 equivalently as

P2 : maximize
ᾱ, β̄, p̄

E

[∑
k∈K

ηkRk (αH,βH,pH;H)

]
subject to E

[
Rk (αH,βH,pH;H)

]
≥ r̄k , ∀k ∈ K,∑

k∈K
αHk

∥∥∥wH
k

∥∥∥2 pHk ≤ PT , ∀H ∈ H,∑
k∈K

αHk = U , ∀H ∈ H,∑
m∈M

βHm = N , ∀H ∈ H,

αHk ∈ {0, 1}, ∀k ∈ K, ∀H ∈ H,
βHm ∈ {0, 1}, ∀m ∈M, ∀H ∈ H,
pHk ≥ 0, ∀k ∈ K, ∀H ∈ H.

where ᾱ = (αH)∀H∈H, β̄ = (βH)∀H∈H, p̄ = (pH)∀H∈H,
and H is the support of H. Note that solving Problem P2 is
equivalent to solving Problem P1. More precisely, for each
time slot t with an arbitrary channel realizationH, an optimal
solution (αt )∗, (βt )∗, and (pt )∗ is obtained according to

(αt )∗ = (αH)∗, (βt )∗ = (βH)∗, and (pt )∗ = (pH)∗, (18)

where (αH)∗, (βH)∗, and (pH)∗ are obtained from the optimal
solution to Problem P2.
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B. OPPORTUNISTIC JOINT ANTENNA AND USER
SCHEDULING ALGORITHM (OJAUS)
In this subsection, we discuss how to solve Problem P2 with
the following challenges. First, in many practical applica-
tions, underlying distributions of H are generally unknown.
Second, the problem is a nonconvex optimization problem
mainly owing to the existence of the integer variables. To cope
with such challenges, we use the dual and stochastic subgra-
dient descent methods, by which we only need to observe the
realized channel matrixH for each time slot without knowing
the underlying distributions of H.
To this end, we first define the Lagrangian function of

Problem P2 by

L(ᾱ, β̄, p̄,λ)

=E

[∑
k∈K

ηkRk (αH,βH,pH;H)

]
+

∑
k∈K

λk

(
E
[
Rk (αH,βH,pH;H)

]
−r̄k

)
=E

[∑
k∈K

(ηk + λk )Rk (αH,βH,pH;H)

]
−

∑
k∈K

λk r̄k , (19)

where λ = (λk )∀k∈K is the nonnegative Lagrangian mul-
tiplier vector corresponding to the QoS constraints in (17).
Then, based on (19), we can define the dual problem associ-
ated with Problem P2 by

D : minimize
λ�0K

F(λ),

where � is the elementry-wise inequality, and the objective
function is obtained as

F(λ) = maximize
ᾱ, β̄, p̄

L(ᾱ, β̄, p̄,λ)

subject to
∑
k∈K

αHk

∥∥∥wH
k

∥∥∥2 pHk ≤ PT , ∀H ∈ H,∑
k∈K

αHk = U , ∀H ∈ H,∑
m∈M

βHm = N , ∀H ∈ H,

αHk ∈ {0, 1}, ∀k ∈ K, ∀H ∈ H,
βHm ∈ {0, 1}, ∀m ∈M, ∀H ∈ H,
pHk ≥ 0, ∀k ∈ K, ∀H ∈ H. (20)

Prior to discussing how to solve the maximization problem
in (20), we focus on the fact that L(ᾱ, β̄, p̄,λ) in (19) is
separable for each channel matrix realization. Hence, for a
given λ, we can solve the maximization problem in (20) by
separately solving the following subproblem for each H:

DH
: maximize

αH,βH,pH

∑
k∈K

(ηk + λk )Rk (αH,βH,pH;H)

subject to
∑
k∈K

αHk

∥∥∥wH
k

∥∥∥2 pHk ≤ PT ,

Algorithm 1 OJAUS
1: Initialize: t = 1 and λt = 0.
2: for each time slot t do
3: Obtain the solution to Problem DH with H = Ht and

λ = λt using Algorithm 2.
4: Transmit the signal generated by the obtained

solution.
5: Calculate λt+1 according to (21).
6: t = t + 1.
7: end for

∑
k∈K

αHk = U ,∑
m∈M

βHm = N ,

αHk ∈ {0, 1}, ∀k ∈ K,
βHm ∈ {0, 1}, ∀m ∈M,

pHk ≥ 0, ∀k ∈ K.

Since the expectation has disappeared in ProblemDH, we can
solve it without knowing the underlying distributions ofH. In
addition, Problem DH can be interpreted as an instantaneous
weighted sum ratemaximization problemwith weight ηk+λk
for each user k . Hence, we will develop an algorithm to solve
Problem DH in the next section, so hereinafter, we develop
an algorithm to solve Problem D under the assumption that
Problem DH can be solved.
In solving Problem D, there is still a challenge in that

although Problem DH is solvable for any given λ and H,
the underlying distributions of H are still required to solve
Problem D. To resolve this challenge, we use the stochastic
subgradient method based on the fact that ProblemD is a con-
vex stochastic optimization problem. Accordingly, we update
the Lagrangian multiplier of Problem D according to

λt+1 = max
{
0, λt − ζ tvt

}
, (21)

where λt and ζ t are the Lagrangian multiplier vector and the
step size, respectively, in time slot t , and vt = (vtk )∀k∈K is the
stochastic subgradient of F(λ) with respect to λ at λ = λt .
By Danskin’s theorem [45], we can determine vt as

vtk = Rtk − r̄k , ∀k ∈ K, (22)

where Rtk is the instantaneous data rate of user k in time
slot t , which is obtained by selecting antennas and users
and allocating power to them according to the solution to
Problem DH withH = Ht and λ = λt . When the Lagrangian
multiplier vector is updated according to (21), it converges
to the optimal solution, λ∗, to Problem D if the step size, ζ t ,
meets the following conditions [46]:

ζ t ≥ 0,
∞∑
t=1

ζ t = ∞, and
∞∑
t=1

(ζ t )2 <∞. (23)

The pseudocode of OJAUS is provided in Algorithm 1.
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Before finishing this section, we discuss the optimality
of our scheduling problem. According to optimization the-
ory, if a primal problem is not a convex problem, there is
generally a duality gap between the primal problem and its
dual problem, resulting in loss of optimality in the process of
converting to a dual problem. However, there is no duality gap
between Problem P2 and Problem D although Problem P2 is
not a convex problem as mentioned before.
Theorem 1: The duality gap is equal to 0 between Prob-

lem P2 and Problem D.
Proof: See Appendix. �

By Theorem 1, we confirm that OJAUS guarantees the opti-
mality as long as Problem DH is optimally solved.

IV. JOINT ANTENNA AND USER SELECTION (JAUS)
In Section III, we have developed OJAUS under the
assumption that Problem DH is solvable. Hence, in this
section, we develop a heuristic JAUS algorithm with low
computational complexity, called JAUS-LCC, that solves
Problem DH.

A. JAUS ALGORITHM WITH LOW COMPUTATIONAL
COMPLEXITY (JAUS-LCC)
As mentioned before, Problem DH is the JAUS problem to
maximize the instantaneous weighted sum rate for a given
realization of H. Thus, we omit the superscript H in decision
variables for notational brevity. Then, by plugging (15) into
Problem DH, we can rewrite it equivalently as

Q : maximize
α,β,p

∑
k∈K

ωkαk log

(
1+

pk
∣∣[diag(β)hk ]Hwk

∣∣2
σ 2
k

)
subject to

∑
k∈K

αk ‖wk‖
2 pk ≤ PT ,∑

k∈K
αk = U ,∑

m∈M
βm = N ,

αk ∈ {0, 1}, ∀k ∈ K,
βm ∈ {0, 1}, ∀m ∈M,

pk ≥ 0, ∀k ∈ K.

where ωk = ηk + λk is the effective weight of user k .2 It is
worth noting that there are many existing studies dealing with
the JAUS problem to maximize the sum rate. However, to the
best of our knowledge, although the weighted sum rate is one
of the most important performance metrics in wireless com-
munications, nothing has been done to maximize it. Hence,
the existing algorithms are usually not suitable for solving
Problem Q, and also provide limited performance, even if
they are applicable.

To solve Problem Q, we first investigate an optimal power
allocation for given user and antenna selection vectors. To this

2For convenience, we also refer to the effective weight simply as a weight
if there is no confusion.

end, we introduce an index set, Ksel, of selected users and an
index set,Msel, of the selected antennas as

Ksel = {k ∈ K : αk = 1} , (24)

Msel = {m ∈M : βm = 1} . (25)

Then, since the ZF precoding is employed, the optimal power
allocation for givenKsel andMsel can be obtained by solving

maximize
pk ,∀k∈Ksel

∑
k∈Ksel

ωk log

(
1+

pk
σ 2
k

)
subject to

∑
k∈Ksel

‖wk‖
2 pk ≤ PT ,

pk ≥ 0, ∀k ∈ Ksel. (26)

According to Karush–Kuhn–Tucker (KKT) conditions,
we can obtain the optimal solution to the problem in (26)
as [47], [48]

p∗k = max
{
0,

ωkµ

‖wk‖
2 − σ

2
k

}
, ∀k ∈ Ksel, (27)

where µ is determined such that∑
k∈Ksel

‖wk‖
2p∗k = PT . (28)

Note that no power is allocated to non-selected users,
i.e., p∗k = 0 for all k ∈ K \Ksel.
We now focus on solving ProblemQ under the assumption

that the power allocation is done by (27). Then, the problem
is a nonlinear integer programming (NIP) problem that can be
optimally solved by ES [15]. However, in spite of its optimal-
ity, it undergoes extremely high computational complexity
and thus, it is virtually impossible to be exploited in practical
applications. Hence, in this paper, we develop a heuristic
JAUS-LCC using the concept of the greedy algorithm [49].
Although optimality is not guaranteed, it provides good per-
formance comparable to optimal one despite requiring rela-
tively low computational complexity. Its main idea is to delete
users and antennas one by one in a greedy manner in each
iteration from whole user and antenna sets until the desired
numbers of antennas and users remain. More specifically,
it starts by setting all users and all antennas to be selected,
i.e.,

Ksel = K andMsel =M. (29)

Accordingly, the user and antenna selection vectors are set,
respectively, as

α = 1K and β = 1M , (30)

where 1K and 1M are all-ones vectors of size K and M ,
respectively.

Then, as the first step, under the assumption that the
antenna selection vector, β, is fixed, we update the index set,
Ksel, of selected users and the corresponding user selection
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vector, α. To this end, we first find one user k∗ from Ksel
who provides the smallest weighted data rate, i.e.,

k∗ = argmin
k∈Ksel

ωk log

(
1+

pk
∣∣[diag(β)hk ]Hwk

∣∣2
σ 2
k

)
, (31)

where pk ’s are given by the solution to the problem in (26) for
currently given Ksel and Msel. After finding k∗, we update
Ksel by deleting user k∗ from it, i.e.,

Ksel = Ksel \ {k∗}, (32)

and αk∗ = 0 accordingly.
Now, as the second step, under the assumption that the user

selection vector, α, is fixed, we update the index set, Msel,
of selected antennas and the corresponding antenna selection
vector, β. To this end, we first define the weighted sum rate
when antenna m− is deactivated by

WSR(m−)=
∑
k∈Ksel

ωk log

1+
pk
∣∣∣[diag(β̃)hk ]Hwk

∣∣∣2
σ 2
k

 ,
(33)

where β̃ = (β̃m)∀m∈M is defined such that β̃m = βm for all
m ∈ M \ {m−} and β̃m− = 0. In (33), the power allocation
is done according to the solution to the problem in (26) for
currently givenKsel andMsel. Then, we find one antennam∗

from Msel that provides the largest weighted sum rate when
it is deactivated, i.e.,

m∗ = argmax
m−∈Msel

WSR(m−). (34)

After finding m∗, we update Msel by deleting antenna m∗

from it, i.e.,

Msel =Msel \ {m∗}, (35)

and βm∗ = 0 accordingly.
We move on to the next iteration, and delete one user and

one antenna in the same way until the number of anten-
nas becomes N and that of users becomes U . If either
the cardinality of Ksel or that of Msel reaches its desired
number first, we continue the deletion process only for the
one that have not reached its desired number. For example,
suppose that M = 10, K = 6, N = 4, and U = 4
so that M-N > K − U . Then, both antennas and users
are deleted one by one during the first two iterations, and
then only the antenna is deleted one by one during the next
four iterations. The pseudocode of JAUS-LCC is presented in
Algorithm 2.

B. COMPUTATIONAL COMPLEXITY ANALYSIS
In this subsection, we analyze the computational complexity
of our JAUS-LCC. To facilitate the analysis, we assume that
M � N . This assumption makes sense because the number
of antennas is much greater than that of RF chains in general
in the massive MIMO system.

Algorithm 2 JAUS-LCC
1: Initialize: Ksel and Msel using (29), and α and β using

(30).
2: repeat
3: if |Ksel| > U then F 1st step – user deletion
4: Find the user index, k∗, using (31).
5: Update the selected user set, Ksel, using (32).
6: Accordingly, αk∗ = 0.
7: end if
8: if |Msel| > N then F 2nd step – antenna deletion
9: for each m− ∈Msel do

10: Obtain WSR(m−) according to (33).
11: end for
12: Find the antenna index, m∗, using (34).
13: Update the selected antenna set,Msel, using (35).
14: Accordingly, βm∗ = 0.
15: end if
16: until |Ksel| = U and |Msel| = N

Our JAUS-LCC can be largely divided into two parts in
each iteration: user deletion part and antenna deletion part.
In the user deletion part, we first calculate the ZF precoding
matrix using (6), obtain the power allocation solution by
solving the problem in (26), and then compare the weighted
data rates of users to find k∗ according to (31). With the
assumption that M � N , their computational complexities
are given by O(K 3), O(K logK ) [48], and O(MK ), respec-
tively. Hence, the overall computational complexity of the
user deletion part can be expressed as O(K (M + K 2)). Next,
in the antenna deletion part, we first calculate the weighted
sum rate when an arbitrary antenna is excluded using (33),
whose computational complexity is given byO(K (M+K 2)),
and then compare all cases to find m∗ according to (34),
whose computational complexity is given by O(M ). Hence,
the overall computational complexity of the antenna dele-
tion part is expressed as O(MK (M + K 2)). As a result,
since the user deletion part and antenna deletion part are
repeated K − U times and M − N ≈ M times, respectively,
the total computational complexity of JAUS-LCC is given by
O(K (K − U )(M + K 2)) + O(M2K (M + K 2)) = O((M2

+

(K − U ))K (M + K 2)) ≈ O(M2K (M + K 2)), where the last
approximation holds ifM � K , which is commonly assumed
in massive MIMO studies.

It is worth noting that JAUS based on ES [15], called
JAUS-ES, gives an optimal JAUS solution, but using it is
challenging in practice due to its excessive computational
complexity. More specifically, JAUS-ES requires to compare
all possible JAUS combinations of size

(M
N

)(K
U

)
, and the

weighted sum rate for each JAUS combination should be
evaluated with the computational complexity of O(K (M +
K 2)). Thus, its total computational complexity is given by
O(
(M
N

)(K
U

)
K (M +K 2)). This computational complexity anal-

ysis confirms that our JAUS-LCC has significantly lower
computational complexity than JAUS-ES, especially in the
massive MIMO system with largeM .
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TABLE 1. Simulation parameter values.

V. SIMULATION RESULTS
In this section, we present simulation results to evaluate the
performance of our proposed algorithms. Throughout the
simulations, we consider the downlink in the single-cell mas-
sive MIMO system where K single-antenna users are being
served by one BS equipped with N RF chains andM transmit
antennas. We assume that N antennas out of M antennas
and U users out of K users are selected. Unless otherwise
specified, the total transmission power budget, PT , of the BS
is set to 43 dBm, and users are randomly deployed between
30m and 500m away from the BS. As in many massive
MIMO studies [50]–[52], the large-scale path loss is set to
128.1 + 37.6 log10(dkm) dB, where dkm is the propagation
distance from the BS in kilometer, and the antenna gains of
the BS and each user are set to 15 dBi and 0 dBi, respec-
tively. We also consider the small-scale fading modeled as
the Rayleigh fading with unit variance and the shadow fading
with a standard deviation of 8 dB. In turn, the bandwidth and
the noise spectral density are set to 5MHz and−174 dBm/Hz,
respectively. We summarize the simulation parameter values
in Table 1.

A. EVALUATION OF JAUS-LCC
In this subsection, we investigate the performance of our
JAUS-LCC that aims at maximizing the weighted sum
rate by solving Problem Q. To this end, we compare it
with performances of the following baseline algorithms:
(i) JAUS-ES [15], (ii) JAUS-CWF where antenna selec-
tion is done by CWF based on channel correlation [23],
and user selection is done by our user deletion process,
(iii) JAUS-CBF where antenna selection is done by CBF
based on channel correlation [23], and user selection is
done by our user deletion process, (iv) JAUS-SUS where
antenna selection is done by our antenna deletion process,
and user selection is done by SUS based on channel orthog-
onality [24], [27], (v) JAUS-Norm where N antennas with
the highest channel norms with users are selected, and U
users with the highest channel norms with antennas are
selected [22], and (vi) JAUS-Random where N antennas
and U users are randomly selected. All the following sim-
ulation results are obtained by average of 5000 indepen-
dent trials, in which users’ locations are independently and

FIGURE 2. Weighted sum rates with varying the transmit power.

randomly generated in the cell, the channel gains are accord-
ingly generated, and the weights of users are randomly given
between 0 and 1.

Fig. 2 shows the weighted sum rate performance with
varying the total transmission power budget, PT , of the BS
from 22 dBm to 46 dBm. In this simulation, the numbers
of BS antennas, RF chains, and users in the system are set
to M = 10, N = 5, and K = 10, respectively. We
assume that the five users are selected, i.e., U = 5. In
the figure, the weighted sum rate performance of all the
JAUS algorithms is increasing as the total transmission power
budget, PT , of the BS increases. Meanwhile, our JAUS-LCC
not only provides near-optimal performance (i.e., very close
to that of JAUS-ES that provides optimal performance), but
also outperforms the others. This demonstrates that it is very
effective to select antennas and users by deleting one by one
alternately as in our JAUS-LCC. The reasonwhy JAUS-CWF,
JAUS-CBF, JAUS-SUS, and JAUS-Norm perform much
worse than ours is that they focus only on the correlation,
orthogonality, and norm of channels, respectively, while our
JAUS-LCC tries to maximize the weighted sum rate by con-
sidering not only the channels of users but also their weights.
As a result, our JAUS-LCC is very practical not only because
it gives near-optimal performance comparable to JAUS-ES,
but also because it has relatively very low computational
complexity.

Fig. 3 shows the weighted sum rate performance with
varying the number of transmit antennas from 20 to 100,
where the parameter settings are the same as before. Note
that we omit the simulation results for JAUS-ES hereinafter
since its computational complexity becomes prohibitively too
high to obtain its simulation results as the parameters values
(e.g., the number of antennas, users, or both) get larger. As
can be seen in the figure, our JAUS-LCC provides clearly the
highest weighted sum rate performance. On the other hand,
we can see that the weighted sum rate performance does not
significantly increase despite the increase in the number of
the BS antennas. This is because the spatial diversity gain
does not change since the number of antennas being activated
still remains constant.
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FIGURE 3. Weighted sum rates with varying the number of transmit
antennas.

Fig. 4 shows the weighted sum rate performance with
varying the number of selected antennas from 10 to 100,
where the parameter settings are the same as before, except
that the number of transmit antennas is set to 100. As
expected, our JAUS-LCC provides the highest weighted sum
rate performance. Also, we can see that the weighted sum
rate is clearly increasing as the number of selected antennas
increases. This is because the more the antennas are activated,
the greater the spatial diversity gain can be achieved. On the
other hand, as the number of selected antennas increases,
the weighted sum rates of JAUS-CWF and JAUS-CBF gets
closer and closer to that of our JAUS-LCC, and eventu-
ally become the same when all antennas are selected and
activated. This is because (i) the more antennas are acti-
vated, the less effective the antenna selection will be, and
(ii) both JAUS-CWF and JAUS-CBF follow our user selec-
tion scheme, whereas JAUS-SUS and JAUS-Norm follow
user selection schemes considering only users’ channels.
In addition, as the number of active antennas gets larger,
the marginal increment of the weighted sum rate gradually
decreases. However, the hardware driving cost increases [26].
As a result, we can see that it is very important to determine
the number of antennas to be activated in consideration of the
above trade-offs in implementing a massive MIMO system.

Fig. 5 shows the weighted sum rate performance with vary-
ing the number of users from 10 to 30, where the parameter
settings are as follows: M = 50, N = 5, and U = 5. Like
the previous simulation results, our JAUS-LCC provides the
highest weighted sum rate performance among all the JAUS
algorithms. Also, as can be seen in the figure, the weighted
sum rate increases as the number of users increases in all
JAUS algorithms except JAUS-Random. This is because the
multi-user diversity gain can be achieved by the user selec-
tion schemes in JAUS algorithms except JAUS-Random,
in which it cannot be achieved by random user selection.
Similarly to Figure. 4, as the number of users increases,
the marginal increment of the weighted sum rate gradually
decreases.

Lastly, since perfect knowledge of instantaneous channel
state information (CSI) at the BS is unrealistic in practice,

FIGURE 4. Weighted sum rates with varying the number of selected
transmit antennas.

FIGURE 5. Weighted sum rates with varying the number of users.

we investigate the effect of the imperfection of CSI in
terms of the weighted sum rate performance. To this end,
as in [17], we model an estimated channel vector for user k
as ĥk = hk + (γk )1/2ek , where ek is the channel estimation
error, each element of which follows the complex Gaussian
distribution with zero mean and variance of σ 2

e . That is,
in the estimated channel model being adopted, an indepen-
dently generated error is imposed on each small-scale fad-
ing coefficient. Fig. 6 shows the weighted sum rate perfor-
mance of our JAUS-LCC in imperfect CSI environments.
The parameter settings of Figs. 6a and 6b are the same as
in Figs. 2 and 3, respectively, only except that the estimated
channel model is exploited. As expected, we can see that
the performance of JAUS-LCC slightly deteriorates as the
variance of channel estimation error increases. This is mainly
due to the fact that the imperfect CSI distorts the ZF pre-
coding as well as the power allocation, compared to the
perfect CSI. Nevertheless, comparing Fig. 6a with Fig. 2 and
Fig. 6b with Fig. 3, we can see that our JAUS-LCC even
in an imperfect CSI environment with σ 2

e = 0.5 provides
much higher weighted sum rate performance compared to the
other JAUS algorithms (except JAUS-ES) in a perfect CSI
environment.
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FIGURE 6. Weighted sum rates in imperfect CSI environments.

Through the simulation results above, we can conclude that
our proposed algorithm, JAUS-LCC, not only provides good
performance comparable to JAUS-ES, but also outperforms
the other JAUS algorithms in terms of the weighted sum rate
performance.

B. EVALUATION OF OJAUS
In this subsection, we finally provide the performance of
our OJAUS in which JAUS-LCC is performed for each time
slot, called OJAUS-LCC, taking into account the required
minimum average data rates of users. To show its effec-
tiveness, we compare it with other scheduling algorithms in
which JAUS-X for X ∈ {CWF, CBF, SUS, Norm, Random}
is performed for each time slot, called OJAUS-X . To run
OJAUS, we set the step size, ζ t , in time slot t in (21) to 1/t .
The channels are realized with the same way in the previ-
ous simulations. We consider a scenario where 5 antennas
out of 10 antennas and 5 users out of 10 users with unity
weights are selected, and the 10 users are placed such that
their distances from the BS are given as in Table 2. In this
scenario, we observe the performance results over 5000 time
slots.

TABLE 2. Each user’s distance from the BS.

FIGURE 7. Performance comparison results between scheduling
algorithms for the case where r̄k = 10,∀k .

Fig. 7 shows the average sum rate and each user’s average
data rate results, given a minimum average data rate require-
ment of each user as 10 bps/Hz. In Fig. 7a, we provide the
trajectories of the average sum rate over 5000 time slots. We
can first see that our OJAUS converges to a stationary point
well no matter which JAUS algorithm is used. In addition, our
OJAUS-LCC provides higher average sum rate performance
than the others. On the other hand, in Fig. 7b, we can observe
that the minimum average data rate requirements are only
ensured in OJAUS-LCC, OJAUS-CWF, and OJAUS-CBF.
This is mainly because of the following two points. First,
according to the principle of our OJAUS, the effective
weights of users whose channel gains are not good enough
to meet their own minimum average data rate requirements
are increased (see (21) and (22)). Second, they all follow our
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FIGURE 8. Performance comparison results between scheduling
algorithms for the case where all users have the same QoS requirements.

proposed user selection scheme, taking into account users’
channel conditions as well as effective weights (see (31)
and (32)). After all, these two points work in synergy with
each other, thereby ensuring the minimum average data
rate requirements. Meanwhile, whereas OJAUS-CWF and
OJAUS-CBF meet the minimum average data rate require-
ments of all users by narrow margins, our OJAUS-LCC
meets them while offering significantly higher average data
rates to some users close to the BS. However, OJAUS-SUS
and OJAUS-Norm cannot satisfy the minimum average data
rate requirements because they follow user selection tech-
niques based only on the users’ channels without consider-
ing their effective weights. Lastly, in OJAUS-Random, users
are evenly selected out over a total of 5000 time slots,
which results in very low average sum rate performance
as well as dissatisfaction with minimum average data rate
requirements.

In Fig. 8, we investigate our OJAUS-LCC in more detail
for the following four different minimum average data rate
requirements: 0 bps/Hz, 4 bps/Hz, 8 bps/Hz, and 11 bps/Hz.
Fig. 8a shows the average sum rate, for the different four QoS
requirements. As shown in the figure, the average sum rate
decreases as the required average data rates increase. This is

FIGURE 9. Performance comparison results between OJAUS-LCC with
individual QoS requirements and OJAUS-LCC without any QoS
requirements.

because the higher the required average data rates, the more
difficult it becomes to focus on users with high channel
gains who can contribute more to the sum rate performance
enhancement. In other words, users with high channel gains
are sacrificed to satisfy the QoS requirements of the other
users with low channel gains. Meanwhile, Fig. 8b shows
each user’s average data rate in detail for the different QoS
requirements. Similarly to Fig. 7b, our OJAUS-LCC well
meets the given QoS requirements in any case.

Lastly, we observe the performance of OJAUS-LCC for
the case where the users have individually different QoS
requirements. To this end, we set the required minimum
average data rates of the first five users to 5 bps/Hz while
those of the rest five users to 15 bps/Hz, and compare the
average data rates between OJAUS-LCC with QoS require-
ments and that without QoS requirements through Fig. 9.
The simulation results confirm that our OJAUS-LCC with
QoS requirements well satisfy the individually given QoS
requirements of all users. In conclusion, our proposed OJAUS
not only guarantees convergence to a stationary point, but also
meets given QoS requirements, whether given identically or
individually.

VI. CONCLUSION
In this paper, the joint antenna and user scheduling has been
investigated for the downlink of a single cell in the massive
MIMO system. We aim at maximizing the weighted aver-
age sum rate while ensuring given QoS requirements. To
solve the problem, we have first developed an opportunistic
scheduling algorithm, called OJAUS, by which both antennas
and users can be opportunistically scheduled with consider-
ing the channel conditions and the achieved QoS satisfac-
tion of users. Then, we have developed a simple heuristic
JAUS algorithm with low computational complexity, called
JAUS-LCC, which is a built-in algorithm to be executed in
every time slot within OJAUS. To show the effectiveness
of our proposed algorithms, we have first showed that the
computational complexity of our JAUS-LCC is relatively
very low compared to JAUS-ES. Subsequently, we have
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shown that JAUS-LCC not only outperforms the baseline
algorithms in terms of weighted sum rate performance but
also provides near-optimal performance through the exten-
sive simulation results, despite requiring relatively low com-
putational complexity. In turn, we have also shown that our
OJAUS-LCC well satisfies given QoS requirements. This
study will be the cornerstone of future work on the develop-
ment of low-complexity resource allocation/scheduling algo-
rithms that take advantage of the physical characteristics of
massive MIMO systems, e.g., channel hardening, favorable
propagation, etc.

APPENDIX
To prove Theorem 1, we utilize the fact that if an optimization
problem satisfies the time-sharing condition, the duality gap
vanishes regardless of the convexity of the problem, which is
proved in [53]. To this end, we first define the time-sharing
condition for our problem.
Definition 1: Let r̄ = (r̄k )∀k∈K is the vector composed

of users’ minimum average data rate requirements. Let
{ᾱx , β̄x , p̄x} and {ᾱy, β̄y, p̄y} be optimal solutions to Prob-
lem P2 when r̄ is given by r̄x = (r̄x,k )∀k∈K and r̄y =
(r̄y,k )∀k∈K, respectively. Then, Problem P2 is said to satisfy
the time-sharing condition if for any r̄x , r̄y, and 0 ≤ θ ≤ 1,
there always exists a feasible solution {ᾱz, β̄z, p̄z} such that
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k∈K
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z ;H)
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]
, ∀k ∈ K. (37)

Now, we prove Theorem 1 by proving that Problem P2
satisfies the time-sharing condition, i.e., inequalities (36) and
(37). First, for any r̄x , r̄y, and 0 ≤ θ ≤ 1, let us consider
{αt

z,β
t
z,p

t
z} given by

{αt
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t
z,p

t
z} =

{
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x}, t ≤ bθT c,

{αt
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t
y,p

t
y}, t > bθT + 1c,

(38)

where b·c is the floor function that gives the largest integer
not exceeding its argument. Then, the first inequality (36) is
always satisfied by
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z ,β
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z ,p

H
z ;H)

]
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T
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∑
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ηkRk (αt
z,β

t
z,p

t
z;H

t )

= lim
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1
T
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∑
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x;H

t )

+
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t=bθT+1c

∑
k∈K

ηkRk (αt
y,β

t
y,p

t
y;H

t )


= θE
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ηkRk (αH
x ,β

H
x ,p

H
x ;H)

]

+ (1− θ )E
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k∈K

ηkRk (αH
y ,β

H
y ,p

H
y ;H)

]
. (39)

Similarly, the second inequality (37) is also always satisfied
by, for all k ∈ K,

E
[
Rk (αH

z ,β
H
z ,p

H
z ;H)

]
= lim

T→∞

1
T

T∑
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t )
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1
T
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Rk (αt
x ,β

t
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t
x;H
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Rk (αt
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t
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= θE

[
Rk (αH

x ,β
H
x ,p

H
x ;H)

]
+ (1− θ)E

[
Rk (αH

y ,β
H
y ,p

H
y ;H)

]
≥ θ r̄x,k + (1− θ )r̄y,k . (40)

In conclusion, Problem P2 can be said to satisfy the
time-sharing condition, resulting in no duality gap.
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