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ABSTRACT The High Voltage Direct Current (HVDC) is an emerging technology that transmits power over
long distances and at a higher capacity than the traditional AC systems. Integration of HVDC into modern
power networks requires vital modification to the Supervisory, Control and Data Acquisition (SCADA)
system, particularly in power system applications. For instance, the state estimator toolbox is an essential
software to estimate the network AC and DC systems states. However, the state estimator may fail due to
severely corrupted data, a.k.a bad data; hence, an additional data treatment is needed. This paper presents
a unified bad data detection block for Weighted Least Squares (WLS) state estimation algorithm. The bad
data detection block works for hybrid Voltage Source Converter (VSC)-HVDC/AC transmission systems.
It improves the traditional Largest Normalized Residual (LNR) method by integrating the Gaussian Mixture
Model (GMM) algorithm. This method reduces the time needed for bad data detection, increases the
algorithm robustness, and enhances estimation accuracy. The Cigre B4 network is used as a test case to
validate this work on a hybrid VSC-HVDC/AC network. Also, grid load and generation data from the UK
is used to construct the simulation measurements and the GMM model. Simulation results show that the
modified GMM-LNR has considerably reduced the detection time and improved the WLS accuracy.

INDEX TERMS State estimation, VSC, HVDC, AC/DC, bad data, unified, GMM, LNR.

I. INTRODUCTION
Modern power networks are becoming more complex due
to the penetration of large-scale low-carbon generation
units such as solar and wind farms. In long-distance high
power transmission, the power is transferred through a
modern grid technology known as HVDC grids [1]. The
HVDC has reduced the overall power transmission losses
and provided better performance over the conventional AC
networks [1]–[3]. Besides, it has allowed interconnecting
asynchronous networks and transfers high power capabil-
ity [2], [4], [5]. The VSC based HVDC provide high control-
lability over the generated power by independently control
the active and reactive power. The architecture of the mod-
ern VSC-HVDC/AC stations and transmission grids are
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FIGURE 1. Modern SCADA systems architecture for hybrid HVDC/AC
network [8].

commonly operated by separate SCADA systems, as shown
in Fig. 1 [1], [3], [5]–[7].

The hybrid VSC-HVDC/AC networks are increasing and
alongside that, the demand on more robust control of such
grids becomes more essential and critical [1], [3], [5].
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The operators of the AC and DC networks are monitoring
the grids through either centralized or distributed SCADA
systems. In the SCADA command center, several power sys-
tem toolboxes exist to control and observe the power net-
work. The power system state estimation is one of the major
tools in the layer of power system applications. It processes
the imperfect (noisy) and redundant measurements to pro-
vide more accurate presentation of the power network states
(i.e. DC voltages and AC voltages and phase angles) [9],
[10]. These measurements are collected by data acquisition
devices represented by Remote Terminal Units (Phasor Mea-
surements Unit (PMU) and Intelligent Electronic Devices
(IED)) [11].

Research has been chunked with methods and modifica-
tions for transmission network state estimation algorithms,
especially on the AC side. The most known algorithm,
the WLS, was first formulated by Fred Schweppe in
1969 [12], it is still used on transmission level alongside it’s
common competitor, the Kalman filter [13]. Several other
methods have been proposed in the past years; some focused
on the computational demand, such as fast decoupled state
estimation, while others on the accuracy and bad data detec-
tion (i.e. robustness) such as Hachtel’s Augmented Matrix
(HAM), exact second-order state estimation and Least Abso-
lute Value (LAV). A comparison conducted in [14] has con-
cluded that WLS is performing better than other methods in
cases of noisy measurements and zero bad data.

The integration of the VSC-HVDC grids has raised
challenges to the state estimator toolbox and affected it’s
performance, efficiency and reliability [15]–[17]. As a result,
there is an ongoing research on the state estimation toolbox
for HVDC, and mainly on hybrid VSC-HVDC/AC networks.
The fast decoupled state estimator for hybrid AC/DC sys-
tems is presented in [18]. In [17], a robust state estimation
for VSC-DC systems based on LAV method is proposed.
While in [19] and [20], sequential weighted state estimator
is provided for multi-terminal VSC-DC/AC grids. The PMUs
based state estimators are discussed in [21] and [22]. HAM
and WLS algorithms are used in [23] and [8] respectively
as a unified state estimator for VSC-HVDC/AC, both argued
that a unified (centralized) approach increase the estimation
accuracy due to the higher redundancy rate of measurements.

Despite that high-end devices (PMUs) are widely installed
in transmission networks, the possibility of having bad data
still exists. Faulty devices, environmental conditions, times-
tamps mismatch and cyber-attacks are the common reasons
for these defected data [24]. Modern data-driven algorithms
have emerged recently, a deep learning bad data detection
algorithm for linear state estimator is available in [25], and for
AC smart-grids in [26]. A machine learning approach based
on PMU is proposed in [27]. Conventional algorithms with
internal bad data rejection such as LAV is presented in [17],
[28], and with HAM in [23], but these methods can be more
computational demanding. In the traditional WLS, the bad
data detection requires an additional post-processing block,
which increases the computational processing. Roughly, each

single bad data requires a complete WLS state estimation
cycle. The most common bad data methods for WLS is the
Chi-square and LNR approach [17], [29]. The work in [30]
proposes a mixture Gaussian distribution learning method to
detect the false data injection attacks on smart grids state
estimations.

Regardless of the variety of state estimation and bad data
detection algorithms, theWLSmethod is still commonly used
in the SCADA of transmission networks. Therefore, the work
in this paper focuses on keeping the WLS algorithm intact
while improving its robustness by integrating the GMM with
the LNR bad data detection block. The approach requires his-
torical data profiles to be modelled using GMM, since it has
shown good performance in load profilemodelling [31]–[33].
Then, the LNR algorithm is modified to use the GMM
parameters since the LNR is a function of the measurement’s
weights. GMM provides estimates of the variances of the
measurement by clustering the data profiles into groups. The
estimated variances are used to better weigh the measure-
ments during the state estimation and the bad data detection
processes. The measurements that appear outside the clus-
tered groups are in advance suspected to be bad data.

The proposed approach has achieved several contri-
butions: (1) The method is compatible and deployable
for VSC-HVDC/AC unified state estimation. Furthermore,
the additional blocks require no changes on the WLS algo-
rithm or the traditional LNR, which builds interests for
the industrial vendors. (2) The pre-processing block calcu-
lates the GMM parameters, passes them to the WLS block,
and identifies the suspected bad data in advance. (3) The
post-processing GMM-LNR block checks the suspected data
and corrects them based on the GMM clusters. (4) The com-
putational efforts have been reduced compared with the tra-
ditional LNR bad data detector. In short, these modifications
have increased the state estimation accuracy and reduced the
processing time of bad data detection.

The structure of the paper is as follows: Section II reviews
theWLS state estimator and the traditional bad data detection.
Section III goes through the mathematical background of
the GMM and the integration of it with WLS. Section IV
presents the results and the validation of themodifiedmethod.
Section V concludes the work of this paper.

II. STATE ESTIMATION AND BAD DATA DETECTION
The state estimator toolbox in the SCADA system provides
the most accurate network states (voltages and angles) possi-
ble. It processes the collected measurements (z) from the net-
work by reducing noise (error e) added to the measurements
during the acquisition and transferring of data as shown in the
equation below:

z = h(x)+ e (1)

The measurements usually come from three sources:

1) PMUs or high-end devices: these devices provide
very accurate (low uncertainty) measurements to the
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state estimator. Usually, these measurements have a
variance between 10−6 to 10−8.

2) IEDs: measurement and control devices with an accu-
racy that variates depending on the purpose and loca-
tion. It’s variance can vary between 10−3 and 10−6.
The measurements from these devices are commonly
assumed to have Gaussian noise.

3) Pseudo-Measurements: the source of these measure-
ments is the historical data and statistical models or
more advanced neural networks (machine learning
today). The statistical model measurements have high
uncertainty with a variance between 10−1 and 10−2.
These measurement are usually used in cases of an
unobserved network (not enough measurements).

A. WEIGHTED LEAST SQUARES (WLS)
The WLS algorithm is one of the common tools available
today to provide better system states observation. The algo-
rithm’s objective function J (x) is represented by the square
error (residual r) of the measurements and their weights. The
WLS can be formulated as a matrices minimization problem
as shown in (2).

Minimise
x

: J (x) = (z− h(x))T R−1 (z− h(x)) (2)

where, z =
[
z1 z2 . . . zn

]T is the measurements vector
with n measurements, x is the state variable vector, h(x) =[
h1(x) h2(x) . . . hn(x)

]T is a vector of non-linear functions
evaluated at the state variable x, and R is a diagonal matrix
that contains the variances (σ 2) of all measurements, R =
diag

[
σ 2
1 σ

2
2 . . . σ

2
n
]T for independent measurements. The

WLS state estimation steps are illustrated in Fig. 2 flowchart.
Using the Taylor series approximation and Newton-

Raphson, the minimization problem can be simplified to (3)

x̂k+1 = x̂k +1x̂k (3)

where 1x̂k is the system states update factor, and calculated
as follow:

1x̂k =
[
G(x̂k )

]−1
OF(x̂k ) (4)

OF(x̂k ) = HT (xk )R−1(xk )(z− h(xk )) (5)

G(xk ) = HT (xk )R−1(xk )H (xk ) (6)

where G(xk ) is the Gain matrix and H (x) = ∂h(x)
∂x is the

Jacobian matrix.
In a hybrid VSC-HVDC/AC system, the state variable

vector x contains AC voltages and phase angles and DC
voltages. Therefore, the unifiedWLSmeasurement functions
vector h(x) is extended to include AC, DC and converter
measurements and constraints as shown below:

h(x) =

[ hAC1 (x) hAC2 (x) . . . hACa (x)
hDC1 (x) hDC2 (x) . . . hDCb (x)
hpc1(x) hpc2(x) . . . hpcc(x)
hvc1(x) hvc2(x) . . . hvcc(x) ]T

where hAC (x) and hDC (x) are the AC and DC measure-
ments sets respectively, the hpc(x) and hvc(x) represent the

FIGURE 2. The WLS state estimation algorithm.

FIGURE 3. Converter power coupling schematic [8].

converter power constraints and the voltage coupling mea-
surements, and a, b and c are the number of AC systems,
DC systems and converters respectively.

The converter Power Coupling (hpc(x)) is presented as a
zero-constraint function between the AC/DC power and the
converter losses as shown in (7) [8], [34].

hpcj(xac, xdc) = Pac(xac)+ Pdc(xdc)+ Pcl = 0 (7)

where xac is the voltage and phase angle states of the AC side,
xdc is the DC side voltage state, j is the converter number,
and Pcl is the converter losses. Pcl can be calculated using an
experimental statistical approach available in [4], [8], [10].
In Fig. 3, the TFR term presents theAC side transformer, filter
and reactor losses.

The converter Voltage Coupling (hvc(x)) is presented as a
ratio measurement Midx (modulation index) between the AC
and DC sides voltages as shown in Fig. 4. Midx is calculated
using (8) [8], [17], [35].

hvcj(xac, xdc) = Midx = Kcf
Vc−dc
Vg−ac

(8)
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FIGURE 4. Converter voltage coupling schematic [8].

where xac and xdc are the voltage states of the AC and DC
sides for the jth converter, Vg−ac is related to the converter
operation conditions (rectifier/inverter), andKcf is the voltage
conversion factor, it can have different values based on theAC
side network topology and converter type. Further details are
available [8].

In addition, the Jacobian matrix is modified to cover the
extensions as shown the matrix below Hunified .

Hunified (x) =


HAC−AC HDC−AC
HAC−DC HDC−DC
Hhpc−AC Hhpc−DC
Hhvc−AC Hhvc−DC


where
HAC−AC is the ∂hAC (x) to θ and Vac
HDC−AC is the ∂hDC (x) to θ and Vac↔ 0-matrix
HAC−DC is the ∂hAC (x) to Vdc↔ 0-matrix
HDC−DC is the ∂hDC (x) to Vdc
Hhpc−AC is the ∂hpc(x) to θ and Vac
Hhpc−DC is the ∂hpc(x) to Vdc
Hhvc−AC is the ∂hvc(x) to θ and Vac
Hhvc−DC is the ∂hvc(x) to Vdc
The Jacobian matrix can be expanded as shown below, for

aAC systems, bDCSystems, and c convertersH(x), as shown
at the bottom of the page.

Further details on the mathematical background and the
equations of the unified VSC-HVDC/AC state estimator are
available in [8].

B. UNIFIED BAD DATA DETECTION
Bad Data processing aims to detect, identify and eliminate/
correct measurements with gross errors. These measure-
ments are usually corrupted with non-Gaussian errors.

In an over-observed network, the bad data detection process
becomes easier due to the effect of the redundant measure-
ments. It is essential to avoid loss of observability whenever
a measurement elimination is required [23].

Gross errors usually occur due to device failure,
cyber-attacks or out-of-synchronization communication.
In WLS, there are two common techniques used to detect
bad data, the χ2 test and the LNR.

1) CHI-SQUARE (χ2) TEST
The χ2 test is a statistical method based on chi-square dis-
tribution to detect bad data [36]. The test compares the state
estimation objective function with the χ2 distribution. The
χ2 value is evaluated at (m − s) degree of freedom and C%
confidence interval, where m is the number measurement, s
is the number of states, and C% is chosen by the SCADA
operator and commonly 95% is used.

This method detects the existence of bad data if J (x) eval-
uated by (9) is greater than the estimated χ2, where ri is the
residual, calculated by zi − hi(x).

J (x) =
m∑
i=1

ri2

Rii
(9)

The χ2 test is not computationally demanding, but it is not
sufficient to identify the bad measurement on its own.

2) LARGEST NORMALIZED RESIDUAL (LNR) TEST
The LNR is a hypothesis testing method used to identify
the bad measurement. It starts after the doubts of bad data
existence from the chi-square test. The integration of LNR in
WLS state estimation algorithm is shown in Fig. 5, and its
processes can be described as follow:

1) Check if bad data exists in the measurements set (e.g.
using χ2 test);

2) Compute the LNR for all measurements based on the
below equation:

riNLR =
|ri|
√
Sii

(10)

where S is the residual sensitive matrix given by:

S = R− (H (HTR−1H )
−1
HT ) (11)

H (x) =



H(AC−AC)1 0 0 0 0 0
. . . . . . . . . . . . . . . . . .

0 0 H(AC−AC)a 0 0 0
0 0 0 H(DC−DC)1 0 0
. . . . . . . . . . . . . . . . . .

0 0 0 0 0 H(DC−DC)b
H(hpc−AC)1 0 0 H(hpc−DC)1 0 0

. . . . . . . . . . . . . . . . . .

0 0 H(hpc−AC)c 0 0 H(hpc−DC)c
H(hvc−AC)1 0 0 H(hvc−DC)1 0 0

. . . . . . . . . . . . . . . . . .

0 0 H(hvc−AC)c 0 0 H(hvc−DC)c
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FIGURE 5. WLS with LNR bad data block.

3) Define a threshold thr which identifies the suspected
measurements by applying the following if-statement:

For all rNLR
{
if riNLR > thr, Suspected
if riNLR ≤ thr, Pass

(12)

The thr value varies between 1.5 and 4 based on several
papers and industrial reports, but the value 3 is com-
monly used [28].

4) The max(riNLR) of all suspected measurements is
selected to be eliminated or corrected.

5) Restart the process from the state estimator block with
the updated measurements set.

The LNR method faces several drawbacks:
1) The method is considered accurate in detecting a single

bad data at a time. However, it requires a complete
restart of the WLS cycle per bad data. Furthermore,
it finds difficulties with interacting and conforming bad
measurements.

2) It increases the WLS computational burden due to the
complex evaluation of the residual sensitive matrix.

3) The algorithm cannot avoid loss of observability when
the measurement is removed. Therefore, additional
conditions are required to maintain observability.

The process of eliminating a bad data simplymeans remov-
ing it from the measurement set. However, another approach
can be implemented to correct the bad measurement using the
equation below [28]:

zNLR−corrected = zBD −
Rii
Sii
× ri (13)

The bad data block is essential to guarantee the robustness
of theWLS algorithmwhenever the integrity of measurement
devices is not ensured. In this work, the LNR is expanded to
deal with AC, and DC residuals and reinforced by GMM.

III. GAUSSIAN MIXTURE MODEL (GMM)
The GMM is a superposition statistical structure based on
Gaussian distribution (mixtures/clusters). It clusters the data
intro several K Gaussian distributions, each with a different
parameters: mean (µ), variance (σ 2) and weight (fraction ∅).
The GMM has a probability density function (14), and it can

FIGURE 6. GMM and EM algorithm flowchart.

be derived by following the flowchart steps in Fig. 6. The
Expectation-Maximization (EM) algorithm is used to obtain
the GMM parameters [37].

GMMpdf =

K∑
j=1

∅iGpdf =
K∑
j=1

∅jG
(
µj, σ

2
j

)
(14)

GMM can be applied to 1-dimension of data as in (15) or
d-dimensions as in (16) [31], where z is the data sample, σ is
the variance,E is the covariancematrix in case of multivariate
Gaussian distribution, and 0 =

(
−

1
2 (z− µ)

T E−1 (z− µ)
)
.

G
(
z|µ, σ 2

)
=

1
√
2πσ 2

exp
(
−

1
2σ 2 (z− µ)

2
)

(15)

G (z|µ,E) =
1(√

2π
)d √

det(E)
exp(0) (16)

A. THE EXPECTATION-MAXIMIZATION ALGORITHM
EM is one of the elegant iterative techniques to obtain the
GMM parameters; it is used to cluster data [37]. The conven-
tional EM process can be summarized as follow:

1) The Initialization step initializes the:
• Means (µ): are given random values from the data
set or can be obtained using K-means algorithm

• Covariance (σ/E): is a D × K matrix, where D is
the data dimensions and K is the number of
clusters. The covariance of all clusters in each
dimension is initialized with the variance of that
dimension.
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• Clusters fractions (∅): are initialized equally by
assuming that each cluster shares 1

K of weight.
2) The Expectation step calculates the pdf of each data

point (x) using the Gaussian pdf equation (15) or (16).
Then finds the probability f (j|z) that each data point
belongs to a specific cluster j using (17), where K is
the clusters number and Gpdf (j|zi) = zi ×N (µj, σ 2

j ).

f (j|zi) =
Gpdf (j|zi) × ∅j∑K

k=1 (Gpdf (k|zi) × ∅k )
(17)

3) TheMaximization step takes the output of the Expecta-
tion step to update the clusters means (18), covariances
(19), and fractions (weights) (20), using the weighted
average equation, where N is the data length.

µj =

∑N
i=1 f (j|zi)× zi∑N

i=1 f (j|zi)
(18)

E =
∑N

i=1 f (j|zi)×
(
zi − µj

)
× (zi − µj)T∑N

i=1 f (j|zi)
(19)

∅j =
1
N

N∑
i=1

f (j|zi) (20)

4) The Termination step, the EM steps are iterated till
either: 1- exceed the allowed number of iterations:
2- reaching an acceptable tolerance 1µ < tol.

The outputs of GMM and EM are means, variances and
clusters fractions; each mean and variance are corresponding
to a specific cluster (Gaussian distribution pdf). The above
procedure is summarised in the flowchart, Fig. 6.

The GMM probability density function GMMpdf is the
summation of the Gaussian mixtures, and for a single dimen-
sion data is presented (21).

GMMpdf =

K∑
j=1

∅j × Gpdf (j|zi) (21)

However, the traditional EM mentioned above has some
convergence issues, and weak termination condition. There-
fore, the problem is transformed into a maximization
log-likelihood optimization problem (λGMM ) as shown in
(22), where N is the data length [37].

λGMM =

N∑
i=1

log

 K∑
j=1

∅j × Gpdf (j|zi)

 (22)

The equations of means, covariance and weights are trans-
formed to logarithmic form, e.g. (17) becomes:

log f (j|zi) = log
(
Gpdf (j|zi) × ∅j

)
− log

K∑
k=1

Gpdf (k|zi) × ∅k (23)

In the expansion of the previous equation, the part
log

∑k
1 Gpdf × ∅ is a log-sum-exp problem, and it requires

a mathematical trick to be evaluated correctly without arith-
metic underflow [38].

The modified version of the EM has a log-likelihood
convergence, which offers a better termination condition
(1λGMM < tol). Further modification can be made on the
conventional GMM to merge the mixtures and reduce the
clusters number, this approach known as Reduced Gaussian
Mixture Model (RGMM).

B. REDUCED GAUSSIAN MIXTURE MODEL (RGMM)
The RGMM aims to improve the accuracy of the GMM pdf
approximation by combining some of the Gaussian mixtures
together [31]. RGMM requires updating the weights, means
and variances of the merged clusters using (24), (25) and
(26), where j refers to the mixture to combine, and E is the
covariance matrix.

The reduction of the clusters leads to loss in the total
weights, i.e.

∑K
i=1 ∅i 6= 1. Therefore, the mean and variances

of the merged cluster is normalised with ∅new.

∅new =
∑
j∈I

∅j (24)

µnew =
1
∅new

∑
j∈I

∅ × µj (25)

Enew =
1
∅new

∑
j∈I

∅j ×
[
Ej + ξ

]
where ξ =

(
µj − µnew

) (
µj − µnew

)T (26)

RGMM algorithm starts by selecting the cluster with the
largest weight as a principle cluster p, then merging any
cluster j stands within a certain distance Dp−>j. The distance
is evaluated using the Salmond equation (27) [39], and com-
pared with χ2 threshold at a specific confidence level (e.g.
99%).

Dp−>j =
∅j × ∅p

∅j + ∅p

(
µp − µj

)T
× E−1p ×

(
µp − µj

)
(27)

For all clusters, if Dp−>j < thr then cluster j is merged
with the principle cluster p.

C. GMM MODIFICATION OVER THE TRADITIONAL LNR
The additional GMM data pre-processing block is shown
in Fig. 7 flowchart. It shows the procedure of obtaining
the GMM parameters required for the WLS algorithm. The
GMM provides means and variances to the WLS to tune
the estimation process more accurately. The bad data block
determines the suspected bad data measurement by checking
all measurements with the following constraint: for measure-
ment zi and for all clusters from 1 to j, zi is a suspected
measurement ⇐⇒ |zi − µj| > 3σj.
After determining the suspected data, the GMM cluster

j that represents the current load form is identified. Then,
the calculations of the sensitivity matrix and the zNLR are
evaluated for the suspected elements using (13) and the
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FIGURE 7. The GMM parameters for WLS flowchart.

FIGURE 8. The GMM modification on WLS BD detection.

GMM variances. A GMMfactor is generated as a pseudo
measurement, where GMMfactor = N (µj−GMM , 3σ 2

j−GMM ).

If the zNLR measurement is larger than the GMMfactor ,
then the measurement is substituted by a quasi-pseudo mea-
surement using (28), if not then the zNLR measurement is
returned. The integration of GMM with LNR and WLS is
shown in Fig. 8.

zGMM−NLR =
zNLR × GMMfactor

zNLR + GMMfactor
(28)

IV. SIMULATION AND OUTCOMES
A. NETWORK DESCRIPTION
The network in Fig. 9 shows a modified version of the Cigre
B4 HVDC/AC grid [40]. The network is assumed to cover
part of the UK total demand at four demand points as shown

FIGURE 9. The Cigre B4 HVDC/AC transmission network.

FIGURE 10. AC demand (load profile) of bus 2, 6, 8 and 11.

in the figure. The load and generation profiles are obtained
from the UK NationalGrid historical data for January 2021
[41]. A simple data treatment has been carried out as follow:

1) The resolution of load profiles data is upscaled from
half an hour to 15 minutes (48 to 96 data points per
day). 14 days of data are aggregated into 7 days, then
the moving mean algorithm is applied. Fig. 10 shows
the upscaled load profiles of the demand buses.

2) The generation data are selected from the same period.
8 different days of wind generation profiles are chosen,
one per unit generation in the Cigre B4. The data are
downscaled from half an hour to one hour. Hence,
the generation is assumed fixed for one hour.

B. LOAD PROFILE MODELLING USING GMM
The subfigures in Fig. 11 show the histogram and the GMM
pdfs for the load profiles of bus 2, 6, 8 and 11. The width of
the histogram bars is calculated using Scott’s Rule [42], and
the GMM is constructed with 3 clusters.

1) THE CHI SQUARE GOODNESS-OF-FIT TEST
The goodness-of-fit test is based on Chi-Square statistical
test, and is used to test the performance of the GMM against
other known distributions [43]. Figs. 12 and 13 show the
goodness-of-fit test for Normal, Lognormal Gamma, Weibull
and GMM distributions at load bus 2, and 11. The lower the
Chi-Square statistics value, the better fit. There is a trade-off
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FIGURE 11. 3-Clusters GMM pdf for four load buses.

FIGURE 12. Different pdfs, with GMM clusters = 3.

FIGURE 13. Different distributions goodness-of-fit, GMM Clusters = 3.

between the computational efforts of the GMM and accuracy.
Commonly GMM contains 3 to 6 clusters because at higher
clusters, the value of the Chi-Square statistic is barely chang-
ing while the processing time increases incredibly.

One of the benefits of GMM is dividing the loads into
groups, i.e., low, medium, and high loads. Each group is
represented by at least one Gaussian mixture GM (mean and
variance), and each GM defines the minimum and maximum
value of its loads. The GMM variances reflect the uncertainty
parameter or weights in the WLS state estimator.

C. STATE ESTIMATION RESULTS AND ACCURACY
The state estimation algorithm is tested on a modified version
of the Cigre B4 DC grids test case [40]. The network contains
6 AC systems—22 buses-, 2 DC systems—15 buses-, 8 AC
generators (onshore and offshore), 11 converters (rectifiers

TABLE 1. The Cigre B4 test case measurements.

TABLE 2. AC systems: Part of the measurements with bad data.

and inverters) and 4 demand buses. The network true mea-
surements are obtained by the Julia package PowerModel-
sACDC [34], [44]. A total 109 measurements were used in
the test case as shown in Table 1. The noisy measurements are
generated by adding 10%Gaussian noise to all measurements
except the slack buses voltages, based on the method in [8].
The LNR threshold is set to be 3, and the number GMM
clusters is 3.

The simulations are carried out in three cases:
1) Case I (‘‘NoBD’’): a measurement set with 10%

Gaussian noise tested in an unified WLS without a
pre/post-processing of data.

2) Case II (‘‘BD’’): a measurement set with 10%Gaussian
error with 2 AC and DC fixed bad data tested in an
unified WLS with a LNR post-processing block.

3) Case III (‘‘GMM’’): a measurement set with 10%
Gaussian error with 2 AC and DC fixed bad data tested
in an unified WLS with a GMM pre-processing block
and a modified GMM-LNR post-processing block. The
RGMM is appliedwhenever the observedmeasurement
x is connected to more than one Gaussian mixture to
ensure that x is connected to a single variance.

Table 2 and Table 3 show part of the AC and DC measure-
ments set for the Case II and III at the first simulation slot (at
time 0 of the load profiles). The bad data in the set is indicated
by the bold buses. In Table 4 the converter measurements set
for Case III is presented.

On the AC side, Figs. 14 - 15 show the voltage mag-
nitudes and the phase angle estimations of bus 6 and 11.
The results show that the GMM has improved the estimation
results despite the 10% noise and the additional bad data.
It is noticeable that during high loads (high voltage drop),
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TABLE 3. DC systems: Part of the measurements with bad data.

TABLE 4. GMM-LNR: The converter coupling constraints and
measurements.

FIGURE 14. Estimated vs true AC voltage magnitude and phase angle.

the estimation gets less accurate since the noise variation is a
function of the load magnitude. On the DC side, The GMM
has considerably increased the accuracy of the voltage drops
estimations as shown in Figs. 16a and 16b for bus 8 and 12.
The accuracy of the state estimation is evaluated using the

relative error formula in (29), where ŝe is the estimated state
value and st is the actual state value.

RE = 100%× |
ŝe − st
st
| (29)

Figs. 17 and 18 show the accuracy of the three estimation
cases in some of the AC and DC buses. The figures indicate
that the GMM has improved the overall accuracy in both AC

FIGURE 15. Estimated vs true AC voltage magnitude and phase angle.

FIGURE 16. Estimated vs true DC voltage states.

FIGURE 17. State estimation relative error for AC states.

FIGURE 18. State estimation relative error for DC states.

and DC sides. In Fig. 17, the traditional LNR bad data detec-
tion failed to accurately correct the measurements around bus
18, causing a considerable diverge in the estimation of the bus
states. However, the GMM was able to suspect the bad data
around that bus in advance, and afterwards, the GMM-LNR
dealt with the measurements.

The state estimation computational efforts are shown
in Fig. 19. The average time performance for the three simula-
tion cases are: 0.0313, 0.103 and 0.0761 seconds for Case I,
Case II and Case III respectively. The GMM-LNR showed
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FIGURE 19. The time performance of the three simulation cases.

faster performance than the tradition LNR (a reduction of
approx. 26.12%). The figure indicates that between the hour
15 and 19, the GMM-LNR has few computational peaks
due to passing some data to the traditional LNR detector
as described in Fig. 8. In case II, where LNR is only used,
the time performance suffers from higher peaks in the calcu-
lations due to the multiple iterations to correct a single bad
data.

V. CONCLUSION
The work in this paper has presented a major modification
over the traditional LNR bad data detector for WLS algo-
rithm. The modification core is based on GMM to model
historical data. The GMM components and parameters were
determined using the EM algorithm. The work has integrated
the GMM parameters in the unified WLS state estimator
for hybrid AC/DC networks. The parameters are used to
pre-processing the measurements set to identify the sus-
pected bad data by comparing the set with the modelled
GMM mixtures. Afterwards, the state estimator is run and
the GMM-LNR is applied on the suspected measurements.
Additionally, to achieve higher robustness, the traditional
post-processing LNR is applied to any remaining bad mea-
surements, which are not detected in the pre-processing
block.

A goodness-of-fit test is used to verify the GMM, and
results have proved that the GMM models the load profiles
and historical data better than the known distributions.

This work involved three study cases ofWLS andmeasure-
ments set. Each case has shown different results as follows:
• Case I: measurements set was corrupted with 10%Gaus-
sian noise without fixed bad data. The unified WLS was
applied to estimate the states. Resulted estimations were
reasonably acceptable and fast to converge but fragile to
any unexpected bad data.

• Case II: an extension of Case I, whereas measurements
included two AC and DC bad data, and WLS robustness
was reinforced by the LNR bad data detector block.
Results have shown that computational efforts were
almost four times the exposed WLS. Also, it provided
incorrect estimation when bad data interact and con-
formwith adjacent measurements in the network, as was
shown in bus 18 in the AC side.

• Case III: same measurements set of Case II was used.
GMM contributions were included in state estimation
weights and bad data detection blocks. This approach
has outperformed the traditional LNR, results have
shown robust estimations against several bad data levels,
higher accuracy, and less computational requirements.
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