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ABSTRACT Context-awareness is an essential part of pervasive computing. Video-based human activity
recognition (HAR) has arisen as an imperative module to detect user’s situation for involuntary facility
delivery in context-aware domains. The activity recognition systems are frequently employed for protective
and practical health care. Most of the existing works utilize RGB (red, green, and blue) cameras which
present confidentiality and security concerns in the health-care domain. The existing approaches also do not
sustain their performance results under the presence of a depth camera. Moreover, the accuracy of an HAR
system relies on the extraction and selection of the prominent features from the feature space. To address
these limitations, in this research, we first employ a depth camera to resolve the confidentiality and security
concerns, and propose an unsupervised segmentation algorithm that can accurately segment the human body
from the video frame. Then, we propose a new feature selection technique that has the ability to excerpt
and select the best features from the feature space. Our proposed feature selection method focuses on the
selection of confined features from the series of images and discriminate their category based on reversion
(i.e., regression) value. The proposed method extracts and selects the best features through the benefits of
forward selection and backward regression algorithms. Finally, we have trained and tested our proposed
system by employing hidden Markov model (HMM) to label the activities. The proposed approach presents
a significant performance against the existing works using depth camera.

INDEX TERMS Healthcare, activity recognition, depth camera, segmentation, level set, contour, SWLDA,
HMM.

I. INTRODUCTION
CONTEXT awareness is at the heart of pervasive computing.
It is the user context that helps an application everywhere
automatically to deliver the right kind of service such as
making an emergency call to the clinic in the event of an
elderly patient falling or turn off the lights when a user leaves
their office/home.

Activity recognition is a key element in defining a user’s
context for delivering services based on the kind of ubiquitous
tools. For instance, in the case of ubiquitous care applications,
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knowledge of day-to-day activities may enable these systems
to see and learn changes in an elder’s daily behavior that may
be indicative of their health progress e.g. patient’s behav-
ior [1], monitoring of the patients [2], fight detection [3].
In addition, it can help determine the degree of independence
of the elderly, understand the side effects of medication and
promote compliance.

Video activity recognition is often explained as automatic
recognition of human physical activities by computer using
depth cameras. The accuracy of these systems depend largely
on the extraction and selection of segments of human body,
and hence on the performance of segmentation process.
The reason why the segmentation of the human body is so
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important in such systems is that it defines the necessary and
sufficient area in an image for other modules to focus such as
feature extraction. In other words, it defines the body shapes
used to extract the features, which directly helps adds to the
accuracy of the recognition process. Many works have been
presented which tried to define the contours of the human
body (body and object are utilized interchangeably in some
parts) simply by performing a low-level image processing
task, such as canny edge detection. This, however, is not a
technical solution. It is particularly effective when the edges
are sharp and generally not incessant. It exists because of the
noise [4].

In general, a HAR system has three common elements:
segmentation, feature extraction& selection, and recognition.
In essence, human bodies can perform diverse set of activities,
and hence possess a lot of activity information. That is why in
the segmentation element, the human body is first segmented
and divided in a specific context. The feature extraction and
selection part deals with the acquisition and valuation of the
distinguishing features of any kind of activity as a token.
In the recognition part, first a classifier is skilled on the train-
ing data and then it is used to generate appropriate activity
tags contained in the received video data.

In most of the existing works, binary silhouettes are exten-
sively applied to symbolize a variety of body configuration.
Binary silhouettes sometimes generate uncertainties by pre-
senting the similar shape for various postures from various
actions. For example, if someone makes a natural movement
of hand in front of the camera, different postures might
correspond to the same shapes due to the binary plane and
the flat distribution of pixel density [5]. In such cases, binary
shapes do not seem selected the preferred choice for dis-
tinguishing these various positions from different activities.
Figure 1 shows the RGB binary and depth activities such
as hands up and down, clapping, and boxing individually.
Obviously, binary shapes are awrong choice for each separate
various posture. Unlike binary silhouettes, where there is a
flat binary distribution of the pixels [5], in depth silhouettes
body pixels are dispersed based on the distance to the cam-
era, making them a superior choice over binary silhouettes.
The depth silhouettes can be obtained by using the infrared
sensor-based depth camera or disparity calculation of the
pixels in the stereo RGB images captured using a stereo
camera [6].

Just like RGB-camera based techniques, such as [5]–[7],
some of the existing works that use depth-camera such
as [8]–[10] segment the human body from depth just by
subtracting the empty frame from depth video frame. Due to
this, these methods are also known as heuristic techniques.

Ubiquitous health-care everywhere rises privacy issues as
it may lead to circumstances where patients are unaware that
their confidential data is being communal and therefore could
be at risk [11]. Most of the ubiquitous health-care systems
developed in the past employed RGB camera to monitor
patients’ daily routine and detect their activities. These are
some common concerns about privacy that RGB cameras

have in such systems. Therefore, in this case, depth-cameras
are a good candidate to maintain patients’ privacy.

Existing systems [12]–[17] fail to achieve best accuracy
due to week and heuristic feature extraction and selec-
tion techniques. The results of majority of existing works
are presented in controlled environments. The performances
of feature extraction and selection methods employed in
their (existing works) respective systems degrade because
of dynamic activities and controlled environments. There-
fore, in this research, we develop an intelligent HAR system
against depth camera that considers most of the limitations of
the existing work. Firstly, we present a vigorous human body
segmentation algorithm, which is an unsupervised method
that efficiently perceives and segments the human body from
the video frame. The proposed segmentation algorithm is
the association of two energy functions (Chan-Vese and Bat-
tacharya functions) which not only reduces the similarities
within the human body parts but also increases the detach-
ment between the human body and the background [18]. Our
proposed segmentation technique shows utmost performance
on static and dynamic activities (which is one of the limita-
tions of our previous work [19].

Once a human body in a frame/picture is segmented, then
we apply our proposed novel feature extraction and selection
approach that extracts and selects the utmost features from
the activity frames. The developed method concentrates on
the collection of confined features from the series of frames
and discriminates their class based on regression values. The
proposed technique has the ability to simultaneously select
the best features and remove the redundant features via for-
ward and backward models, respectively. Finally, we make
use of hidden Markov model to name the activities and assess
the performance of the proposed system by employing a set of
eleven activities that include running, walking, jumping, skip-
ping, one hand, two hand waving, bending, place jumping,
side movement, clapping, and boxing. These activities are
performed by 50 subjects (university students) and captured
using a depth camera.

The rest of the paper is organized as: Section II summa-
rizes state-of-the-art activity recognition systems using depth
camera. Section III presents the proposed model. The dataset
which is utilized in this work is described in Section IV.
The experimental setup for the proposed model is presented
in Section V. The results with discussion are presented in
Section VI. Finally, the paper will be concluded with some
future directions in Section VII.

II. RELATED WORKS
Commonly, an HAR system consists of three basic units i.e.
segmentation, feature extraction/selection, and recognition.
Plenty of research material exist for activity recognition,
however, a limited amount of work exists in the fields of
segmentation and feature extraction/selection. This is mainly
because of the difficulty in selecting prominent features from
the feature space.
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FIGURE 1. Different types of human activities. (a) shows both hands up and down, (b) represents hand clapping and (c) indicates boxing activities
respectively [5]. It is obvious from the figure that the binary silhouettes cannot provide good features through which we can discriminate such types of
activities, but on the other hand depth frames provides best features for recognizing these activities easily.

An integrated approach proposed by [20] for the purpose
of segmenting the human body from the video frame uti-
lizes a model base technique that detects the human body
through the combination of 2D head contour method and
3D head surface model. However, these methods do not
have the ability to present the real time objects through
logical surfaces [21]. Similarly, a real time system proposed
by [22] investigates the possibility to segment the foreground
(human body). They utilize SDK along with sensors permits
to get the effective detection of the foreground human bodies
but exclude generic objects. However, SDK has a limita-
tion that it cannot support large images i.e. having bigger
sizes. It means that their accuracy degrades when employed
against sequence of images. Moreover, a real time body

segmentation method is proposed in [23]. In this real-time
body segmentation method, superparamagnetic clustering of
data for segmentation is used which determines the equipoise
of the states of a Potts model. Superparamagnetic clustering
algorithm shows better performance in frame-based classi-
fication; however, its accuracy degrades when applied on
sequential data [24]. The authors of [25], [26] developed state
of the art methods respectively for trajectory classification
(using segmental HMM) and facial expression recognition
(using deep learning), which might be employed for activity
recognition.

Similarly, large numbers of publications exist on feature
extraction and selection; however, most of them have their
own limitations. For example, a hybrid technique proposed
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by [13] for the purpose of feature extraction integrates optical
flow-based motion features with distance factors features
in order to extract the prominent features from the depth
body. Then, utilize those in an augmented form in order
to work as spacio-temporal features. Generally speaking,
a feature-based method has no ability to yield a more precise
and thorough 360-panorama. This is because the depth of
the projected region and the location of the center point are
dissimilar between cameras conferring to the location and
direction in head-to-head cameras [27]. [28], [29] are on
feature selection; however, [30] is on random projection (RP)
for dimensionality reduction, similar to [31], [32]. [28], [31],
[32] are on Two-Directional Two-Dimensional RP (2D–2RP)
and Two-Dimensional RP (2DRP), they are less expensive
computationally and required lower storage than traditional
one dimensional random projection (1DRP) [33]. A natural-
istic fusion system is developed by [34] in order to recognize
the human actions, which employs data from depth cam-
era and inertial sensor. The developed system combines the
probability productions of the features from such modalities
in real environment through a decision-based fusion tech-
nique that is further fed to collaborative classifier. However,
it is very much difficult to sustain the system an admirable
classification result [35], [36].

In a more recent work, the authors of [37] proposed a
hybrid feature selection method that is an integration of a
filter and wrapper methods. They claim a higher recognition
rate; however, they have utilized smart-phone for activity
recognition, which has limitations in real world environ-
ments due to signal loss and storage that may cause mis-
classification. Similarly, the authors of [38] proposed a novel
integrated algorithm for feature extraction and selection
based on Magnitude of the Signal, Naive Bayes, k-Nearest
Neighbor and Random Forest. They achieved better accu-
racy than others using iPhone and other accelerometer-based
devices. However, k-Nearest Neighbor is a court-based learn-
ing algorithm, which is also known as indolent learner
because it records all training samples and do not create
a classification until a new anonymous sample is exam-
ined [39], [40], and random forest is computationally way
expensive as compared to others. In another work, the authors
propose ensemble-based filter feature selection (EFFS) for
human activity recognition by [41]. The authors in this work
show better performance as compared to other approaches;
however, most of ensembled-based feature selection tech-
niques do not take into account the benefits of certain
characteristics, as explained in [42].

Examples of these characteristics include reducing feature
sample space size by exporting special features based on the
idea of maximizing data spread and reducing category vari-
ation. The characteristic value for activity classes has been
confirmed to be very small, which can lead to a high level of
misclassification. This is because of the similarity among the
activities that cause high class variation and low-class varia-
tion. Therefore, the required method does not only reduce the
size, but also increases the small variation between classes to

increase the separation of classes before adding features to
the classifier.

Furthermore, some machine learning algorithms [43]–[45]
have been developed in order to resolve the above-mentioned
problem. Of these, linear discrimination analysis (LDA) has
been extensively used in activity recognition systems. How-
ever, LDA has two main concerns. First, it is based on a
mixed model that contains the correct amount of ingredients.
Second, this is a linear algorithm that has limited suppleness
when using the same table. Also, LDA assumes that all
classes have the same environmental table results in a strong
LDA transformation and there may not be enough data to
estimate the lags in class separation. For more information
on LDA, see the previous study [46].

In this work, we have proposed an intelligent HAR system
in which we propose an unsupervised human body segmen-
tation algorithm and a new non-linear feature extraction and
selection method. The segmentation algorithm is based on the
association of two energy functions which not only reduce the
variations withing the object (like objects in a human body)
but also enlarges the distance amongst the body and back-
ground. While, the proposed feature extraction and selection
algorithm only focus on local features where it extracts and
selects the utmost features from the feature space by taking
the advantages of forward selection and backward regression
algorithms. The system is further trained and tested utilizing
hidden Markov model to name the corresponding activity.

III. MATERIALS AND METHODS
The overall workflow for the video-based HAR is presented
in Figure 3.

The detailed components explanation of the developed
approaches are described in the following subsections.

A. PROPOSED HUMAN BODY SEGMENTATION
ALGORITHM
The first method such as active contour (AC) that was devel-
oped by [47] for the purpose of segmentation got much
attention for this purpose.

The ACmodel is the distorted part affected by pressure and
force of the image flowing around the boundary of the object.
Try to get into a position where the energy is low. Active
contours attempt to expand themselves by imposing wanted
possessions like steadiness and flatness on the contours of
human bodies that means that the active contour focus adds
to the level of prior knowledge in solving contour problems
in order to find the outline of the object.

Lately, Chan-Vese (CV) proposed in [48] a new procedure
of AC for object segmentation rely on level set context. For
which the energy function is described as.

F (C)= ∫
inside(C)

|I (x)− cin|2dx+ ∫
outside(C)

|I (x)−cout |2dx

(1)

where cin and cout are the average intensities in the curve of
the variable C , respectively. Associated to other AC models,
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FIGURE 2. The workflow for the generalized video-based HAR system.

the CV approach can see the human body more accurately,
as it is not necessary to smooth the image of the original
body (using g |∇Iσ |2), even in other words, this model is more
resistant to noise. However, the concentration of the CV AC
approach relies on the homogeneity of the segmented body,
and when the in-homogeneity becomes high, the CV AC
approach gives unsatisfactory results. Unlike other contour
models that depend on the slope of the frame as the stopping
term and therefore gives an unsatisfactory result in noisy and
blur image. The fault of the CV AC approach is that the
segmentation is only the average value, which means that it
is not information but it is useful to differentiate inside and
outside curved areas, and makes this is one of the techniques.
It is the most powerful and used in s wide way for image
segmentation, especially in human body segmentation. The
power functions mentioned above do not always guarantee
the desired results. The unsatisfactory result of the CV AC
approach in this case is due to the fact that it tries to lessen
the deviations in each region, but it does not take into account
the distance between the different regions.

The proposed methodology is to include terms based on
the evolution of Bhattacharyya distance in the CV of energy
functions that reduce object differences and increase the dis-
tance between two fields. The proposed energy functions are:

E0 (C) = βF (C)+ (1− β)B (C) (2)

where β ∈ [0, 1]. Note that to compare the term F(C),
in practice B(C) is multiplied by the area of the body frame,
because always its value is in the range [0, 1]; while, F(C)
is estimated based on the integration of the activity frame.
As traditional [48], we check the solution by limiting the
measurement of the curve and the area of the region, thus
obtaining the amount of operational energy

E (C) = γLength (C)+ ηArea (inside (C))

+βF (C)+ (1− β)B (C) (3)

where γ and η are the coefficients of non-negative.

The perception behind the developed approach, in E(C),
is that we propose the normal curve (first two terms) and
divide the activity frame into zones tominimize the difference
in each zone (F(C) term) as a shrink mean Distance between
two areas (such as object (human body) and background)
increases (B(C) term).

To format the level set φ as a function of level set, I :
� → Z ⊂ Rn as specific image attributes such as density,
color, texture, or amalgamation, and H (•) and δ0 (•) serve as
Heaviside and Dirac, correspondingly.

H (u) =

{
1, if u ≥ 0
0, if u < 0

δ0 (u) =
d
du
H (u) (4)

The energy function might be revised as

E (φ) = γ
∫
�

|∇H (φ (x))| dx + η

∫
�

H (−φ (x))

+β


∫
�

|I (x)− cin|2 H (−φ (x))

+
∫
�

|I (x)− cout |2 H (φ (x))


+ (1− β)

∫
Z

√
pin (z) pout (z)dz (5)

where

pin (z) =

∫
�

δ0 (z− I (x))H (−φ (x)) dx∫
�

H (−φ (x)) dx

pout (z) =

∫
�

δ0 (z− I (x))H (φ (x)) dx∫
�

H (φ (x)) dx
(6)

In universal form, it delivers

E (φ) =
∫
�

f
(
φ, φx1 , φx2 , . . . , φxn

)
dx︸ ︷︷ ︸

F(φ)

+ (1− β)B (φ)

(7)
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where X = [x1, x2, . . . , xn] ∈ Rn, φxi =
∂φ
∂xi
, i =

1..n, B (φ) =
∫
z
√
pin (z) pout (z)dz.

The first difference (w.r.t φ (x)) is described as

δE
δφ
=
δF̄
δφ
+ (1− β)

δB
δφ

(8)

Using Euler-Lagrange equation, one has

δF̄
δφ
=
∂f
∂φ
−

n∑
i=1

∂

∂xi

∂f
∂φxi

= δ0 (φ)
[
−η − β (I − cin)2 + β (I − cout)2 − γ k

]
(9)

Alternatively,

δB
δφ
=

1
2

∫
z


∂pin (z)
∂φ

√
pout (z)
pin (z)

+
∂pout (z)
∂φ

√
pin (z)
pout (z)

dz (10)

where pin(z) and pout(z) are given in ( 6). Distinguishing them
w.r.t φ(x), one attains

∂pin (z)
∂φ

=
∂0 (φ)

Ain
[pin (z)− δ0 (z− I )]

∂pout (z)
∂φ

=
∂0 (φ)

Aout
[δ0 (z− I )− pout (z)] (11)

where Ain and Aout are correspondingly the regions inside and
outside the curve and are specified by

Ain =
∫
�

H (−φ (x)) dx Aout =
∫
�

H (φ (x)) dx (12)

Replacing (11) in ( 10) and taking some simple alteration,
one acquires

δB
δφ
= δ0 (φ)V (x) (13)

where

V (x) =
B
2

(
1
Ain
−

1
Aout

)
δ0 (z− I (x))

+
1
2

∫
z

(
1
Aout

√
pin (z)
pout (z)

−
1
Ain

√
pout (z)
pin (z)

)
dz

(14)

Merging (8), (9), and (13), one might originate the first
distinction of E (φ) as

∂E
∂φ
= δ0 (φ)

[
−γ k − η − β (I − cin)2

+β (I − cout)2 + (1− β)V

]
(15)

Hence, the valuation flow connected with lessening the
energy function in (5) is given as

∂φ

∂t
= −

∂E
∂φ

= δ0 (φ)



γ k + η + β
[
(I − cin)2 + (I − cout)2

]

− (1− β)



B
2

(
1
Ain
−

1
Aout

)

+
1
2

∫
z

δ0 (z− 1)
1
Aout

√
pin
pout

−
1
Ain

√
pout
pin

 dz




(16)

Hence, the proposed AC approach tackle the concerns of
conventional CV AC approach in the field of segmentation.

B. FEATURE EXTRACTION AND SELECTION
In this section, we discuss the Fisher linear discrimi-
nant (FLD) which is very renowned linear classification and
used for separation between two classes [43]. Gaussian dis-
tribution method can be used for two classes having same
covariance, but FLD is more robust classifier in order to find
the best separation between the classes. FLD is comparable
method with regression methods such as least-square regres-
sion method, and also project their feature masses in binary
jobs. Proficiency of FLD to show good classification results
but only for linear data. We proposed an idea to deal with
non-linear classification techniques which has been verified
using P300 Speller response [49]. The proposed technique
will work in parallel as compared to FLD: reducing feature
space and removing inappropriate features.

Moreover, the proposed technique will use the select the
best features using two algorithms which work in paral-
lel, namely forward and backward algorithms. The most
significant value that has been obtained with the model is
‘‘p-value < 0.27’’ with no primary model at the beginning.
After the values entered using forward algorithm, the inap-
propriate values removed using back projection algorithm
such as ‘‘p-values > 0.15’’. This process continues until
the predefined condition satisfied and resultant function is
constrained to 300 features.

Regression method choose best variables such as X and
then move on to make more X ′s in significant way. The
process of adding new entries and the selection of values
depend of F−test value that determined which entry should
be added first or second. After that, comparison is done
between two values namely: partial F−value and selected
value. Forward method is used in this whole process. The
deletion process is done using backward regression method
(known as backward deletion). In this procedure, the testing
that is described in the accumulation are estimated. If the
assessment value has least value, then VL , is associated with
the primary selected value. Based on stepwise regression the
model is built to show iterations. In each iteration, there is
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automatic selections of independent variables. The proposed
approach will be based on stepwise regression uses both
forward and backward regression that include all independent
variables and eliminates which are not statistically important
from stepwise model [49].

1) PROCESS OF THE PROPOSED APPROACH
Initially, there will be no variables in the developed model.
Based on the importance test: For example: partial F−test,
the projecting variables are passed in or took away from
the model at every iteration. Two variables, alpha-to-enter
and alpha-to-eliminate, were identified to control the level of
importance. Alpha-to-enter = 0.55 and alpha-to-remove =
0.4 as threshold parameters. This level of significance also
indicates the importance of the predictor variables introduced
or removed from the model. The algorithm stops the itch
when the predictions from the progressive model can no
longer be inserted or subtracted.

For example, there are three independent variables x1, x2,
and x3, and ’y’ is denoted as output variable. Regression is
used to fit variables into the model. ’p’ denotes the number
of predictor variables, then regress y on x1, regress y on x2 and
regress y on x1. The predictor with the smallest t−test along
with P−value; i.e., below aen = 0.35; is entered in the step-
wise model first. This process continues until stopping crite-
ria is satisfies; i.e., there are no variables that has P−value
of least than aen. Consider x1 is finest predictor. Next, we fit
remaining predictor with the finest predictor x1 in the model;
i.e., regress y on (x1, x2), regress y on (x1, x3), . . . , y on
(x1, pp−1). In the second step the predictor with the smallest
P−value (aen = 0.55) is inserted into the stepwise model.
Again, the iteration stops when there is no P−value that is
less than 0.55. Consider, x2 is the ‘‘best second predictor’’
in the model. The algorithm phases back and checks for the
value of P−value for β1 = 0; i.e., the predictor variable
removal criteria from the model. The variable is considered
as not significant compared to the new entry if the P−value
has (above αre = 0.4) for β1 = 0. Contrary to this, let’s
suppose if both the variables x1 and x2 are selected in the
two-predictor stepwise approach. Then the algorithm accepts
every of the three-prognosticator models through x1 and x2
in the model; like regress y on (x1, x2, x3) and regress y on
(x1, x2, x4), . . . , and regress y on (x1, x2, xp−1). Third prog-
nosticator that passes in the model is that prognosticator
which has the minimum value such as < αen = 0.55). When
the stopping criterion is met there is no P−value < αen.
In this case when stopping criteria is met algorithm checks
back the P−value for β1 = 0. If the value is greater than
αre = 0.4), then the prognosticator is eliminated from the
model. The procedure breaks after accumulating additional
prognosticators that do not yield a P−value that is less tha
αen = 0.55.

C. ACTIVITY RECOGNITION USING HIDDEN MARKOV
MODEL (HMM)
The Hidden Markov Model (HMM) is a probabilistic classi-
fier originally proposed by [50] and is often used to identify

FIGURE 3. Segmentation Results of the proposed model on dynamic
activities (like first row is jumping activity (with β = 0.3, γ = 0.7, η = 0.0,
and cpu time = 105s), second row is running activity (with β = 0.2,
γ = 0.7, η = 0.0, and cpu time = 121s), third row is skipping activity(with
β = 0.2, γ = 0.7, η = 0.0, and cpu time = 81s), and the fourth row is
walking activity (with β = 0.2, γ = 0.7, η = 0.0, and cpu time = 75s)
respectively). Similarly, the first column is the initial contour; while,
the second column is final contour.

and classify statistical models. It is an influential tool for
noticing a weak signal and is utilized effectively to recognize
sequential patterns like speech, handwriting, facial expres-
sion and activity recognition. HMM is a statistical approach
that employs theMarkov procedure alongwith unseen/hidden
and unidentified parameters. The parameters observed in this
model are used to represent hidden parameters. This param-
eter is used for a more detailed analysis. The basic principle
of HMM is that the observed events are not the same as indi-
vidual cases, but refer to cases with probability distributions.
This is a multi-random process that includes the Markov
chain as the main random process and describes the transi-
tion of probabilistic states and processes that illustrate the
statistical correspondence between the observed conditions
and the values. Unlike the situation, from the point of view
of society, only values can be seen. The stochastic process
is used for the existence and nature of the case. For this
reason, this is named as hiddenMarkov model. Therefore, for
activity recognition, we utilized HMM in order to label the
corresponding activities. For more details on HMM, please
refer [51].
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TABLE 1. The assessment results of the proposed approach (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is
used for skipping, OW is used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used
for side movement, CL is used for clapping, and BO is used for boxing.

TABLE 2. The assessment results of the HAR system in the presence of local binary pattern (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 3. The assessment results of the HAR system in the presence of graph description (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

IV. EMPLOYED DATASET
The proposed model was assessed against the dataset col-
lected by kinect camera. Detailed description of the dataset
is given below:
• Depth Dataset using Kinect Camera:
This is a dataset of 550 video sequences col-
lected (recorded) from overall 50 subjects. Each subject
is a university student and performs various activi-
ties that include: running, walking, jumping, skipping,
one hand waving, two hand waving, bending, place

jumping, side movement, clapping, boxing. Every time,
the dataset has been modified by incorporating newly
activity frames in complex environments. The images
of this dataset were from both male and female patients,
and the age range of the patients were between 30 to
50 years. The original size of some activity frames are
320 × 280, and some are 480 × 320 pixel in others.
Therefore, for the experiments, all the images in this
dataset have been transformed to a vector with zero
mean and the size 1 × 6400. Moreover, we reduce the
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TABLE 4. The assessment results of the HAR system in the presence of local directional pattern (while, in the absence of the proposed feature extraction
and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 5. The assessment results of the HAR system in the presence of projection histograms (while, in the absence of the proposed feature extraction
and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 6. The assessment results of the HAR system in the presence of local directional pattern variance (while, in the absence of the proposed feature
extraction and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is
used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is
used for clapping, and BO is used for boxing.

size of each input frame to 80 × 80. In order to avoid
unbalancing problem. The dataset was collected within
the period of 4 months (from March to June of 2016).

V. EXPERIMENTAL SETUP
In this study, we performed the following set of experiments.
• In the first experiment, the performance of the proposed
segmentation method is presented.

• The second experiment presents the accuracy of the
proposed approach against the defined dataset collected
by depth camera.

• This experiment presents number of sub-experiments.
We used existing well-known feature extraction and
selection techniques such as local binary pattern, graph
description, local directional pattern, projection his-
tograms, local directional pattern variance, contour
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TABLE 7. The assessment results of the HAR system in the presence of contour profiles (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 8. The assessment results of the HAR system in the presence of Hough transform (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 9. The assessment results of the HAR system in the presence of geometric moment invariant (while, in the absence of the proposed feature
extraction and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is
used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is
used for clapping, and BO is used for boxing.

profiles, Hough transform, geometric moment invari-
ant, wavelet transform, zernike moments, curvelet trans-
form, scale invariant feature transform, spline curve
approximation, template matching, Fourier descriptors,
deformable templates, gradient feature, Gabor features,
speed up robust feature, unitary image transforms,
robust independent elementary features instead of using
the proposed feature extraction method.

• In the last experiment, a set fo comparison results of the
proposed system against previous works are presented.

In this experiment, experimental code are borrowed for
some works; while, some algorithms, we implemented
with the exact settings described in their respective
articles.

VI. RESULTS AND DISCUSSION
A. FIRST EXPERIMENT
As explained above, the performance of an HAR system
is completely dependent on the segmentation of the human
body, which is one of the most difficult tasks in literature.
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TABLE 10. The assessment results of the HAR system in the presence of wavelet transform (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 11. The assessment results of the HAR system in the presence of zernike moments (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 12. The assessment results of the HAR system in the presence of curvelet transform (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

For this reason, we recommend an unsupervised and powerful
AC model, which combines two energy functions that auto-
matically detect and segment the human body. With human
activity videos, the evolution of active contour in a frame
is accomplished independently of the supplementary frames,
which means that in a video, the human body segmenting
is done through frame-based. The only information in the
final contour from the previous activity frame is used to

determine the starting position of the active contour in the
present activity frame. Originally, an ellipse with major axis
along y-axis of length 45 and minor axis along x-axis of
length 65 is selected as the initial contour. For the entire
experiments, the initial shape is same for the whole frames
but only the center positions vary. In every video, the initial
image is separated heuristically, means that the initial contour
is nearer to the human body.
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TABLE 13. The assessment results of the HAR system in the presence of scale invariant feature transform (while, in the absence of the proposed feature
extraction and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is
used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is
used for clapping, and BO is used for boxing.

TABLE 14. The assessment results of the HAR system in the presence of spline curve approximation (while, in the absence of the proposed feature
extraction and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is
used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is
used for clapping, and BO is used for boxing.

TABLE 15. The assessment results of the HAR system in the presence of template matching (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

Then from the second frame, the center location of the
initial contour in the present frame is the average value of
the points along with the final contour in the former frame.
Consider that along the final contour of frame j(j ≥ 1), there
are N points

(
y(j)i , z

(j)
i

)
, i = 1..N . Then, the center (k (j+1)y ,

k (j+1)z ) of the initial contour in the frame (j+1)is calculated as(
(j+1)
k
y

)
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N

N∑
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i
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Some sample segmentation results of the proposed seg-
mentation model along with the above-mentioned rule on
four different types of dynamic activities such as skipping,
walking, running, and jumping are presented in Figure 3-B1.
Furthermore, for fair comparison, we presented the sam-
ple segmentation results of the existing algorithm such as
(Chan-Vese) in Figure 5.

As can be seen from Figures 3-B1 and 5 that the proposed
segmentation model showed best performance against exist-
ing model (Chan-Vese active model).
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TABLE 16. The assessment results of the HAR system in the presence of Fourier descriptors (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 17. The assessment results of the HAR system in the presence of deformable templates (while, in the absence of the proposed feature extraction
and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 18. The assessment results of the HAR system in the presence of gradient feature (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

B. SECOND EXPERIMENT
The first experiment focuses on evaluating and obtaining the
results of MEMM model on the input dataset. This is nec-
essary to stress the significance of the model, and to evaluate
against other models over naturalistic depth datasets of eleven
different activities. The entire results are presented in Table 1
and Figure 5.

It can be seen in Table 1 and Figure 5 that the proposed
model showed best performance against naturalistic dataset
(collected by depth camera) that has eleven different types of
activities.

C. THIRD EXPERIMENT
In this evaluation, we present and show the importance of the
proposed feature extraction and selection method in a com-
mon HAR system. For this purpose, we utilized well-known
existing feature extraction and selection methods in the
absence of the developed algorithm. The entire evaluation
results are described in Tables 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, and 22 respectively.

As can be seen in Tables 2 through 22 that in the absence
of the proposed feature extraction and selection method,
the HAR system did not achieve significant classification
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TABLE 19. The assessment results of the HAR system in the presence of Gabor features (while, in the absence of the proposed feature extraction and
selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is used for one
hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is used for
clapping, and BO is used for boxing.

TABLE 20. The assessment results of the HAR system in the presence of speed up robust feature (while, in the absence of the proposed feature
extraction and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is
used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is
used for clapping, and BO is used for boxing.

TABLE 21. The assessment results of the HAR system in the presence of unitary image transforms (while, in the absence of the proposed feature
extraction and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping, OW is
used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement, CL is
used for clapping, and BO is used for boxing.

rates. Because most of the existing methods suffer from
various issues (as described in Section II). On the other hand,
the proposed HAR system showed significant performance in
the presence of the proposed feature extraction and selection
method. This is because the proposed approach has the ability
to extract and select the informative features from the activity
frames by taking the advantages of the forward selection and
backward regression models. For such purpose, we selected
300 features as a feature vector and fed it to the classifier.

D. FOURTH EXPERIMENT
In the last experiment, we compared the classification rate of
the proposed HAR system against the existing works [12],
[34], [52]–[58]. For some of the works, we implemented
their respective works based on the setting as mentioned
in Section V. While, for some systems, we borrowed their
implementations for fair comparison. The entire assessments
of the proposed approach along with the previous studies are
represented in Table 23.
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TABLE 22. The assessment results of the HAR system in the presence of robust independent elementary features (while, in the absence of the proposed
feature extraction and selection method) (Unit: %). Where WA is used for walking, RU is used for running, JU is used for jumping, SK is used for skipping,
OW is used for one hand waving, TW is used for two hand waving, BE is used for bending, PJU is used for place jumping, SMO is used for side movement,
CL is used for clapping, and BO is used for boxing.

FIGURE 4. Segmentation Results of the CV AC model on dynamic
activities (like first row is jumping activity (with β = 1.0, γ = 0.1, η = 0.0,
and cpu time = 54s), second row is running activity (with β = 1.0,
γ = 0.1, η = 0.0, and cpu time = 65s), third row is skipping activity(with
β = 1.0, γ = 0.1, η = 0.0, and cpu time = 45s), and the fourth row is
walking activity (with β = 1.0, γ = 0.1, η = 0.0, and cpu time = 85s)
respectively). Similarly, the first column is the initial contour; while,
the second column is final contour.

As noted from Table 23 that the developed approach in the
human activity recognition system achieved utmost accuracy
compared to the existing works under the depth dataset.

E. DISCUSSION
Activity recognition is a key element in defining a user’s
context for delivering services based on the kind of ubiqui-
tous tools. Accordingly, this study presents an accurate and

FIGURE 5. Classification of the proposed model in 3D sample space.
Where WA is used for walking, RU is used for running, JU is used for
jumping, SK is used for skipping, OW is used for one hand waving, TW is
used for two hand waving, BE is used for bending, PJU is used for place
jumping, SMO is used for side movement, CL is used for clapping, and BO
is used for boxing.

efficient activity recognition system that has the ability to
accurately recognize human activities using depth camera
against naturalistic environment. There are two methods
that have been proposed for the system. One method is for
segmentation module; while, the other one is for feature
extraction module.

For the segmentation, we proposed a vigorous human body
segmentation algorithm, which is an unsupervised method
that efficiently perceives and segments the human body from
the video frame. The proposed segmentation algorithm is
the association of two energy functions (Chan-Vese and Bat-
tacharya functions) which not only reduces the similarities
within the human body parts but also increases the detach-
ment between the human body and the background. The pro-
posed segmentation technique shows utmost performance on
static and dynamic activities, which is one of the limitations
of the previous works.
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TABLE 23. The assessment results of developed system together with the existing works on the depth dataset collected by depth camera (Unit: %).

Similarly, for the feature extraction, the use of a new
robust feature extraction technique named Stepwise Linear
Discriminant Analysis (SWLDA) has been proposed. The
stepwise regression method starts with choosing an equation
containing the single best X variable and then attempts to
build more X’s one at a time as long as these conditions
are worthwhile. The order of addition and selection is based
on partial F−test values in order to know which variable
should enter first or next. Then the highest partial F-value is
compared to the default value.

After the addition process or forward entering the dele-
tion process or backward deletion starts. In this process
partial test value for all predictor variable already in the
Queue were calculated. Then the lowest partial test value
is compared to pre-selected or default significance level,
i.e., if the lower value if less than the corresponding value,
then remove that variable, and then start again the pro-
cess of calculating F-Test, otherwise adopt the regression
equation.

VII. CONCLUSION AND FUTURE DIRECTION
Currently, in healthcare environment, the privacy is a signifi-
cant concern with an application to real time activity recogni-
tion systems. In most of the previous researches, 2D cameras
were used to capture the human activities that may com-
promise the privacy of the data. Therefore, depth camera is
considered a good candidate for this kind of issues.

As a result, we have made two important contributions to
this work. First contribution in segmentation module, which
depends on association of two energy functions (Chan-vese
and Bhattacharyya functions) coupled with level set method.
(1) Chan-Vese function is utilized to reduce the variations
within the human body, (2) Bhattacharyya distance function
is employed in order to enlarge the distance amongst human
body and the background. First, the original contour must be
closer to the human body. The proposed active model uses
this initial contour to identify and remove the human body
from the current image, and the final contour of this image is
transferred to the next image. The diameter of the transferred
contour is used as the center of the original contour in the next
frame and then repeats the process until the last image in the
activity video. As a result, the proposed AC approach used
the designed scheme that can accurately identify the human
body from the activity video. There are three parameters such
as γ , β and η employed in the proposed technique.0 smooths

the contour. η moves the contour in a standard direction,
and β weights the restraints of within-body similarity and
between-body variations.

The second contribution is for feature extraction and selec-
tion. For this purpose, we proposed a non-linear feature
extraction and selection technique which has the ability to
choose the finest informative features with the help of using
the forward selection algorithm. Furthermore, the proposed
technique also removes the inappropriate features with the
help of using backward regression method. The proposed
approach starts from only finest X variable and then efforts
to increase further Xs one by one, if the conditions are ade-
quate. The selection and removal depend upon the partial
F−test value to find which variable should be passed in.
The uppermost partial F−value is compared to the default
F-to-enter value. After this, forward selection or backward
removal starts. In this step, partial test values for entire vari-
ables previously in the queue are estimated. Then the least
partial test value is compared to the pre-selected consequence
levels like F0, (means, if FL < F0, then the variable ZL
will be eliminated, and the F-test will start again; otherwise,
the regression equation is adopted).

We have trained and tested the proposed approach offline.
In the future research, we will implement the proposed
approach in healthcare domain (like in hospitals) to tackle the
privacy and security issues.
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