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ABSTRACT A filter and neural network (NN) based fault tolerant control (FTC) strategy is developed for a
family of nonlinear systems expressed in strict feedback form in the event of unknown system dynamics
and actuator failures. Specifically, adaptive neural network (ANN) is first utilized to facilitate the state
observer design such that unmeasurable system states can be obtained. Note that ANN is only used when
designing state observer instead of being used when designing controller. In our method, filter technique is
introduced to construct virtual control inputs, which can not only reduce the adverse effects caused by ANN
approximation errors and state estimation errors, but also deal with the expansion problem of the differential
terms. Moreover, the fault tolerant tracking controller is designed by combining backstepping technique
with the proposed NN with a novel weight updating law that is different from the above ANN. Theoretical
analysis and simulation results demonstrate that the proposed FTC strategy can ensure that the tracking error
converges to a small region of zero when there exist actuator faults and unknown system dynamics.

INDEX TERMS Fault tolerant control, filters, neural networks, backstepping technique.

I. INTRODUCTION
Control design for nonlinear systems has long been an active
topic, and has gained considerable attention. Meanwhile,
the existence of unknown system dynamics and actuator
faults make the control design become more challenging.
In the past decades, various control strategies [1]–[4] have
been reported to deal with the control problem for nonlinear
systems.

On the one hand, to accomplish control mission well,
study effective and timely response control strategies is
significant. Up to now, plenty of results have been devel-
oped. To mention a few, in [5], second-order multi-aircraft
systems were investigated, and an anti-disturbance slid-
ing mode controller was presented to ensure the conver-
gence of the closed-loop system with unknown disturbances.
In [6], a disturbance rejection tracking control scheme was
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proposed for an airplane in the presence of external time-
dependent disturbances and internal uncertainties by utilizing
a robust feedback control policy such that the controlled
system is robust to the disturbances and uncertainties. In [7],
the tracking control problem for vertical takeoff and land-
ing aircraft with unknown disturbances was dealt with by
designing a control method combined nonlinear velocity
observer with fuzzy adaptive observer. The effectiveness of
suchmethodwas verified via stability analysis and simulation
results. In [8], a blended wing body aircraft with mismatched
disturbances and output constraints was studied, in order
to handle with the disturbances, a fixed time non-recursive
observer was designed. Then, barrier Lyapunov function
and nonsingular fast terminal sliding mode technique were
used to design controller. Other similar results can refer to
literatures [6], [9]–[12].

On the other hand, research on ensuring safety and relia-
bility of equipments is extremely important. As time goes by,
plants may inevitably be subjected to some failures caused
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by aging of components. Hence, fault tolerant control, which
can accommodate the change of system models caused by
failures, i.e., component faults, actuator faults and sensor
faults, has been widely studied and developed. FTC meth-
ods are generally divided into passive FTC and active FTC.
The main idea of passive FTC is to design a robust control
strategy without changing the controller structure, such that
the controlled system is insensitive to faults. While, the active
FTC can adjust the parameters of the controller in the light of
failures, even change the controller structure. Due to active
FTC is more flexible to guarantee the control performance
of closed-loop system when faults appear, it has attracted
more attention. In [13], the FTC problem for overactuated
aircraft with the unknown actuator failures and uncertainties
was explored, a novel estimator-based sliding mode control
scheme was investigated such that the controlled system
is stable when there exist actuator faults and uncertainties.
In [14], an active FTC strategy was proposed to deal with
the actuator faults occurring to spacecraft attitude control
system, such method can estimate and compensate faults
timely and accurately. In [15], observers were designed to
estimate the soft actuator faults occurring to VTOL aerial
vehicles. Besides, experiments were conducted to verify the
effectiveness of the proposed FTC method. Other fault toler-
ant control strategies can refer to [16]–[20].

It can be found that the design of an observer that can
obtain fault information timely and accurately is important
in ensuring a satisfactory fault-tolerant performance. Owing
to the excellent capability in approximating the continuous
functions, NN is regarded as an effective tool in handling
with malfunctions. In [21], a control method combined robust
technique with ANN was proposed for aircraft, such method
can guarantee that the output tracking error converges to a
small region of zero. In [22], an ANN-based control strategy
was proposed for an airplane in the presence of parameter
uncertainties and multi-disturbances. Such method utilized
ANN to approximate the unknown functions appearing in
systems, dynamic surface control was introduced to deal with
the expansion of the differential terms in back-stepping tech-
nique. In [23], a rotary-wing unmanned aircraft was studied,
neural network was introduced to cope with the external
disturbances and measurement errors such that the designed
ANN-based controller is robust to wind disturbances. It can
be concluded that one similarity of these methods is that
Lyapunov function is used to design ANN weight updating
laws. However, such method only can ensure the convergence
of NNweight. Hence, how to deal with the NN approximation
error and further enhance the control performance are worth
studying.

In this work, a filter and neural network based FTC strategy
is proposed for a class of nonlinear systems with unknown
dynamics, actuator faults and unmeasurable system states.
First of all, ANNs are utilized to approximate the system
unknown functions, and state observer is designed to estimate
unmeasurable system states. Then, with the aid of back-
stepping technique, filter technique and a NN with novel

weight updating law, the fault tolerant controller is designed.
The main contributions of this study are outlined as follows

1) Compared with literatures [24]–[26], ANN technique
is only used to approximate unknown functions when
designing state observer instead of being used to design
controller in our method. Moreover, the virtual control
inputs are designed by resorting to filter technique. The
merits are that
a) controller design process can be simplified;
b) ANN approximation errors and state estimation

errors can be compensated. Thus, the tracking
errors can be further reduced;

c) the problem of differential explosion caused by
repeated differentiations is successfully over-
come.

2) In contrast to ANN used in [27]–[30], a NN with novel
weight updating law is developed. Such method can
update the NN weight to its corresponding satisfac-
tory value by minimizing a cost function, which can
approximate and compensate the unknown functions
and actuator faults more accurately. Thus, the control
performance can be further enhanced.

This paper is organized as follows. The problem state-
ment and some preliminaries are presented in Section II.
Control design and stability analysis are given in Section III.
Simulation results and conclusions are provided in
Sections IV and V, respectively.

II. PROBLEM STATEMENT AND PRELIMINARIES
Consider the following strict-feedback nonlinear systems
described by

ẋ1(t) = g1 (x1(t)) x2(t)+ f1 (x1(t))
ẋ2(t) = g2 (x̄2(t)) x3(t)+ f2 (x̄2(t))

...

ẋn−1(t) = gn−1 (x̄n−1(t)) xn(t)+ fn−1 (x̄n−1(t))
ẋn(t) = gn (x̄n(t)) u(t)+ fn (x̄n(t))
y(t) = x1(t),

(1)

with the system state vector x̄i(t) = [x1(t), x2(t), · · · , xi(t)]T ,
i = 1, 2, · · · , n, where n is a positive constant. fi (x̄i(t)) ∈
R and gi (x̄i(t)) ∈ R are nonlinear functions. Control input
is u(t) ∈ R, while y(t) ∈ R is the system output. System
states, i.e., x2(t), x3(t), · · · , xn(t), are unmeasurable except
the system output y.
Assumption 1 [31]: Assume that the nonlinear function

gi (x̄i(t)) is smooth and known. Moreover, if it is equal to
zero, the studied system would be loss of control. Then, it is
reasonable to assume that it is nonzero.
Assumption 2 [32]: It is assumed that the unknown drift

function fi (x̄i(t)) satisfies Lipschitz condition.
Assumption 3 [31]: Assume that the system output refer-

ence yd (t) and its derivatives ẏd (t) are known and bounded.
Actuator failure studied in this work is modeled as follows

uo(t) = β(t)u(t)+ ū, 0 < β(t) ≤ 1, ∀t ≥ 0, (2)
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where the actuator input is represented by u(t), while uo(t)
denotes its output. β(t) denotes the partial loss of effective-
ness fault, ū represents the float fault. Let the moment when
the fault occurs be denoted by t f . When t < t f , the actuator
is healthy, which implies β(t) = 1 and ū = 0. When t ≥ t f ,
the fault occurs to the actuator, then the variable 0 < β(t) < 1
or the variable ū > 0. In addition, since the studied system is
a single input one, when β(t) = 0, the output of actuator is
uo(t) = ū, which denotes a stuck fault. In such case, the faults
cannot be dealt with and thus, β(t) = 0 is not taken into
consideration in this work.

When actuator fault is taken into consideration, the system
dynamics can be rewritten as

ẋ1(t) = g1 (x1(t)) x2(t)+ f1 (x1(t))
ẋ2(t) = g2 (x̄2(t)) x3(t)+ f2 (x̄2(t))

...

ẋn−1(t) = gn−1 (x̄n−1(t)) xn(t)+ fn−1 (x̄n−1(t))
ẋn(t) = gn (x̄n(t)) (β(t)u(t)+ ū)+ fn (x̄n(t))
y(t) = x1(t),

(3)

To facilitate the control design, define $ (x̄n, u) =
gn(x̄n)(β(t)u+ ū)−gn(x̄n)u. Dynamics (3) can be rewritten as

ẋ1(t) = g1 (x1(t)) x2(t)+ f1 (x1(t))
ẋ2(t) = g2 (x̄2(t)) x3(t)+ f2 (x̄2(t))

...

ẋn−1(t) = gn−1 (x̄n−1(t)) xn(t)+ fn−1 (x̄n−1(t))
ẋn(t) = gn (x̄n(t)) u(t)+ fn (x̄n(t))+$ (x̄n, u)
y(t) = x1(t),

(4)

Lemma 1 [33]: There exists a NN that can be capable
of approximating any continuous nonlinear function F

(
ζ̄
)

within an arbitrary small error τ , which is bounded by a
positive real constant τ̄ described as the following form∣∣∣F(ζ̄ )−W ∗T θ (ζ̄ )

∣∣∣ ≤ τ̄ , (5)

where ζ̄ = [ζ1, ζ2, · · · , ζp]T is the NN input vector,W ∗T θ (ζ̄ )
is the ideal output of NN, W ∗ = [w1

∗, · · · ,wq∗]T is the
optimal weight vector, and described by

W ∗ = arg min
w∈�w

 sup
ζ̄∈�ζ̄

∣∣∣F(ζ̄ )−W T θ (ζ̄ )
∣∣∣
 ,

where �Mw = {W : ‖W‖ ≤ M} is a compact set, M is a
positive constant. The basis function vector is denoted by
θ (ζ̄ ) = [ϑ1(ζ̄ ), ϑ2(ζ̄ ), · · · , ϑq(ζ̄ )]T , each element is chosen
as Gaussian function

ϑj(ζ̄ ) = exp

(
−

∥∥ζ̄ − cj∥∥2
2b2j

)
, j = 1, 2, . . . , q,

where cj and bj are the center and width of NN. Then, we have

F(ζ̄ ) = W ∗T θ (ζ̄ )+ τ.

Lemma 2 [34]: For two positive constants a and b, there
exist two constants p and q, when they satisfy p > 1, and
1
p +

1
q = 1, the following inequality holds

ab ≤
ap

p
+
bq

q

Control objective: The control objective of this work is
to design a fault-tolerant controller for the nonlinear system
(1) with unknown system states, unknown drift functions and
actuator faults such that output tracking error can converge to
a small neighborhood of the origin.

III. NEURAL NETWORK-BASED FAULT-TOLERANT
CONTROL DESIGN
In this section, we develop a FTC strategy for nonlinear
system (1) with unknown drift functions, unmeasurable sys-
tem states and actuator faults. Specifically, an ANN-based
state observer is described in the first subsection, while the
detailed design process of fault tolerant controller is given in
the second subsection. The control block diagram to describe
the proposed method is shown as Fig.1.

FIGURE 1. Block diagram of control system.

A. ADAPTIVE NEURAL NETWORK-BASED
STATE OBSERVER
Since the states of system (1) are completely unknown,
an ANN-based observer is designed to estimate the unknown
states to facilitate the fault tolerant control design. According
to Lemma 1, one can obtain

fi
(
ˆ̄xi
)
= Ŵ T

i θi

(
ˆ̄xi
)
+ εi (6)

fn
(
ˆ̄xn(t)

)
+$ ( ˆ̄xn, u) = Ŵ T

n θn

(
ˆ̄xn
)
+ εn (7)

where ˆ̄xj, j = 1, 2, . . . , n is the state estimation, Ŵj is the
weight approximation, εj is approximation error. Rewrite
system (4) as the following form

ẋ = Ax +Ky+ Bngn(x̄n)u+
n−1∑
i=1

BiGi (x̄i+1)

+

n∑
i=1

BiŴ T
i θi

(
ˆ̄xi
)
+

n∑
i=1

Bi∆i

y = CT x,

(8)
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where

A =

−k1...
−kn 0

In−1
· · · 0


K =

 k1...
kn


Bi = [0, . . . , 0︸ ︷︷ ︸

i−1

, 1, 0, . . . , 0︸ ︷︷ ︸
n−i

]T

Bn = [0, . . . , 0︸ ︷︷ ︸
n−1

, 1]T

C = [1, 0, . . . , 0︸ ︷︷ ︸
n−1

]T

x = [x1, x2, . . . , xn]T

∆i = fi (x̄i)− Ŵ T
i θi

(
ˆ̄xi
)

∆n = fn (x̄n(t))+$ (x̄n, u)− Ŵ T
n θn

(
ˆ̄xn
)

Gi (x̄i+1) = gi(x̄i)xi+1 − xi+1

where the variable ki, i = 1, 2, . . . , n is the parameter of the
state observer, which should be designed to guarantee that
the matrix A be a strict Hurwitz. Thus, for the matrix Q =
QT > 0, there exists a positive matrix P = PT satisfying the
following equation

ATP + PA = −Q. (9)

The state observer is designed as follows

˙̂x = Ax̂ +Ky+ Bngn( ˆ̄xn)u(t)+
n−1∑
i=1

BiGi
(
ˆ̄xi+1

)
+

n∑
i=1

BiŴ T
i θi

(
ˆ̄xi
)

y = CT x.

(10)

where x̂ is the estimation of state vector x.
Remark 1: When designing state observer, the unknown

functions and actuator faults are regarded as a lumped distur-
bance. Then, a NN is used to approximate it. Such approach
is reasonable due to that the lumped disturbance is a function
of system states.

The following Theorem is given to prove that the designed
ANN-based state observer is stable and can estimate system
states within a small bounded error.
Theorem 1: For the strick-feedback nonlinear system (1) in

the presence of actuator fault modeled as equation (2). When
an ANN-based state observer is designed as (10), the state
estimation x̂ can be guaranteed to converge to actual state x
within a small bounded error.
Proof: Let the error between system state x and its estima-

tion x̂ be denoted by x̃ = x − x̂. Accordingly, the estimation

error dynamic can be described as

˙̃x = Ax̃ +
n∑
i=1

Bi∆i + Bn(gn(x̄n)u(t)− gn( ˆ̄xn)u(t))

+

n−1∑
i=1

Bi(Gi(x̄i+1)− Gi( ˆ̄xi+1)) (11)

ChooseV0 = x̃TP x̃ as a Lyapunov function candidate. The
time derivative of V0 is calculated as

V̇0 6 x̃TP ˙̃x + ˙̃xTP x̃. (12)

Substitute equation (11) into (12) yields

V̇0 6 x̃TP(Ax̃ +
n∑
i=1

Bi∆i + Bn(gn(x̄n)u(t)− gn( ˆ̄xn)u(t))

+

n−1∑
i=1

Bi(Gi(x̄i+1)− Gi( ˆ̄xi+1)))+ (Ax̃ +
n∑
i=1

Bi∆i

+Bn(gn(x̄n)u(t)− gn( ˆ̄xn)u(t))

+

n−1∑
i=1

Bi(Gi(x̄i+1)− Gi( ˆ̄xi+1)))TP x̃

6 x̃T (PA+ATP)x̃ + 2x̃TP
n∑
i=1

Bi∆i

+2x̃TPBn(gn(x̄n)u(t)− gn( ˆ̄xn)u(t))

+2x̃TP
n−1∑
i=1

Bi(Gi(x̄i+1)− Gi( ˆ̄xi+1)) (13)

For the purpose of simplicity, let ψi(x̄i) = fi(x̄i),
i = 1, 2, . . . , n − 1, ψn(x̄n) = fn(x̄n(t)) + $ (x̄n, u) and
Ψ (x̄n, u(t)) = gn(x̄n)u(t). Then, equation (13) can be rewrit-
ten as

V̇0 6 x̃T
(
PA+ATP

)
x̃ + 2x̃TP

n∑
i=1

Bi
(
ψi(x̄i)− ψi( ˆ̄x i)

)
+2x̃TP

n∑
i=1

Bi(ψi( ˆ̄x i)− Ŵ T
i θi( ˆ̄xi))

+2x̃TPBn(Ψ (x̄n, u(t))− Ψ ( ˆ̄xn, u(t)))

+2x̃TP
n−1∑
i=1

Bi(Gi(x̄i+1)− Gi( ˆ̄xi+1)). (14)

Assume that ψi(x̄i) and Ψ (x̄n, u(t)) are Lipschitz with Lip-
schitz constants `fi and `gn respectively [32]. We have

|ψi (x̄i)− ψi
(
ˆ̄xi
)
| ≤ `fi‖x̄i − ˆ̄xi‖ ≤ `fi‖˜̄x‖

|Ψ (x̄n, u(t))− Ψ ( ˆ̄xn, u(t))| ≤ `gn‖x̄n − ˆ̄xn‖ ≤ `gn‖˜̄x‖
|Gi(x̄i+1)− Gi( ˆ̄xi+1)| ≤ `Gi‖x̄i+1 − ˆ̄xi+1‖ ≤ `Gi‖˜̄x‖

Then,

V̇0 6 −x̃TQx̃ + 2x̃TP
n∑
i=1

Bi`fi
∥∥∥ ˜̄x∥∥∥+ 2x̃TP

n∑
i=1

Biεi

+2x̃TPBn`gn
∥∥∥ ˜̄x∥∥∥+ 2x̃TP

n−1∑
i=1

Bi`Gi
∥∥∥ ˜̄x∥∥∥ (15)
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By resorting to Lemma 2, one can obtain

x̃TP
n∑
i=1

Bi`fi ‖x̃‖ 6
1
2
‖x̃‖2 +

1
2
‖P‖2

n∑
i=1

`2fi ‖x̃‖
2 (16)

x̃TP
n∑
i=1

Biεi 6
1
2
‖x̃‖2 +

1
2
‖P‖2

n∑
i=1

‖εi‖
2 (17)

x̃TP
n−1∑
i=1

Bi`Gi ‖x̃‖ 6
1
2
‖x̃‖2 +

1
2
‖P‖2

n−1∑
i=1

`2Gi ‖x̃‖
2 (18)

It follows immediately from (17)-(19) that

V̇0 6 −x̃TQx̃ + ‖x̃‖2 + ‖P‖2
n∑
i=1

`2fi ‖x̃‖
2

+‖x̃‖2 + ‖P‖2
n∑
i=1

‖εi‖
2

+‖x̃‖2 + ‖P‖2 `2gn ‖x̃‖
2

+‖x̃‖2 + ‖P‖2
n−1∑
i=1

`2Gi ‖x̃‖
2 (19)

Let c0 = λmin (Q) − 4 − ‖P‖2
∑n

i=1 `
2
fi −
‖P‖2 `2gn −

‖P‖2
∑n−1

i=1 `
2
Gi and d0 = ‖P‖

2∑n
i=1 ‖εi‖

2. According to
Lyapunov stability theory, if c0 ≥ 0, the state estimation error
x̃ (t) would converge to a compact, which can be arbitrary
small by tuning the parameter ki.

B. FAULT TOLERANT CONTROL DESIGN
In this subsection, the proposed fault tolerant control strategy
for nonlinear system (1) is demonstrated. It should be stressed
that the virtual control inputs are designed by resorting to
filter technique, while, the real control input is designed by
using a filter and a NN with novel weight updating law. The
detailed design process is given as follows.
Step 1: In this step, the output of ANN used to approximate

the unknown drift function f1 is first designed. Next, with
the help of a filter, the virtual control input v1 is constructed.
It must be pointed out that ANN is only used to design state
observer instead of being used to design virtual control input
v1 proposed in our method.
Let the tracking errors be defined as

ξ1 = y− yd (20)

ξ2 = x̂2 − v1, (21)

where the desired signal yd is pre-defined. Select a Lyapunov
function candidate as

V1 =
1
2
ξ21 +

1
2η1

W̃ T
1 W̃1, (22)

where η1 is a positive constant, which should be designed. W̃1
denotes the weight approximation error between the optimal
weight vector and its approximation, i.e., W̃1 = W ∗1 − Ŵ1.
Take the derivative of V1 yields

V̇1 = ξ1ξ̇1 −
1
η1
W̃ T

1
˙̂W1. (23)

By recalling equations (4), (20) and (21), the time deriva-
tive of ξ1 is immediately obtained as

ξ̇1 = ẏ− ẏd
= g1x2 + f1 − ẏd
= g1x̃2 + g1x̂2 + f1 − ẏd
= g1x̃2 + g1ξ2 + g1v1 + f1 − ẏd . (24)

Hence,

V̇1 = ξ1 (g1x̃2 + g1ξ2 + g1v1 + f1 − ẏd )−
1
η1
W̃ T

1
˙̂W1. (25)

Let f1 be approximated by utilizing ANN, based on
Lemma 1, we have f1 = W ∗1

T θ1(x̂1) + τ1. Hence, V̇1 can
be rewritten as

V̇1 = ξ1(g1x̃2 + g1ξ2 + g1v1 +W ∗1
T
θ1(x̂1)

+τ1 − ẏd )−
1
η1
W̃ T

1
˙̂W1. (26)

Design virtual control input v1 as follows

v1 =
1
g1

(
−λ1ξ1 − Ŵ T

1 θ1(x̂1)+ ẏd
)
. (27)

where λ1 is a positive constant, which should be designed.
Substitute v1 into equation (26) yields

V̇1 = ξ1(g1x̃2 + g1ξ2 − λ1ξ1 − Ŵ T
1 θ1(x̂1)+W

∗

1
T
θ1(x̂1)

+τ1)−
1
η1
W̃ T

1
˙̂W1

= ξ1(g1x̃2 + g1ξ2 − λ1ξ1 + W̃ T
1 θ1(x̂1)+ τ1)

−
1
η1
W̃ T

1
˙̂W1

= −λ1ξ
2
1 + g1ξ1x̃2 + g1ξ1ξ2 + ξ1W̃

T
1 θ1(x̂1)

+ξ1τ1 −
1
η1
W̃ T

1
˙̂W1. (28)

Design the weight updating law ˙̂W1 as

˙̂W1 = η1ξ1θ1(x̂1)− λw1Ŵ1, (29)

where λw1 > 0 should be designed. Consequently, we have

V̇1 = −λ1ξ21 + g1ξ1x̃2 + g1ξ1ξ2 + ξ1τ1 +
λw1

η1
W̃ T

1 Ŵ1

= −λ1ξ
2
1 + g1ξ1x̃2 + g1ξ1ξ2 + ξ1τ1

+
λw1

η1
W̃ T

1

(
W ∗1 − W̃1

)
= −λ1ξ

2
1 −

λw1

η1
W̃ T

1 W̃1 + g1ξ1x̃2 + g1ξ1ξ2

+ξ1τ1 +
λw1

η1
W̃ T

1 W
∗

1 . (30)

By resorting to Lemma 2, one can obtain

V̇1 6 −λ1ξ
2
1 −

λw1

η1
W̃ T

1 W̃1 +
1
2
ξ21 +

1
2
|g1x̃2|

2

+
1
2
ξ21 +

1
2
|g1ξ2|2 +

1
2
ξ21 +

1
2
τ 21
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+
λw1

2η1

∥∥∥W̃1

∥∥∥2 + λw1

2η1

∥∥W ∗1 ∥∥2
6 −

(
λ1 −

3
2

)
ξ21 −

λw1

2η1

∥∥∥W̃1

∥∥∥2 + 1
2
|g1x̃2|

2

+
1
2
|g1ξ2|2 +

1
2
τ 21 +

λw1

2η1

∥∥W ∗1 ∥∥2 . (31)

According to Lyapunov stability theory, when λ1 > 3
2 , and

the tracking error ξ2 is ensured to be convergent, the tracking
error ξ1 and weight approximation error W̃1 can converge
to a small region of zero. Accordingly, the NN utilized to
approximate f1 is designed, and its output is Ŵ T

1 θ1(x̂1).
Remark 2: The NN output Ŵ T

1 θ1(x̂1) is only used to design
state observer. The virtual control input v1 designed as equa-
tion (27) is to help to prove the convergence of NN weight.
Also, it is used as comparison to show that the virtual control
input designed by using the proposed method, which will be
specified in afterward content, can simplify the control design
process and can result in a smaller tracking error.

Next, the virtual control input v1 designed by using the
proposed method is given as follows.

Design the following filter and let ξ1 be its input, we have

˙̂
ξ1 = p1

(
ξ1 − ξ̂1

)
. (32)

where p1 > 0 is the filter parameter, which should be
designed.

Let the errors ξ1 − ξ̂1 and ξ̇1 −
˙̂
ξ1 be denoted by ξ̃1 and

˙̃
ξ1.

It is easy to prove that these two errors are bounded. Here,
we assume that the bounds of ξ̃1 and ˙̃ξ1 are ξ̄1 and ¯̇ξ1,
respectively. We have the following equation

˙̂
ξ1 = ξ̇1 −

˙̃
ξ1

= g1x̃2 + g1x̂2 + f1 − ẏd −
˙̃
ξ1. (33)

Further, we have

˙̂
ξ1 − g1x̂2 +

˙̃
ξ1 = g1x̃2 + f1 − ẏd . (34)

Since the convergence of NN weights has been proved
in the above content, the Lyapunov function (23) is
redesigned as

V1 =
1
2
ξ21

Take derivative of V1, and substitute (34) into it, we have

V̇1 = ξ1 (g1x̃2 + f1 − ẏd + g1ξ2 + g1v1)

= ξ1

(
˙̂
ξ1 − g1x̂2 +

˙̃
ξ1 + g1ξ2 + g1v1

)
(35)

Then, the virtual control input v1 can be designed as

v1 =
1
g1

(
−λ1ξ1 + g1x̂2 −

˙̂
ξ1

)
. (36)

Consequently,

V̇1 = ξ1
(
˙̃
ξ1 + g1ξ2 − λ1ξ1

)
= −λ1ξ

2
1 + g1ξ1ξ2 + ξ1

˙̃
ξ1. (37)

Since ˙̃ξ1 is bounded by a positive constant ¯̇ξ1, by using
Lemma 2, we have

V̇1 6 − (λ1 − 1) ξ21 +
1
2
|g1ξ2|2 +

1
2
¯̇ξ21 . (38)

According to Lyapunov stability theory, when the control
parameter λ1 > 1 satisfies, and the boundedness of tracking
error ξ2 is ensured, the tracking error ξ1 can converge to a
small compact set.
Remark 3: In existing literatures, ANN output Ŵ T

1 θ1(x̂1)
is used to design virtual control input shown as equation
(27). It can be seen from equation (31) that such method
cannot compensate the NN ideal approximation error τ1 and
state estimation error x̃2, which would lead to larger control
efforts. While, the virtual control input designed by using the
proposed method is shown as equation (36). Compared to the
equation (31), it can be found from equation (38) that some
positive terms are eliminated and thus, the tracking errors can
be further reduced.
Step i: Similar to step 1, this step details the design of ANN

weight updating law and the virtual control input vi.
Let the tracking errors be defined as

ξi = x̂i − vi−1 (39)

ξi+1 = x̂i+1 − vi. (40)

Select a Lyapunov function candidate as

Vi =
1
2
ξ2i +

1
2ηi

W̃ T
i W̃i, (41)

where ηi > 0 is a positive constant, which should be
designed. W̃i denotes the NN weight approximation error
between the optimal weight vector and its approximation,
i.e., W̃i = W ∗i − Ŵi. Take the derivative of Vi yields

V̇i = ξiξ̇i −
1
ηi
W̃ T
i
˙̂Wi. (42)

By recalling equalities (4), (39) and (40), the time deriva-
tive of ξi is immediately obtained

ξ̇i = ˙̂xi − v̇i−1
= ẋi − ˙̃xi − v̇i−1
= gixi+1 + fi − ˙̃xi − v̇i−1
= gix̂i+1 + gix̃i+1 + fi − ˙̃xi − v̇i−1
= giξi+1 + givi + gix̃i+1 + fi − ˙̃xi − v̇i−1. (43)

Hence,

V̇i = ξi(giξi+1 + givi + gix̃i+1 + fi − ˙̃xi

−v̇i−1)−
1
ηi
W̃ T
i
˙̂Wi. (44)

Let fi be approximated by utilizing ANN, based on
Lemma 1, we have fi = W ∗i

T θi( ˆ̄xi) + τi. Hence, V̇i can be
rewritten as

V̇i = ξi(giξi+1 + givi + gix̃i+1 − ˙̃xi +W ∗i
T
θi( ˆ̄xi)

+τi − v̇i−1)−
1
ηi
W̃ T
i
˙̂Wi. (45)
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Design vi as follows

vi =
1
gi

(
−λiξi − Ŵ T

i θi( ˆ̄xi)+ v̇i−1
)
. (46)

Substitute vi into equation (45) yields

V̇i = ξi(gix̃i+1 + giξi+1 − λiξi − Ŵ T
i θi( ˆ̄xi)+W

∗
i
T
θi( ˆ̄xi)

+τi − ˙̃xi)−
1
ηi
W̃ T
i
˙̂Wi

= ξi(gix̃i+1 + giξi+1 − λiξi + W̃ T
i θi( ˆ̄xi)+ τi − ˙̃xi)

−
1
ηi
W̃ T
i
˙̂Wi

= −λiξ
2
i + giξix̃i+1 + giξiξi+1 + ξiW̃

T
i θi( ˆ̄xi)

+ξiτi − ξi ˙̃xi −
1
ηi
W̃ T
i
˙̂Wi. (47)

Design the NN weight updating law as

˙̂Wi = ηiξiθi( ˆ̄xi)− λwiŴi, (48)

where λwi > 0 should be designed. Consequently, we have

V̇i = −λiξ2i + giξix̃i+1 + giξiξi+1 + ξiτi

−ξi ˙̃xi +
λwi

ηi
W̃ T
i Ŵi

= −λiξ
2
i + giξix̃i+1 + giξiξi+1 + ξiτi − ξi ˙̃xi

+
λwi

ηi
W̃ T
i

(
W ∗i − W̃i

)
= −λiξ

2
i −

λwi

ηi
W̃ T
i W̃i + giξix̃i+1 + giξiξi+1

+ξiτi − ξi ˙̃xi +
λwi

ηi
W̃ T
i W

∗
i . (49)

By resorting to Lemma 2, one can obtain

V̇i 6 −λiξ2i −
λwi

ηi
W̃ T
i W̃i +

1
2
ξ2i +

1
2
|gix̃i+1|

2

+
1
2
ξ2i +

1
2
|giξi+1|2 +

1
2
ξ2i +

1
2
τ 2i +

1
2
ξ2i

+
1
2
˙̃x2i +

λwi

2ηi

∥∥∥W̃i

∥∥∥2 + λwi
2ηi

∥∥W ∗i ∥∥2
6 − (λi − 2) ξ2i −

λwi

2ηi

∥∥∥W̃i

∥∥∥2 + 1
2
|gix̃i+1|

2

+
1
2
|giξi+1|2 +

1
2
τ 2i +

λwi

2ηi

∥∥W ∗i ∥∥2 + 1
2
˙̃x2i . (50)

According to Lyapunov stability theory, when λi > 2, and
the tracking error ξi+1 is guaranteed to be bounded, the track-
ing error ξi and weight approximation error W̃i can converge
to a small region of zero. Accordingly, the NN utilized to
approximate fi is designed, and its output is Ŵ T

i θi( ˆ̄xi).
It should be stressed that the virtual control input vi

designed as equation (46) is used to help to prove the conver-
gence of NNweight instead of being used to design the virtual
control input in this work. Meanwhile, Ŵ T

i θi( ˆ̄xi) is only used
to design state observer.

Next, the design process of virtual control input vi pro-
posed in this work is given as follows.

Design the following filter and let ξi be its input, we have

˙̂
ξi = pi

(
ξi − ξ̂i

)
. (51)

where pi > 0 is the filter parameter, which should be
designed.

Let the errors ξi − ξ̂i and ξ̇i −
˙̂
ξi be denoted by ξ̃i and

˙̃
ξi.

It is easy to prove that these two errors are bounded. Here,
we assume that the bound of ξ̃i and

˙̃
ξi are ξ̄i and ¯̇ξi, respec-

tively. We have the following equation

˙̂
ξi = ξ̇i −

˙̃
ξi

= gix̃i+1 + gix̂i+1 + fi − ˙̃xi − v̇i−1 −
˙̃
ξi. (52)

That is

˙̂
ξi − gix̂i+1 +

˙̃
ξi = gix̃i+1 + fi − ˙̃xi − v̇i−1. (53)

Since the convergence of NN weights has been proved in
the above content, the Lyapunov function is redesigned as

Vi =
1
2
ξ2i

Take derivative of Vi, and substitute (53) into it, we have

V̇i = ξi
(
giξi+1 + givi + gix̃i+1 + fi − ˙̃xi − v̇i−1

)
= ξi

(
˙̂
ξi − gix̂i+1 +

˙̃
ξi + giξi+1 + givi

)
. (54)

Then, the virtual control input vi designed by the proposed
method can be given by

vi =
1
gi

(
−λiξi + gix̂i+1 −

˙̂
ξi

)
. (55)

Substitute equation (55) into (54), one can obtain

V̇i = ξi
(
˙̃
ξi + giξi+1 − λiξi

)
= −λiξ

2
i + giξiξi+1 + ξi

˙̃
ξi. (56)

Since ˙̃ξi is bounded by a positive constant ¯̇ξi, by using
Lemma 2, we have

V̇i 6 − (λi − 1) ξ2i +
1
2
|giξi+1|2 +

1
2
¯̇ξ2i . (57)

Remark 4: Compared with equation (50), it can be seen
from equation (57) that the proposed method can compensate
the state estimation error ˙̃x2i , the ideal NN approximation
error τi, and the positive term 1

2 |gix̃i+1|
2, which can further

reduce the tracking error. In addition, the control parameter
λi should be λi > 2 when the virtual control input vi designed
as equation (46). While, when the virtual control input vi
designed via our method, it only requires the parameter
λi > 1. Moreover, it can be seen from equation (52) that
the derivative of virtual control input v̇i−1 is included in the
variable ˙̂ξi. Thus, the proposed method avoids using other
methods, such as dynamic surface control or command filter,
to deal with the expansion problem caused by differential
terms, which simplifies the control design.
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Step n: This step designs an ANN and the proposed NN
with novel weight updating law. Note that the ANN that
approximates the unknown term fn + $ is utilized when
designing state observer. Another NN is designed to approx-
imate another unknown term that will be specified in the
following content. Besides, the fault tolerant tracking control
input u(t) by using the proposed method is constructed in this
step.

Let the tracking errors be defined as

ξn−1 = x̂n−1 − vn−2 (58)

ξn = x̂n − vn−1. (59)

Select a Lyapunov function candidate as

Vn =
1
2
ξ2n +

1
2ηn

W̃ T
n W̃n, (60)

where ηn > 0 is a positive constant, which should be
designed. W̃n denotes the NN weight approximation error
between the optimal weight vector and its approximation,
i.e., W̃n = W ∗n − Ŵn. Take the derivative of Vn yields

V̇n = ξnξ̇n −
1
ηn
W̃ T
n
˙̂Wn. (61)

By recalling equalities (4), (58) and (59), the time deriva-
tive of ξn is immediately obtained

ξ̇n = ˙̂xn − v̇n−1
= ẋn − ˙̃xn − v̇n−1
= gnu+ fn +$ − ˙̃xn − v̇n−1. (62)

Then, we have

V̇n = ξn(gnu+ fn +$ − ˙̃xn − v̇n−1)−
1
ηn
W̃ T
n
˙̂Wn. (63)

Let fn + $ be approximated by utilizing NN, based on
Lemma 1, we have fn + $ = W ∗n

T θn( ˆ̄xn) + τn. Hence, V̇n
can be repressed as

V̇n = ξn(gnu− ˙̃xn − v̇n−1 +W ∗n
T
θn( ˆ̄xn)+ τn)−

1
ηn
W̃ T
n
˙̂Wn.

(64)

Design u as follows

u =
1
gn

(
−λnξn − Ŵ T

n θn( ˆ̄xn)+ v̇n−1
)
. (65)

Substitute u into equation (64) yields

V̇n = ξn(−λnξn − Ŵ T
n θn( ˆ̄xn)+W

∗
n
T
θn( ˆ̄xn)

+τn − ˙̃xn)−
1
ηn
W̃ T
n
˙̂Wn

= ξn(−λnξn + W̃ T
n θn( ˆ̄xn)+ τn − ˙̃xn)

−
1
ηn
W̃ T
n
˙̂Wn

= −λnξ
2
n + ξnW̃

T
n θn( ˆ̄xn)+ ξnτn

−ξn ˙̃xn −
1
ηn
W̃ T
n
˙̂Wn. (66)

Design the weight updating law as

˙̂Wn = ηnξnθn( ˆ̄xn)− λwnŴn, (67)

where λwn > 0 should be designed. Consequently, we have

V̇n = −λnξ2n + ξnτn − ξn ˙̃xn +
λwn

ηn
W̃ T
n Ŵn

= −λnξ
2
n + ξnτn − ξn

˙̃xn +
λwn

ηn
W̃ T
n

(
W ∗n − W̃n

)
= −λnξ

2
n −

λwn

ηn
W̃ T
n W̃n + ξnτn − ξn ˙̃xn

+
λwn

ηn
W̃ T
n W

∗
n . (68)

By resorting to Lemma 2, we have

V̇n 6 −λnξ
2
n −

λwn

ηn
W̃ T
n W̃n +

1
2
ξ2n +

1
2
τ 2n +

1
2
ξ2n

+
1
2
˙̃x2n +

λwn

2ηn

∥∥∥W̃n

∥∥∥2 + λwn
2ηi

∥∥W ∗n ∥∥2
6 − (λn − 1) ξ2n −

λwn

2ηn

∥∥∥W̃n

∥∥∥2
+
1
2
τ 2n +

λwn

2ηn

∥∥W ∗n ∥∥2 + 1
2
˙̃x2n . (69)

According to Lyapunov stability theory, when λn > 1,
the tracking error ξn and weight approximation error W̃n can
converge to a small region of zero. Accordingly, the ANN
utilized to approximate fn +$ is designed, and its output is
Ŵ T
n θn( ˆ̄xn).
Note that the control input u designed as equation (65)

is given to help to prove the convergence of NN weight,
and Ŵ T

n θn( ˆ̄xn) designed above is used when designing state
observer instead of being used when designing the proposed
control input u.
Next, the design process of control input u by using the

proposed method is given as follows.
Design the following filter and let ξn be its input, we have

˙̂
ξn = pn

(
ξn − ξ̂n

)
. (70)

where pn > 0 is the filter parameter, which should be
designed.

Let the errors ξn − ξ̂n and ξ̇n −
˙̂
ξn be denoted by ξ̃n and

˙̃
ξn.

It is easy to prove that these two errors are bounded. Here,
we assume that the bounds of ξ̃n and

˙̃
ξn are ξ̄n and ¯̇ξn, respec-

tively. According to equation (62), we have the following
equation

˙̂
ξn = ξ̇n −

˙̃
ξn

= gnu+ fn +$ − ˙̃xn − v̇n−1 −
˙̃
ξn. (71)

Let the unknown term fn+$ − ˙̃xn− v̇n−1−
˙̃
ξn be approx-

imated by using another NN, whose output is Ŵ T
n+1θn+1( ˆ̄xn).

According to Lemma 1, we have

˙̂
ξn = gnu+W ∗n+1

T
θn+1( ˆ̄xn)+ τn+1. (72)
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Furthermore, we reconstruct another variable as follows

χ̇n = gnu+ Ŵ T
n+1θn+1( ˆ̄xn). (73)

Subtract (73) from (72), we have

˙̂
ξn − χ̇n = W̃ T

n+1θn+1( ˆ̄xn)+ τn+1. (74)

Design a cost function as follows

Eξ =
1
2
( ˙̂ξn − χ̇n)2. (75)

Then, according to gradient decent algorithm, the weight
updating law ˙̂Wn+1 is designed as

˙̂Wn+1 = −ηn+1
∂Eξ
∂Ŵn+1

= ηn+1

(
˙̂
ξn − χ̇n

)
θn+1( ˆ̄xn). (76)

where ηn+1 > 0 denotes the learning rate, which should be
designed.
Remark 5: The NN weight updating algorithm designed in

equation (76) is different from the ANN weight updating law
designed in (67). The former can lead to a better approxima-
tion performance for the reason that the proposed NN weight
can be updated to its corresponding satisfactory value bymin-
imizing a cost function designed as equation (75), while the
latter can only guarantee the convergence of weight. In addi-
tion, the proposed NN also can approximate and compensate
the state estimation error, and can deal with the problem of
differential explosion caused by repeated differentiations.

Next, we design the control input u by using the proposed
NN with output Ŵ T

n+1θn+1( ˆ̄xn).
Choose a Lyapunov function as the following form

Vn =
1
2
ξ2n . (77)

Take derivative of Vn yields

V̇n = ξn
(
gnu+ fn +$ − v̇n−1 − ˙̃xn −

˙̃
ξn

)
. (78)

Redesign the control input as

u =
1
gn

(
−λnξn − Ŵ T

n+1θn+1( ˆ̄xn)
)
. (79)

Then,

V̇n = ξn
(
−λnξn + W̃ T

n+1θn+1( ˆ̄xn)+ τn+1
)

= −λnξ
2
n + ξnτn+1. (80)

By utilizing Lemma 2, we have

V̇n ≤ −(λn −
1
2
)ξ2n +

1
2
τ 2n+1. (81)

According to Lyapunov stability theory, when λn > 1
2 ,

the tracking error ξn can converge to a small region of zero.
Similarly, it can be inferred that the convergence of tracking
error ξi, i = 1, 2, . . . , n− 1 is ensured.

IV. SIMULATIONS
In this section, a simulation study is conducted on an invert
system [35] to verify the effectiveness of the proposed fault-
tolerant control strategy. It should be stressed that the pro-
posed method is an improved version compared with the
existing ANN-based FTC since it provides a novel FTC
strategy by resorting to filter and novel NN weight updating
algorithm. Thus, an ANN-based FTC method presented in
literature [36] is used as a comparison. The dynamics of the
invert system is given by

ẋ1 = x2
ẋ2 = f2(x̄2)+ g2(x̄2)u
y = x1

(82)

with

f2(x̄2) =
gsin(x1)−

mlx22 sin(x1)cos(x1)
m+mc

l( 43 −
mcos2(x1)
m+mc

)

g2(x̄2) =
cos(x1)
m+mc

l( 43 −
mcos2(x1)
m+mc

)

where x1 and x2 are the system states, the state x2 can not
be measured, while the output y = x1 is measurable. The
nonlinear function f2(x̄2) is unknown, while the nonlinear
g2(x̄2) is known and can be used when designing controller.
The system parameters are g = 9.8m/s2, m = 0.1kg, mc =
1kg and l = 0.5m. The desired output reference is chosen as
yd = sin( 2

π
t). The actuator fault is modeled as

uo =

{
u, t < 20s
(0.8+ e−4t )u+ 0.5, t ≥ 20s

(83)

The control objective is to design a fault tolerant controller
for the system (82) with actuator fault (83) such that the
system output tracks the desired signal.

TABLE 1. Control parameters of proposed method.

The proposed filter and NN-based fault tolerant track-
ing controller is given as equation (79) with NN updating
law shown as (76). The control parameters of proposed
method are given in Table 1. The initial states are cho-
sen as x0 = [0, 0]T . The simulation results are illustrated
in Figs. 2-3. Specifically, Fig. 2 draws the output tracking per-
formance and tracking error. It can be seen from Fig. 2 that the
system output obtained by using the proposed control method
has a quite small fluctuation when actuator occurs after
t = 20s, and the tracking error is also small. Fig. 3 depicts
the output of proposed NNs, it can be found that the designed
NN can approximate the unknown function with small error
even after actuator failure.
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FIGURE 2. Tracking performance and tracking errors by using the
proposed method.

FIGURE 3. Outputs of proposed NN.

FIGURE 4. Tracking performance and tracking errors by using the method
in [36] when the controller parameters are chosen as shown
in Table 1 besides designing the ANN parameters as η = 9.74 and
λw = 0.64.

To make a fair and reliable comparison, the controller
parameters of the ANN-based fault tolerant controller
designed according to literature [36] are same as those of the
proposed method besides designing the ANN parameters as
η = 9.74 and λw = 0.64. The simulation results are shown
in Fig. 4. It can be found that the tracking performance is

FIGURE 5. Tracking performance and tracking errors by using the method
in [36] when the controller parameters are chosen as shown
in Table 1 besides design η = 9.74, λw = 0.64, λ1 = 35 and λ2 = 10.

FIGURE 6. Outputs of ANN proposed in literature [36].

FIGURE 7. The first subplot shows the actuator input and output of the
proposed method, while the second subplot depicts those of the method
in paper [36].

extremely worse since the ANN approximation performance
is not as well as the proposed NN approximation perfor-
mance. To achieve a good tracking performance, the con-
troller parameters λ1 and λ2 should be carefully readjusted.
Then, chose them as λ1 = 35 and λ2 = 10, the simulation
results are shown in Figs. 5-6, it can be seen that the tracking
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performance becomes better. However, the tracking perfor-
mance is still worse than that of the proposed control method.
Finally, Fig. 7 compares the evolutions of the control input by
using the proposed method and the method in [36]. It can be
seen that the proposed method requires less control efforts,
but can achieve a better control performance.

Note that the control parameters are tuned by the same
method based on uniform design table to guarantee that the
comparative results are convincing. In such method, control
parameter sets are generated by resorting to uniform design
table. Each control parameter set is applied, and the one that
can result in the best control performance is what we want.

V. CONCLUSION
In this paper, by resorting to filter technique and online
learning algorithm, a novel NN-based fault tolerant control
strategy for nonlinear systems with unknown drift function
and actuator faults was proposed. The designed filter and
NN can successfully compensate the state observer errors,
ANN approximation errors and actuator faults. Furthermore,
the expansion problem caused by derivative terms of back-
stepping technique also can be dealt with. Theoretical anal-
ysis and simulation results demonstrate that the proposed
method can be efficient in coping with time-varying actuator
failures and unknown system dynamics appearing in the con-
trolled systemwith immeasurable system states. Although the
proposed control method is proved to be effective, it can not
be used to solve the control problem for the systems with
unknown control direction. Hence, in the future, we would
take efforts to investigate such control problem.

REFERENCES
[1] P. Qi, X. Zhao, Y. Wang, R. Palacios, and A. Wynn, ‘‘Aeroelastic and

trajectory control of high altitude long endurance aircraft,’’ IEEE Trans.
Aerosp. Electron. Syst., vol. 54, no. 6, pp. 2992–3003, Dec. 2018.

[2] L. Wen, G. Tao, H. Yang, and Y. Yang, ‘‘Aircraft turbulence compensation
using adaptive multivariable disturbance rejection techniques,’’ J. Guid.,
Control, Dyn., vol. 38, no. 5, pp. 954–963, May 2015.

[3] J. Shin, ‘‘Adaptive dynamic surface control for a hypersonic aircraft using
neural networks,’’ IEEE Trans. Aerosp. Electron. Syst., vol. 53, no. 5,
pp. 2277–2289, Oct. 2017.

[4] Z. Cheng, H. Pei, and S. Li, ‘‘Neural-networks control for hover to high-
speed-level-flsight transition of ducted fan UAV with provable stability,’’
IEEE Access, vol. 8, pp. 100135–100151, 2020.

[5] Y. Wu, Y. Hua, G. Li, and H. Zou, ‘‘Distributed anti-disturbance control
strategy for multi-aircraft systems with time-varying topology,’’ IEEE
Access, vol. 7, pp. 26278–26293, 2019.

[6] L. Wang and J. Su, ‘‘Robust disturbance rejection control for attitude
tracking of an aircraft,’’ IEEE Trans. Control Syst. Technol., vol. 23, no. 6,
pp. 2361–2368, Nov. 2015.

[7] D. Chwa, ‘‘Fuzzy adaptive output feedback tracking control of VTOL
aircraft with uncertain input coupling and input-dependent disturbances,’’
IEEE Trans. Fuzzy Syst., vol. 23, no. 5, pp. 1505–1518, Oct. 2015.

[8] Z. Chen, Q. Li, X. Ju, and F. Cen, ‘‘Barrier Lyapunov function-based
sliding mode control for BWB aircraft with mismatched disturbances and
output constraints,’’ IEEE Access, vol. 7, pp. 175341–175352, 2019.

[9] M. Chen, P. Shi, and C.-C. Lim, ‘‘Adaptive neural fault-tolerant control of a
3-DOF model helicopter system,’’ IEEE Trans. Syst., Man, Cybern., Syst.,
vol. 46, no. 2, pp. 260–270, Feb. 2016.

[10] X. Yu, Y. Fu, P. Li, and Y. Zhang, ‘‘Fault-tolerant aircraft control based
on self-constructing fuzzy neural networks and multivariable SMC under
actuator faults,’’ IEEE Trans. Fuzzy Syst., vol. 26, no. 4, pp. 2324–2335,
Aug. 2018.

[11] S. S. Mulgund and R. F. Stengel, ‘‘Optimal nonlinear estimation for
aircraft flight control in wind shear,’’ Automatica, vol. 32, no. 1, pp. 3–13,
Jan. 1996.

[12] A. A. Pashilkar, N. Sundararajan, and P. Saratchandran, ‘‘Adaptive back-
stepping neural controller for reconfigurable flight control systems,’’ IEEE
Trans. Control Syst. Technol., vol. 14, no. 3, pp. 553–561, May 2006.

[13] B. Lu, J.Ma, and Z. Zheng, ‘‘Adaptive closed-loop control allocation-based
fault tolerant flight control for an overactuated aircraft,’’ IEEE Access,
vol. 7, pp. 179505–179516, 2019.

[14] Q. Shen, C. Yue, C. H. Goh, and D. Wang, ‘‘Active fault-tolerant control
system design for spacecraft attitude maneuvers with actuator saturation
and faults,’’ IEEE Trans. Ind. Electron., vol. 66, no. 5, pp. 3763–3772,
May 2019.

[15] G. Ortiz-Torres, P. Castillo, F. D. J. Sorcia-Vazquez, J. Y. Rumbo-Morales,
J. A. Brizuela-Mendoza, J. De La Cruz-Soto, and M. Martinez-Garcia,
‘‘Fault estimation and fault tolerant control strategies applied to VTOL
aerial vehicles with soft and aggressive actuator faults,’’ IEEE Access,
vol. 8, pp. 10649–10661, 2020.

[16] C. Deng, W.-W. Che, and P. Shi, ‘‘Cooperative fault-tolerant output reg-
ulation for multiagent systems by distributed learning control approach,’’
IEEE Trans. Neural Netw. Learn. Syst., vol. 31, no. 11, pp. 4831–4841,
Nov. 2020.

[17] C. Deng and C. Wen, ‘‘Distributed resilient observer-based fault-tolerant
control for heterogeneous multiagent systems under actuator faults
and DoS attacks,’’ IEEE Trans. Control Netw. Syst., vol. 7, no. 3,
pp. 1308–1318, Sep. 2020.

[18] B. Wang, B. Zhang, and R. Su, ‘‘Optimal tracking cooperative control
for cyber-physical systems: Dynamic fault-tolerant control and resilient
management,’’ IEEE Trans. Ind. Informat., vol. 17, no. 1, pp. 158–167,
Jan. 2021.

[19] Q. Hou, J. Dong, and C. Xi, ‘‘Adaptive neural network tracking control
for switched uncertain non-linear systems with actuator failures and time-
varying delays,’’ IET Control Theory Appl., vol. 13, no. 12, pp. 1929–1939,
Aug. 2019.

[20] J. Dong and J. Hou, ‘‘Output feedback fault-tolerant control by a set-
theoretic description of T–S fuzzy systems,’’ Appl. Math. Comput.,
vol. 301, pp. 117–134, May 2017.

[21] K. P. Tee, S. S. Ge, and F. E. H. Tay, ‘‘Adaptive neural network control for
helicopters in vertical flight,’’ IEEE Trans. Control Syst. Technol., vol. 16,
no. 4, pp. 753–762, Jul. 2008.

[22] X. Li, W. Fu, L. Liu, and Y. Wang, ‘‘Adaptive dynamic surface control for
aircraft with multiple disturbances based on radial basis network,’’ IEEE
Access, vol. 8, pp. 57709–57721, 2020.

[23] X. Lei and P. Lu, ‘‘The adaptive radial basis function neural network for
small rotary-wing unmanned aircraft,’’ IEEE Trans. Ind. Electron., vol. 61,
no. 9, pp. 4808–4815, Sep. 2014.

[24] S. Sui, C. L. P. Chen, and S. Tong, ‘‘Fuzzy adaptive finite-time control
design for nontriangular stochastic nonlinear systems,’’ IEEE Trans. Fuzzy
Syst., vol. 27, no. 1, pp. 172–184, Jan. 2019.

[25] S. Sui, S. Tong, and C. L. P. Chen, ‘‘Finite-time filter decentralized control
for nonstrict-feedback nonlinear large-scale systems,’’ IEEE Trans. Fuzzy
Syst., vol. 26, no. 6, pp. 3289–3300, Dec. 2018.

[26] S. Sui, C. L. P. Chen, and S. Tong, ‘‘Neural network filtering control design
for nontriangular structure switched nonlinear systems in finite time,’’
IEEE Trans. Neural Netw. Learn. Syst., vol. 30, no. 7, pp. 2153–2162,
Jul. 2019.

[27] Z. Liu, X. Dong, J. Xue, H. Li, and Y. Chen, ‘‘Adaptive neural control for a
class of pure-feedback nonlinear systems via dynamic surface technique,’’
IEEE Trans. Neural Netw. Learn. Syst., vol. 27, no. 9, pp. 1969–1975,
Sep. 2016.

[28] D.-H. Shin and Y. Kim, ‘‘Nonlinear discrete-time reconfigurable flight
control law using neural networks,’’ IEEE Trans. Control Syst. Technol.,
vol. 14, no. 3, pp. 408–422, May 2006.

[29] Y. Wei, H. Xu, and Y. Xue, ‘‘Adaptive neural networks-based dynamic
inversion applied to reconfigurable flight control and envelope protection
under icing conditions,’’ IEEE Access, vol. 8, pp. 11577–11594, 2020.

[30] S. Shao, M. Chen, and Y. Zhang, ‘‘Adaptive discrete-time flight control
using disturbance observer and neural networks,’’ IEEE Trans. Neural
Netw. Learn. Syst., vol. 30, no. 12, pp. 3708–3721, Dec. 2019.

[31] D. Li, L. Liu, Y.-J. Liu, S. Tong, and C. L. P. Chen, ‘‘Fuzzy approximation-
based adaptive control of nonlinear uncertain state constrained systems
with time-varying delays,’’ IEEE Trans. Fuzzy Syst., vol. 28, no. 8,
pp. 1620–1630, Aug. 2020.

91158 VOLUME 9, 2021



J. Lu et al.: Observer-Based FTC for Class of Nonlinear Systems

[32] Y. M. Cho and R. Rajamani, ‘‘A systematic approach to adaptive observer
synthesis for nonlinear systems,’’ IEEE Trans. Autom. Control, vol. 42,
no. 4, pp. 534–537, Apr. 1997.

[33] R. M. Sanner and J.-J.-E. Slotine, ‘‘Gaussian networks for direct adaptive
control,’’ IEEE Trans. Neural Netw., vol. 3, no. 6, pp. 837–863, Nov. 1992.

[34] D. S.Mitrinovic, J. E. Pecaric, andA.M. Fink,Classical andNew Inequali-
ties in Analysis. Dordrecht, The Netherlands: Springer, 1993, pp. 379–389.

[35] J.-H. Park, S.-H. Kim, and C.-J. Moon, ‘‘Adaptive neural control for strict-
feedback nonlinear systems without backstepping,’’ IEEE Trans. Neural
Netw., vol. 20, no. 7, pp. 1204–1209, Jul. 2009.

[36] Y. Yang and D. Yue, ‘‘Observer-based decentralized adaptive NNs fault-
tolerant control of a class of large-scale uncertain nonlinear systems with
actuator failures,’’ IEEE Trans. Syst., Man, Cybern., Syst., vol. 49, no. 3,
pp. 528–542, Mar. 2019.

JIANHUI LU received the M.S. degree in infor-
matics science from the PLA University of Infor-
mation Engineering, Zhengzhou, China, in 2009.
He is currently pursuing the Ph.D. degree with the
Wuhan University of Technology, Wuhan, China.
He is currently an Associate Research Fellow with
the Aviation University of Air Force, Changchun,
China. His research interests include flight safety
and big data analysis.

FAN LUO received the Ph.D. degree in manage-
ment science and engineering from the Wuhan
University of Technology, Wuhan, China, in 2004.
She is currently a Professor with the School
of Management, Wuhan University of Technol-
ogy. Her current research interests include avia-
tion safety risk management and human resource
management.

YUJIA WANG received the M.S. degree in control
science and engineering from the Harbin Institute
of Technology, Harbin, China, in 2017, where she
is currently pursuing the Ph.D. degree. Her current
research interests include spacecraft attitude con-
trol, neural networks, and fault tolerant control.

MINGXIN HOU received the Ph.D. degree from
the Harbin Institute of Technology, in 2015. Since
2018, he has been a Lecturer with the School
of Mechanical and Power Engineering, Guang-
dong Ocean University. His current research
interests include artificial intelligent and control
algorithms.

HUI GUO received the Ph.D. degree from
Air Force Engineering University, Xi’an, China,
in 2010. He is currently an Assistant Research
Fellow with the Aviation University of Air Force.
His current research interests include flight safety
and big data analysis.

VOLUME 9, 2021 91159


