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ABSTRACT One of the most significant problems in large-scale applications is how to allocate requests
from end-users to datacenters. Most existing studies focus only on high bandwidth utilization of datacenters
or low request delay of end-users, lacking the consideration of both at the same time. To achieve the joint
optimization for bandwidth utilization of datacenter providers and delay of end-users, this paper proposes
a novel Particle Swarm Optimization (PSO) based request allocation algorithm, based on the construction
of a mathematical model for joint optimization. The algorithm adapts the coding scheme and redefines the
operator to make PSO suitable for discrete optimization problems and use fitness function to get a global
optimal solution. Through extensive simulations, it is demonstrated that the PSO based request allocation
algorithm proposed in this study can improve the bandwidth utilization and keep the average request delay
within acceptable limits or even better.

INDEX TERMS Bandwidth utilization, joint optimization, large-scale applications, particle swarm opti-
mization, request allocation, request delay.

I. INTRODUCTION
Recently, large-scale applications have gained signifi-
cant popularity due to the increasing number of users.
In large-scale applications, such as social network, education
network andweb search, they are always deployed geographi-
cally distributed datacenters for both reliability and better per-
formance. Under the scenario thatmultiple datacenters jointly
provide services, one of the most significant challenges is
how to efficiently allocate different users’ requests to differ-
ent datacenters in order to improve bandwidth utilization or
reduce request delay. This study refers to this kind of problem
as the request allocation problem.

Request allocation has obtained a lot of concentrations
from the research groups in the last few years. There are
two factors needing to be concentrated on in this problem.
On the one hand, request allocation aims to improve band-
width resource utilization of datacenters. Different datacen-
ters may reach their peak workload at different times. Some
datacenters may reach peak workload while others have low
bandwidth utilization at a moment. In this way, overloaded
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datacenters are more vulnerable to failures and datacenters
with low bandwidth utilization are a waste of energy and
investment. On the other hand, large-scale applications pro-
vide service for many users so that it should reduce the
request delay. With the common localized allocated strategy,
users’ requests are always sent to closet datacenter in order
to decrease the transport delay. However, it causes high delay
when datacenters reach peak workload.

Most of prior studies have been done and they focused on
improving bandwidth resource utilization of datacenters like
using store and forward schemes [1] avoiding peak time of
target datacenter and using forwarding tree cohorts by fair
sharing strategy [2]. Other studies have focused on reducing
end-user request delay, such as using Heterogeneous Fair
Resource Allocation and Scheduling (HFRAS) algorithms to
achieve delay reduction [3]. Or the combination of work-
load allocation among different servers and delay-base work-
load allocation (DBWA) algorithm is used to achieve the
goal of delay reduction [4]. Few approaches consider both
improving bandwidth utilization and reducing request delay.
This is due to the fact that low delay and high bandwidth
utilization are the opposite of each other. Users close to
the datacenters experience low delay. Once the bandwidth
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utilization increases, users far away from the data centers
are likely to suffer high latency. Therefore, in this study,
the aim is to find a better balance between the two men-
tioned above. Requests’ different transport delay between
end-user and datacenter, combined with the heterogeneity of
physical resources, makes it hard to take into account both
request delay and bandwidth utilization. Classic scheduling
algorithms like ‘‘greedy algorithm (GA) [5]’’ and ‘‘locality
algorithm (LA) [6]’’ are also not suitable to solve this problem
due to that only a single factor can be considered. In fact,
considering the NP-hard feature of this problem and the
practical online request allocation context, it faces a dilemma
of getting a sub-optimal solution when combining bandwidth
utilization for datacenter providers and request delay for
end-users. To address this problem, meta-heuristics has been
widely used in resource allocation problems due to its smart
iteration process. Request allocation is a kind of resource
allocation problem. Common meta-heuristics include Ant
Colony Optimization [7], Genetic Algorithm [8], Particle
Swarm Optimization Algorithm [9], Simulated Annealing
Algorithm [10], etc. Among many heuristics, this paper
finally selects particle swarm optimization for the advantages
below.
• PSO has strong robustness and thereby it can be widely
used in many fields, such as artificial neural network
training [11] and virtual machine allocation [12].

• PSO has faster execution speed and higher efficiency of
problem-solving. Based on this feature, [13] proposes
a triple archives PSO (TAPSO) and [14] proposes an
eXpanded PSO (XPSO).

• For all particles in PSO, they can search solutions con-
currently, which can be executed in parallel. Refer-
ence [15] proposes a PSO variant based on multiple
adaptative strategies (MAPSO) algorithm based on this
feature.

• PSO can be easy to implement and there are few param-
eters to be adjusted.

This paper studies the request allocation between end-users
and provider, aiming at increasing bandwidth utilization
while reducing users’ request delay.

However, there are many challenges to be addressed when
leveraging the particle swarm optimization technique in
request allocation:
• How to make joint optimization for bandwidth utiliza-
tion and request delay.

• How to make particle swarm optimization suitable for
discrete optimization problem.

• How to determine the value of each parameter of particle
swarm optimization when updating speed of particle.

To address the first challenge, this study first constructs a
mathematical model to describe the problem where each fea-
sible solution is represented by two matrixes. One represents
bandwidth utilization of datacenters. The other represents
delay of end-users. Then this study combines the requirement
of high bandwidth utilization and low request delay to quan-
titatively evaluate each solution.

To address the second challenge, this study adjusts the
coding scheme and redefine the operator in particle swarm
optimization. In this way, the PSO is suitable for discrete
optimization problem.

To address the third challenge, this study determines the
value of each parameter when updating speed of particle by
using fitness function which considers bandwidth utilization
and request delay. And it determines the value of fitness
function using global best solution, local best solution and
current solution.

Next, the key contributions to this paper as follows:
• This paper proposes a request allocation algorithm based
on particle swarm optimization to achieve joint opti-
mization of bandwidth utilization and request delay.

• In the algorithm, this paper redefines coding schemas,
parameters and operators to make PSO suitable for dis-
crete optimization problem. This paper introduces the
fitness function which considers bandwidth utilization
and request delay to determine the value of parameters
in PSO when updating speed of particle.

• Finally, an extensive comparison of the algorithm pro-
posed in this paper, the LA and the GA is presented to
demonstrate that the algorithm proposed in this paper
can achieve joint optimization of bandwidth utilization
and average request delay.

The outline of this paper is listed as follows. Section II
describes and models the problem, puts forward a method
to evaluate each solution of this problem. And Section III
presents our algorithm based on particle swarm optimization.
The experiment setup, results and analysis are presented
in Section IV. Section V reviews and discusses the related
works. In the end, Section VI makes a conclusion of this
paper.

II. PROBLEM DEFINITION
A. PROBLEM DESCRIPTION
Traditionally, request allocation is handled by deploying
mapping nodes, which are typically HTTP or authoritative
ingress proxies that route user requests from a given locale
to the appropriate datacenter, or DNS servers that resolve
the same name of Web sites. In real application, with the
success of Software Defined Network (SDN), requests can
be easily handled by the SDN controller. The information
of each datacenter in the network can be gathered by the
SDN controller. In this way, massive requests come to the
controller, the controller can make a more reasonable request
allocation strategy by using global information. In real system
architecture, multiple SDN controllers act as gateways to
manage multiple data centers simultaneously to achieve load
balance. This study simplifies this practical systemmodel and
constructs the multiple datacenters model based on the SDN
controller just like the model in the study [16]. The whole
model consists of two parts. One is a set D = 1, 2, . . . , d
of datacenters which are distributed in different regions for
better reliability, the other is a set U = 1, 2, . . . , u of
end-users. CDj is the fixed bandwidth capacity of datacenter
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TABLE 1. Notations.

j and BDj is the amount of bandwidth occupied by a request.
This paper assumes each end-user can only send one request
at a given moment. Then it needs to find a mapping from
end-users requests to datacenters. Let SUkDj indicate whether
end-user k sends a request to datacenter j.

SUkDj =

{
1, if k request to j
0, otherwise.

(1)

B. PERFORMANCE METRICS
The multiple datacenters model contains two roles: the
provider and end-users. In order tomaximize profits, provider
tends to maximize the bandwidth utilization and users want to
get low latency experience for each request. This study needs
to evaluate the quality of each request allocation solution,
with the aim of achieving a balance between two metrics.
The following discussed two metrics in detail and applied the
Nash bargaining solution [17] to achieve the goal.

1) HIGH BANDWIDTH UTILIZATION
Since the provider contains M datacenters, the goal for
this study is to find a strategy which can maximize the
bandwidth utilization. Under normal conditions, the massive
requests from users always cause the different workload
among datacenters. An efficient request allocation can shift
someworkload from overloaded datacenter to datacenter with
low bandwidth utilization. In this way, this study can maxi-
mize the bandwidth utilization. To achieve the goal, this study
proposes the definition of bandwidth utilization to evaluate
each datacenter workload as follows:

PDj =

∑U
k=1

∑Nk
i=1 SUkiDjBDj
CDj

, (2)

where SUkDj represents the whether end-user k requests dat-
acenter j, BDj represents the amount of bandwidth occupied
by a request and CDj represents the bandwidth capacity of
datacenter j. To evaluate the whole bandwidth utilization,
this study can relate the entire multiple datacenters model to
a bargaining market. Each datacenter is viewed as a player

and bandwidth utilization is the only metric for the player.
In this Nash bargaining game, high bandwidth utilization can
be achieved at all datacenters as follows:

aBmax =
D∏
j=1

PDj . (3)

2) LOW DELAY
Delay is the most important metric for end-users. In order
to retain users, many large companies make lots of efforts
to reduce the delay time. Amazon reports that every 100ms
delay in page load time decreases sales by 1 percent [18].
In this paper, the delay contains three parts. The first part is
the transport delay between end-user and datacenter. The sec-
ond part is the process time of each request. The third part
is a random waiting time in queue inside the datacenter.
Therefore, the definition of delay for each request as follows:

σUkDj = LUkDj + ϕUkDj + θ, (4)

where L(UkDj) represents the transport delay and ϕ(UkDj)
represents the process time. In real world, applications can
only process several requests at a given moment. Then the
next request must wait in the queue. To simulate such an envi-
ronment, it assumes that waiting time satisfies the uniform
distribution. Therefore, it is easy to express the interval using:
[uj ∗ (1−δ), uj ∗ (1+δ)] where uj denotes the average process
time for every request. δ denotes the standard deviation in
uniform distribution. Therefore, this study sets θ as mean
value. This study proposes the definition of delay for end-user
as follows:

TUk =

∑U
k=1

∑Nk
i=1 SUkiDjσUkDj
Nk

, (5)

where TUk represents the average latency experienced by
user k . Just as the method evaluating bandwidth utilization,
it can also view end-users as players and low delay is the only
metric for the player. In this Nash bargaining game, it can
achieve low delay at all end-users as follows:

aDmin =
U∏
k=1

TUk . (6)

Given the above models, it can combine the aBmax and
aDmin as follows:

aJmax = aBmax +
1

aDmin
. (7)

According to the definition of aJmax , a larger aJmax means
a better feasible request allocation solution. This study would
like to get a solution with maximized aJmax .

C. EVALUATION METRICS
To better evaluate the efficiency of Particle swarm opti-
mization (PSO), Greedy algorithm (GA) and Locality algo-
rithm (LA) of improving bandwidth utilization and reducing
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request delay, this report proposes the following formula for
the overall evaluation of the algorithms:

f (x, y) = α|
x − xmin

xmax − xmin
| + β|

1
y − ymin

ymax − ymin
| (8)

where x represents bandwidth utilization, and y represents
delay at the samemoment. α and β denote weights, which are
taken as 0.5 and 0.5, respectively, in this formula depending
on the actual situation. α and β may be assigned different
weights in other cases, and this paper will not discuss these
cases in detail here due to space limitations. xmin and xmax are
the minimum and maximum value of x. ymin and ymax are the
minimum and maximum value of y.

III. METHOD
A. REQUEST ALLOCATION BASED ON PARTICLE SWAM
OPTIMIZATION
PSO is a stochastic based meta heuristic computational
method inspired by the social behavior in animals, such as
fish schooling or bird flocking [19]. The PSO algorithm is
proposed by Dr. Eberhart and Dr. Kennedy, from the behav-
ior of bird predation. Initially, all particles are randomly
initialized in search space and a single particle represents
a feasible solution in specific problems. In the algorithm,
particle contains two properties, namely particle position and
particle velocity. Particle position represents the current fea-
sible solution and velocity is used to update position in order
to find the optimal solution. In PSO, particle needs to store
global best solution and local best solution. Particle velocity
is updated by recorded solutions as follows:

Vid (t+1)=Vid (t)+C1r1d (Pid−Xid )+C2r2d (Pgd−Xid ),

(9)

where C1 and C2 are two positive numbers called accelera-
tion coefficients and r1d and r2d are two uniformly distributed
numbers in interval [0, 1]. Pid and Pgd denotes the local Best
and global Best solution of a particle. When velocity has
been updated, position of a particle can also be calculated as
follows:

Xid (t + 1) = Xid (t)+ Vid (t + 1), (10)

where Xid (t + 1) is the next position of a particle.
This study uses PSO to solve the request allocation prob-

lem. As mentioned above, PSO has many advantages in
solving NP-hard problem such as easy to implement and
few parameters need to be adjusted, however there are some
challenges needing to be addressed.
• Tomake PSO suitable for discrete optimization problem,
this study redefines the coding schema, parameter and
operator in PSO.

• To determine the value of each parameter of PSO
when updating, this study introduces the fitness function
which considers bandwidth utilization and request delay.

Then aJmax is used to measure each solution in order to get
local best and global best solution.

1) CODING SCHEMA
PSO is suitable for continuous problems. In order to make
PSO suitable for discrete optimization problem, this study
redefines the coding schema. A two-dimensional encoding
schema is quite useful for solving the request allocation prob-
lem and this study uses two kinds of encoding schema called
datacenter schema which is shown in Fig. 1 and end-user
schema which is shown in Fig. 2. The first dimension of
datacenter schema is an n-bit vector (x1, x2, . . . , xn) where n
is the number of datacenters and the second dimension con-
tains the set of requests which come from different end-users
using x tn to represent. In the first dimension, every bit is
associated with a datacenter. If the bit is ι R©1ι− it means
that the datacenter has processed requests. If the bit is ι R©0ι−

then it means that the datacenter has never received any
requests. Besides this, this study converts datacenter schema
to end-user schema. The first dimension of end-user schema
is an n-bit vector where n is the number of end-users and
the second dimension represents the relationship between
datacenters and end-users.

FIGURE 1. The datacenter schema.

FIGURE 2. The user schema.

2) PARAMETER AND OPERATOR IN PSO

Parameters in PSO contain position and velocity and oper-
ators contain subtraction, addition and multiplication. The
details are presented as below:
Position: According to the datacenter encoding schema,

this study uses a bit vector X t = (X t1,X
t
2, . . . ,X

t
n) to represent

the particle’s position. n represents the number of datacenters
and x tn represents a single datacenter which processes requests
from different end-users. X t represents a feasible solution for
request allocation problem.
Velocity: This study uses a bit vector V t

= (V t
1,V

t
2, . . . ,

V t
n) to represent the particle’s velocity. n represents the num-

ber of datacenters and V t
n indicates whether the request on

the corresponding datacenter should be redistributed. If V t
n is

ι R©0ι−, then requests on the corresponding datacenter should
be redistributed. If V t

n is ι
R©1ι−, then there will be no change.

Subtraction Operator: The subtraction operator is used
to calculate the difference between the two feasible request
allocation solutions and this study uses symbol	 to represent
the subtraction operator. As mentioned above, the value of X tn
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is ‘1’ or ‘0’. Therefore, given two positions X ti and X tj ,
if the value of bits in vector are same, then subtraction result
will be 1, otherwise 0. For example (1,0,1,0) 	 (1,1,0,0) =
(1,0,0,1).
Addition Operator: The addition operator is used to update

the particleι−s velocity and this study uses symbol⊕ to repre-
sent the addition operator. There are three factors in addition
operator which are current velocity, local best position and
global best position. If there are n datacenters, then (P1V1 ⊕
P2V2 ⊕ . . .PnVn) denotes that a particle updates its velocity
by using V1 with a probability P1, using Vn with a probability
Pn and so on. For example, 0.2(1,0,1,0) ⊕ 0.8(1,0,0,1) =
(1,0,?,?). If the value of bits is same, then the addition result
is not changed. Otherwise, for the third bit, the addition result
has possibility 0.2 to be 1 and 0.8 to be 0. For the fourth
bit, the addition result has possibility 0.2 to be 0 and 0.8 to
be 1. Thus, parameters shown in equation 9would be replaced
by the possibility P1, P2 and P3 and the value of possibility
can be calculated by fitness function. Therefore, in addition
operator, the uncertain bits value can be calculated as below:

SUkDj =


q1, if rand ≤ P1
q2, if P1 < rand ≤ P2
q3, if P1 + P2 < rand ≤ 1,

(11)

where rand is a random number generated in range 0.0 to 1.0.
q1, q2 and q3 are one of the bits’ values in corresponding
particle’s position.
Multiplication Operator: The multiplication operator is

used to update the particle’s next position and this study
uses symbol ⊗ to represent the multiplication operator.
X ti ⊗ V t+1

j , represents the current position update based on
the velocity vector V t+1

j . If the bit’s value in V t+1
j is 1, then

the corresponding bit in X ti would not be changed. Other-
wise, the requests processed by the corresponding datacenter
need to be allocated again. In this way, it can get a better
solution.

3) UPDATING STRATEGY
In our PSO based request allocation algorithm, it updates
particle’s position and velocity as below:

V t+1
i = P1V t

i ⊕ P2(Xlb 	 X
t
i )⊕ P3(Xgb 	 X

t
i ) (12)

X t+1i = X ti ⊗ V
t+1
i (13)

As mentioned above, P1, P2 and P3 are obtained by fitness
function. The definition of the fitness function as below:

fcj =

∑n
i=1 XijBi
Tcj

+
Mj∑m

i=1 XijDi
(14)

where Xij denotes whether the ith request has been processed
by jth datacenter and Tcj denotes the bandwidth threshold
of jth datacenter. Bi represents the amount of bandwidth a
request occupies and Di represents the delay time of the ith

request. The fitness function of particle’s position considers
bandwidth utilization of datacenters and delay time of end-
users. Similarly, the fitness function of local best position and

global best position can be calculated as below:

flbj =

∑n
i=1 XijBi
Tlbj

+
Mj∑m

i=1 XijDi
(15)

fgbj =

∑n
i=1 XijBi
Tgbj

+
Mj∑m

i=1 XijDi
(16)

Then the value of possibility can be written as:

P1 =
fcj

fcj + flbj + fgbj
(17)

P2 =
flbj

fcj + flbj + fgbj
(18)

P3 =
fgbj

fcj + flbj + fgbj
(19)

In addition operator, if it always selects maximum P, it will
result in that the algorithm may fall into local optima quickly.
To address this issue, this study introduces a rand number
to get optimal solution. As the addition operator mentioned,
the uncertain bits’ value can be calculated using equation 11.

In this way, this study can update particle’s velocity in each
iterator. And as the multiplication operator mentioned, if the
bit value of particle’s velocity V t+1

i is ‘0’, the corresponding
bit value of particle’s position needs to be reconsidered. The
following strategy is used to reallocate requests processed
by the corresponding data center. First step is to generate a
random number in range 0 to 1.

If the rand <= P1, there will not be changed.
If the P1 < rand <= P2+P1, then the corresponding

request allocation method adopts the local-best position. For
example, the jth datacenter processes n requests from the ith
user. Then the request allocation in current solution should be
replaced by local-best solution.

If the P1+P2 < rand <= 1, then the corresponding
request allocation method adopts the global-best position.
After updating current position in this way, there must be
a situation where the same request is processed by multiple
data centers simultaneously. Therefore, it is necessary to find
these requests and reallocate them in locality algorithm. The
request allocation algorithm based on particle swam opti-
mization can be described in Algorithm 1.

At the beginning of the algorithm, it needs to initialize m
users, n requests, d datacenters and p particles. And using
greedy strategy to initialize the position and using random
strategy to initialize velocity of a particle. Each particle con-
tains a copy of information of all users and datacenters. The
particle swam optimization consists of multiple iterations.
In each iteration, each particle updates particle’s position
and velocity to get local best solution. When an iteration
is completed, it will updates the global best solution. The
algorithm ends with the final solution when all iterations are
completed.

From the above analysis, it can be obtained that the time
complexity of the PSO algorithm is proportional to the num-
ber of particles and the number of iterations. In addition,
the time complexity of the three algorithms, GA, LA and
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Algorithm 1 Request Algorithm Based on Particle Swam
Optimization
1: Input m users, n requests, d datacenters and p particles.
2: Get initial current position, local-best position,

global-best position, and velocity of a particle.
3: for each iteration I do
4: for each particle particlek do
5: Calculate V t+1

particlek according to addition operator.
6: Calculate X t+1particlek according to multiplication oper-

ator.
7: Calculate aJmax according to the allocation of

particlek .
8: Update local-best position for particlek .
9: end for

10: Update the global-best position.
11: end for
12: Output the global-best position for request allocation and

its aJmax .

PSO, is comparable and all are related to the number of
particles and the number of iterations.

IV. EXPERIMENT
A. EXPERIMENTAL SETUP
There are several parameters in the algorithm. In order
to simulate real scenes, this study uses Wikipedia request
traces [20] to represent the request number, and uses
requests from 04:10 AM, September 19, 2007 GMT to
04:11 AM, September 20, 2007 GMTwith line record format
< number, timestamp, url >. WikiPedia can only provide
relatively old traces, but old traces which contain peak and
minimum values work well in this experiment. If WikiPedia
updates traces, it can update the experimental data. In each
hour, this study computes the average number of requests
per minute for our experiments. Then, it gets the request
distribution as shown below in Fig. 3. The chart shows the
changing trend of request numbers, showing the peak and
idle periods of the service respectively, which is in good
agreement with the actual situation.

In this experiment, there are 5 datacenters and 500 end-
users which send requests at the same minute. In real scenes,
every request costs almost the same bandwidth, therefore
each datacenter contains 6000 units of bandwidth and every
request costs only 1 unit. The service time is different,
because the hardware resources of each datacenter are dif-
ferent. Thus, the service time of datacenter is randomly gen-
erated from 30 to 50ms in this experiment. As mentioned in
Section II, the assumption of this experiment is that waiting
time satisfies the uniform distribution, therefore the average
waiting time is equal to datacenter’s service time. And it
allocates the random number of requests to users and ensures
that all requests are allocated. The transport delay which from
end-user to datacenter is randomly generated from 0 to 50ms.
In this way, this study can simulate the different distances
between users and datacenters. This study tests the iterative

FIGURE 3. The request distribution.

process of PSO algorithm and compare our algorithm with
GA and LA. There are few parameters that need to be adjusted
in PSO algorithm.

In GA, this study calculates the minimum request delay
for each user and datacenter, and allocates each request to
a datacenter that can provide the minimum request delay.
In LA, this study needs allocate each request to the closest
datacenter.

As mentioned in Section II, the multiple datacenters model
contains two roles: the provider and end-users. To maximize
profits, provider tends to maximize the bandwidth utilization
and users want to get low delay experience for each request.
In the experiment of this study, it needs to evaluate the
quality of PSO, GA and LA, with the aim of achieving a
balance between two metrics. For the bandwidth utilization,
the goal is to get the maximum value. To achieve this goal,
this study proposes the definition of bandwidth utilization to
evaluate each datacenter workload. And to evaluate the whole
bandwidth utilization, this study relates the entire multiple
datacenters model to a bargaining market to get aBmax . For
the delay of the end-users, the aim is to reduce the delay time.
And the delay contains three parts in this experiment. The first
part is the transport delay between end-user and datacenter.
The second part is the process time of each request. The third
part is a random waiting time in queue inside the datacenter.
From the three parts of delay, the definition of delay for
end-users can get. Just as the method evaluating bandwidth
utilization, it can achieve low delay aDmin at end-users in
this Nash bargaining game. Given the above models, it can
combine the aBmax and aDmin to get aJmax . And a larger aJmax
means a better feasible request allocation solution. So, in PSO
algorithm, this study uses joint optimization model aJmax to
find the global optimal solution. And comparing these algo-
rithms in terms of bandwidth utilization and average request
delay, and showing the effectiveness of our PSO algorithm.

B. RESULTS
In this section, this study does some experiments and uses
figures to show experimental results.

Fig. 4 shows the changes of joint optimization value aJmax
in each iteration, and illustrates the speed of convergence in
PSO algorithm is fast. The joint optimization value aJmax gets
convergence in nearly 10th iteration, and it gets the maximum
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FIGURE 4. The changes of joint optimization value in each iteration.

FIGURE 5. The value of bandwidth utilization in each hour.

value. And the characteristics of fast convergence can reduce
the running time of the algorithm and improve the efficiency
of the request allocation.

1) BANDWIDTH UTILIZATION
This section presents the results of the evaluation of the band-
width utilisation of the algorithm. Fig. 5 and Table 2 show
the value of bandwidth utilization in each hour. It indicated
that GA performs worst in each hour and did not illustrate it
for clarity of this figure. GA searches the minimum delay for
each request. In this way, formost users, many requests would
be allocated in the same datacenter and occupy all bandwidth
of this datacenter while other datacenters cannot even receive
requests. This is the reason for why the bandwidth utilization
rate is too low. For LA, the situation that some datacenters are
overloadedwhile others experience low bandwidth utilization
is the same as GA, but LA performs better than GA due to
different algorithm characteristics. PSO performs the best and
maximum improvement is almost 0.8 and 0.4, compared with
GA and LA. Besides, the overall trend is in line with the
request distribution which is shown in Fig. 3.

2) AVERAGE REQUEST DELAY
The previous section shows the results of PSO compared to
GA and LA, demonstrating the effectiveness of PSO in terms
of bandwidth utilisation. Next the average request delay of
the algorithm is evaluated. Fig. 7 shows the value of request
average delay in each hour.

There are two reasons that GA performs best and has
minimum average request delay. One is that GA searches the
minimum request delay for each request. The other is that this

TABLE 2. The value of bandwidth utilization in each hour.

FIGURE 6. The evaluation result in each hour.

experiment only calculates the successfully handled requests.
Although GA has minimum average request delay, it only
handles partial requests. The difference between PSO and LA
is not significant. And even in some hours, PSO performs
better than LA.

3) OVERALL EVALUATION
Fig. 6 shows the results of the overall evaluation of PSO,
LA and GA in terms of bandwidth utilization and request
delay.

The evaluation results show that PSO can achieve better
performance than LA and GA. Therefore, it can prove that
PSO based on joint optimization model can improve the
bandwidth utilization and keep the average request delay
within acceptable limits or even better. These simulation
experiments show that our proposed PSO can get better per-
formance compared to the general algorithm.

V. RELATED WORK
Request allocation has received considerable attention from
the research group in the past few years. There are two factors
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FIGURE 7. The value of average request delay in each hour.

needing to be concentrated on in this problem. On the one
hand, request allocation aims to improve bandwidth utiliza-
tion of datacenter providers. Different datacenters may reach
their peak workload at different times. Some datacenters may
reach peak workload while others have a low bandwidth
utilization at a moment. On the other hand, large-scale appli-
cations provide service for many users so that it should reduce
request delay. However, existing solutions only focus either
on the benefit of end-users or datacenters.

For example, Najm et al. [21] propose a delay-aware
resource allocation method that considers an adaptive delay
warning threshold for various users. Xu and Li [22] adopt
a general fairness criterion based on Nash bargaining solu-
tions, and present a general optimization framework that
models the realistic environment and practical constraints
that a cloud faces. Wu et al. develop a prototype generic
workflow system by leveraging existing technologies for a
quick evaluation of scientific workflow optimization strate-
gies. Zhang et al. [23] present a method to jointly optimize
the cost and the performance of delivering traffic from an
online service provider (OSP) network to its users. Their work
mainly targets in the benefit of end-users.

Other solutions consider the benefit of datacenter
providers, De et al. [24] employ a modified hierarchical
clustering algorithm to categorize workloads according to
their resource usage. The methodology presented provides
insights to cloud service providers in optimizing resource
allocation and improving profit. Laoutaris et al. [1] have
designed, implemented, and validated NetStitcher, a system
that employs a network of storage nodes to stitch together
unutilized bandwidth, whenever and wherever it exists.
Qureshi et al. [25] characterize the variation due to fluc-
tuating electricity prices and argue that existing distributed
systems should be able to exploit this variation for significant
economic gains. Li et al. [26] present TrafficShaper, a new
scheduler that shapes the inter-DC traffic to exploit the ‘‘free’’
time slots involved in the qth percentile charging model, so as
to reduce or even minimize the transmission cost Mohammad
Noormohammadpour et al. [2] presents QuickCast solution
which can construct the multiple trees and determine the rate

and schedule of flows on multiple forwarding trees in order
to reduce the bandwidth needs and improve completion times
of point-to-multipoint transfers. Yang et al. [27] propose a
progressively-decrending algorithm (PDA) to schedule bulk
transfers that minimizes bandwidth costs by finishing all
transfers on time and with as little bandwidth as possible.
Their work mainly focuses on the benefit of provider or
datacenters.

There are also few solutions considering benefits of
end-users and datacenter providers. Yue et al. [28] devise
a two-phase optimization solution (TPOS), which con-
tains a mapping phase to map service function chain
requests (SFCRs) on servers and an adjustment phase to
optimize the placement of virtual network functions (VNFs)
and VNF requests. Li et al. [16] apply the software defined
network (SDN) controller to enable the central control of
the entire network, and propose a joint optimization model
to consider high bandwidth utilization for provider and low
delay for users.

This paper mainly focus on the joint optimization for
bandwidth utilization for datacenter providers and request
delay for end-users. This study uses meta-heuristics algo-
rithms called particle swam optimization due to its smart
iteration process and widely used in resource allocation prob-
lems to address the problem. In PSO, this study uses the
same method as Kumar et al. [29] to make PSO suitable for
discrete optimization. The algorithm proposed in this paper
can achieve improved bandwidth utilization, and although it
cannot achieve a significant reduction in the average request
delay, it has been achieved to keep the average request delay
within acceptable limits, or even better.

VI. CONCLUSION
Request allocation is one of the significant challenges in
large-scale distributed service. The aim of this paper is that
the low delay of end-users and high bandwidth utilization
of datacenters. This study achieves this goal by leverag-
ing the particle swam optimization technique and encounter
three challenges. The first is how to make joint optimization
for bandwidth utilization and request delay in our problem,
the second is how to make particle swarm optimization suit-
able for discrete optimization problem and the third is how
to determine the value of each parameter of particle swarm
optimization when updating velocity of particle. To address
the first challenge, this study first constructs a mathematical
model to describe the problem where each feasible solution
is represented by two matrixes. One represents bandwidth
utilization of datacenters. The other represents delay of end-
users. Then it combines the requirement of high bandwidth
utilization and low request delay to quantitatively evaluate
each solution. To address the second challenge, this study
adjusts the coding scheme and redefines the operator in parti-
cle swarm optimization. In this way, it can make PSO suitable
for discrete optimization problem. To address the third chal-
lenge, this study determines the value of each parameter when
updating velocity of particle by using fitness function which
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considers bandwidth utilization and request delay. It deter-
mines the value of fitness function using global best solution,
local best solution and current solution. Finally, this study
does some simulation experiments showing that our proposed
particle swam optimization based request allocation algo-
rithm can get better performance compared to other general
algorithms.
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